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“Taken out o f context I  m ust seem so strange”

Ani DiFranco



Abstract

This work describes the use of contextual information in Web document processing. Contextual 

information is defined as the contents of a ‘context set’ of a document of interest on the Web. 

The context set of a document is determined by the hyperlink structure of the Web around the 

document of interest. This thesis suggests that, as in other text media, contextual information 

on the Web is a vital component of the information content of a document, and should be taken 

into account when interpreting or processing th a t information. Most existing hypertext document 

processing applications either ignore hyperlinks, or use them in a restrictive manner, to  identify a 

particular form of contextual information. For example, many information retrieval applications 

use hyperlinks as indicators of document prestige or authority, conferred by the referring document 

to the referred document. Others use them to locate (or help to locate) similar content in order 

to augment a document index or provide additional information about a docum ent’s relevance. A 

related method is the clustering of Web documents, using the Web hyperlink structure to identify 

clusters of related documents, either to generate an aggregate tha t can be used in document index­

ing, or to simplify a visual representation of the graph structure in order to aid browsing. These 

approaches typically apply the information provided by hyperlinks to a particular application, such 

as information retrieval, or Web browsing. In contrast, this thesis proposes a flexible m ethod for 

the inclusion of hypertext contextual information in a number of document processing applica­

tions, based on an adaptation of a term  weighting measure based on the frequency of a term  in 

a set of documents. The resultant non-linear measure can be incorporated into Web applications 

using a probabilistic model trained on pre-annotated data suitable for the domain of the appli­

cation. In this work, the measure is implemented and evaluated on a number of Web document 

content processing applications. Specifically, three applications are presented: an adaptation of an 

existing automatic keyphrase extraction application, a Web document retrieval ranking algorithm, 

and a document collection homogeneity measure with a related homogeneous corpus generation 

application.

Each of these applications is evaluated against the state of the eirt in the application domains. 

Contextual information on the Web is found to provide valuable additional information in each 

of the applications, demonstrating tha t the method described in this thesis is both a flexible and 

effective approach to the question of context on the Web.
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Chapter 1

Introduction

1.1 C ontext

A passage of text cannot be fully understood without inspecting its context: text th a t surrounds 

it and plays a part in determining its meaning. The location of a document’s context depends 

on the text medium. A chapter in a book exists in the context of the chapters located before 

(and after) it, and a reader of the chapter would not be expected to fully grasp the meaning of 

the content without first having read the preceding chapters. Likewise the content of the chapter 

will have a bearing on the understanding of subsequent chapters. The same is true for individual 

pages, paragraphs, sentences or words within the book. The degree to which context affects the 

understanding of text also varies with respect to the medium and content m atter. Some texts, 

such as a chapter in a collection of short stories, can be read independently from other chapters, 

and context on the chapter level is therefore unimportant. Other texts, such as a chapter in a 

novel, are heavily influenced by its context.

The definition of context in the case of a book is linear, and unidirectional. In certain cases, 

especially in academic texts, the linearity of this definition is broken by the inclusion of confer (cf.) 

references to other locations in a text. There, the context of the document includes the information 

at the other end of the confer reference. Academic papers also contain references to previous works 

by other authors, which in turn  will reference earlier works, resulting in a directed acyclic graph 

structure of context for the document. It is expected th a t directly referenced texts are more 

relevant than indirectly referenced ones, and as a general rule, the fm-ther the reader travels (or 

‘browses’) along this graph structure from the original document, the less relevant the information 

found is likely to become. The context of the document is therefore not a clearly-defined set of 

information, but a region, with blurred edges, surrounding the document.
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1.2 T he W eb as a docum ent collection

Web documents are similar to academic journals in that they can contain references (hyperlinks) to 

other documents, and there is an assumption that referenced documents are related, i.e. they have 

content which is, to some degree, semantically connected to the content of the referring document. 

However, in the Web, the chronological element is removed -  documents can reference pages that 

will change their content in the future, without the references being considered invalid. Cycles can 

therefore be introduced into the connections between pages, resulting in a cyclic graph structure. 

This graph structure is known as a Hypertext, the largest and most well-known of which is the 

Web, but others exist.

In a large number of document processing techniques, such as document retrieval, documents 

are treated as independent resources; the content of one document will have no bearing on the 

interpretation of the content of another. Printed documents axe supplied as a set of pages, and 

the act of browsing within the document -  turning a page -  has a low cost to the browser in 

comparison to locating a different document. However, Web documents exist in a wider, easily 

browsable, structure in conjunction with other documents. While the contents of some documents 

are more independent than others, some documents are intended to be read along with, or after 

other documents in the structure. On a typical Web site, documents often perform specific functions 

in relation to the other documents. A Web site may have a Frequently Asked Questions page, an 

ordering page, a contact page, etc. Each of these documents themselves may not contain sufficient 

information to fully understand the subject on which they are based, but anyone browsing to one 

of these pages would have no trouble understanding their purpose, having been exposed to their 

context. Web-based document processing algorithms therefore should interpret the context of a 

document as well as its content in order to maximize the potential of the hypertextual nature of 

the Web.

In addition to the hyperlink structure of the Web, a number of other differences between Web 

documents and traditional documents exist. One im portant difference is th a t the notion of a 

collection is often not well-defined on the Web. This is due to a number of factors:

• The Web is practically unlimited in size, as new documents are being created by the minute, 

and it is impossible to index or collect the entire set. Domain names are useful delimiters 

of a document collection, but documents within the domain are free to link to documents 

outside the domain, and vice-versa, meaning th a t collections based on domain name only are 

incomplete from the point of view of identifying context. This distributed nature of the Web 

is potentially exacerbated by a trend towards user-driven content described below.

• The Web is dynamic - documents are regularly added, removed and changed. A collection 

may vary over time as a result. Whereas documents can be added and removed from other 

document collections, this is a more common occurrence on the Web. Web documents also
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have large variation in authority and authorship, and are written with a variety of intentions 

and registers. Unlike conventional document collections, which often pass editing and re­

viewing stages before being published, and have a comparably small author set, publication 

of Web content is far less restrictive.

A consequence of these factors is that the Web is less collection-orientated than  traditional doc­

uments. Web document collections are typically defined by the Web site or server on which they 

are found, but this is a convention, rather than a requisite, and this convention is being broken 

down, as described in the next section.

1.3 The C hanging W eb

The lack of constraints on the W'̂ eb has led to its development as a huge, organic, democratic 

information resource, in which structures emerge due to convention, co-operation and technological 

capability. A result of this organic nature is the capability of the Web to change and develop as 

trends change and as a response to advances in technology. For example, during the early years 

of the Web, manually-generated directories, containing hierarchical categories of Web documents, 

such as the Yahoo directory, were popular information resources. As storage cost and bandwidth 

became cheaper and advances were made in Web-based Information Retrieval (IR) (see section 

2.1), search engines were able to present more comprehensive information to a user in response 

to a query, and were preferred due to their coverage and cost. Another example is the change in 

HTML use over time. As malevolent or commercial Web sites aimed to obtain more Web traffic 

by abusing meta-information tags by including irrelevant keywords, HTML meta-tags became less 

reliable sources of document information. In addition, as the skill levels and intentions of HTML 

authors became more varied, the use of structural HTML tags (such as ta b le ,  ad d ress  and 

headings: h i, h2 etc.) began to deviate from the W3C specifications, with authors using them for 

their visual effects in the Web browsers of the time, rather than to designate syntactical structure 

in a document.

Another, more social, change to the Web is presently occurring as a result of the prevalence of 

low-cost broadband services and pervasiveness of the Web across all age and social groups. This 

change is the increase of user-driven content and interactive Web sites, sometimes described as 

‘Web 2.0’. Many Web sites, such as social networking services (e.g. MySpace, Facebook), Web 

log software (Blogger), image and video hosting sites (YouTube, Flickr) and open-content infor­

mation resources (Wikipedia and IMDb) are now among the most popular sites on the Web. They 

exist purely as a repository of user-contributed content, and include robust and straightforward 

authoring and uploading tools tha t allow users to add content without requiring a large amount of 

technological knowledge. An analysis of Google results for twenty popular queries in March 2007 

shows tha t Web sites based primarily on user-driven content make up approximately 27% of the
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top ten search results.^

This current Web trend of user-contributed content has effects on the structural nature of the 

Web. Whereas previously, Web users were generally disjoint sets of information providers and 

information consumers, these distinctions are now blurring. As a result, the physical structuring 

of information on the Web is changing. Information consumers do not have access to some phys­

ical mechanisms previously used by information providers, such as directory structures of hosting 

servers and domain names. Sites with user-driven content instead tend to have flat URL struc­

tures, and hierarchical structure emerges from logical (as opposed to physical) frameworks such as 

manually-defined categories (in Wikipedia) and tags (in Flickr). Inter-site linking is also common, 

as users on MySpace and Web logs may provide links to their images on Flickr or videos hosted 

on YouTube, for example.

The changes in Web use described here have im portant effects on the identification of context 

on the Web. As the Web moves away from traditionally hierarchical structures, fewer structural 

indicators of context, such as m eta-data and URL directory structure, are available. A robust 

mechanism for the incorporation of context should be tolerant of changes in Web use, and should 

not be linked to unreliable mechanisms such as URL directory structures and m eta-data.

1.4 C ontext on the W eb - A proposal

At this point, we have established the following:

• Document context is im portant for the complete understanding of a text.

• The definition of context depends on the document medium.

• Traditional sources of contextual information -  m eta-data, collection information etc. -  is 

not reliable on the Web.

• A conventional indicator of context on the Web — URL directory structure -  is becoming 

potentially less reliable as the Web moves towards a paradigm of user-contributed content.

• Due to the non-linear hypertextual nature of the Web, the simplicity of use of the hyperlink 

browsing system, and low ergonomic cost of browsing to new documents, contextual infor­

mation is potentially more vital to the understanding of Web documents than traditional 

documents.

We therefore define the term  context in respect to Web documents to indicate the information about 

a document obtained by inspecting documents tha t are connected by a path of hyperlinks to it.

'T h e  queries are taken from w w .g o o g le .c o m /p r e s s /z e itg e is t .h tm l between 18 /3 /2007  and 1 /4 /2007 . Sites are 

based on user-driven content if the principal source of information on the site is obtained from multiple contributors 

and if these contributors can provide information without significant restrictions.
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This local definition of context avoids difficulties of collection identification, and is general enough 

to be interpreted in a variety of manners. This thesis focuses on the use of contextual information 

to give robust information at the level of individual document terms (words and phrases), and we 

demonstrate the use of this information in a number of applications.

1.5 Com parison w ith  R elated  Work

Arguably, the hyperlink-analysis method th a t has had the greatest impact on the way we use the 

Web, since its inception, is the PageRank measure used in the Google search engine (Brin and 

Page, 1998; Page et al., 1998). PageRank uses in-links (hyperhnks pointing to a document of 

interest from other documents) as an indicator of document authority or prestige. These measures 

can then be used to influence a document’s rank (derived from its RSV - Retrieval S tatus Value) 

in a result set from a search engine. Similar methods are Kleinberg’s HITS algorithm (Kleinberg, 

1999) and methods using in-degree (Pinkerton, 1994). These methods typically examine only the 

hyperlink topology of the Web, i.e. they do not take the contents of the pages into account in 

their calculations (these methods are described in more detail in chapter 2. In this respect, the 

definition of Web context used in this work differs from these approaches.

However, a number of methods do use the contents of linked documents in the calculation of 

RSVs. Relevance Propagation methods (Savoy, 1994, 1996; Frei and Stieger, 1992, 1995; Mar- 

chiori, 1997; Shakery and Zhai, 2003; Sugiyama et al., 2003; Shalcery and Zhai, 2006) examine 

this information in order to give an indication about the relevance of a document. A context set 

similar to tha t used in this work is now established -  the contents of a document’s context set 

are used in these methods to alter its ranking score (RSV). These methods are usually applied 

specifically to IR, and are suitable only in the case of linked documents th a t are ‘about’ the same 

subject. Some methods (Frei and Stieger, 1992, 1995; Shakery and Zhai, 2003; Sugiyama et al., 

2003) assign weights to members of the context set according to their textual similarity with the 

source document, or to the original query.

The above relevance propagation methods are carried out post-search (i.e. they alter existing 

RSVs of documents obtained from an external source, such as a text-based search engine). A more 

flexible method adapts the representation of a document in an index to include this information 

(Sugiyama et al., 2003). Alternatively, a separate index is generated th a t contains ‘contextual 

information’ (Aguiar, 2003). These methods still favour document content similarity over a more 

general definition of ‘context’, however. The value of contextual information provided by a linked 

document is relative to its similarity to existing information. These methods therefore focus on 

the ability of contextual information to reinforce existing information, rather than to provide new 

information. This focus is a consequence of early work on pre-Web document networks (Salton 

and Zhang, 1986) tha t found tha t indiscriminate inclusion of contextual information in a document
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index often results in greater noise in search results. The intention of this work is to trea t Web 

context more comprehensively, so th a t not only similar document content but also contrasting 

content can be used.

Another use of hyperlinks is in document clustering. Using hyperlinks or ‘hyperlink sim ilarity’ 

measures to identify clusters, sometimes along with document content similarity measiues, docu­

ments are averaged or aggregated in order to improve searching or browsing. The method used 

by Aguiar is an example of the use of clustering in an IR environment. Other works based on 

clustering methods are Zamir and Etzioni (1999); Weiss et al. (1996); Eiron and McCurley (2003); 

Gloor (1991); Liu et al. (2002); Botafogo and Shneiderman (1991); Botafogo (1993); Zhu et al. 

(2004); Pitkow and Pirolli (1997). The work described in this thesis also has potential uses in the 

field of browsing.

Clustering techniques are often intolerant of changes to the structure and contents of documents 

within clusters. Changing the hyperlink structure or content of a Web document may necessitate 

a recalculation of all document clusters. This renders such methods unsuitable for large-scale 

implementation on the Web, due to its naturally volatile and transient nature. In addition, the use 

of content similarity measures when generating clusters restricts the use of contextual information 

in a similar fashion to the Relevance Propagation methods.

A more comprehensive use of context in Hyperlink-based IR applications can be found in 

structured Web query languages (Konopnicki and Shmueli, 1995; Lakshmanan et al., 1996; Spertus, 

1998; Lacroix et al., 1997; Mendelzon et al., 1996, 1997). However, these methods increase the 

complexity of the query language by requiring the user to specify the nature of the relationship 

between an information source and its context. In contrast, none of the cost of incorporating or 

interpreting contextual information is incurred by the user in an IR environment based on this 

work. Other approaches rely on m eta-data to provide indications about semantic relationships 

between documents (Frei and Stieger, 1992, 1995). However, such semantic indicators are rarely 

available on the Web. Similar approaches involve inferring semantic relationships from the physical 

directory structure of a Web site or the URL of a particular document (Dyreson, 1997, 2002). This 

is an unreliable information source on the modern Web, as mentioned previously.

1.6 M otivation

The principal motivation behind this work is to develop a method of addressing Web context th a t is 

not restricted to a particular application domain. For this reason, the method proposed in chapter 

3 is implemented and evaluated on three separate applications:

•  Automatic keyphrase extraction

• Document retrieval and ranking
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• Corpus homogeneity

Each of these apphcations are described in detail, and together they demonstrate the flexibility 

of the proposed method. Fm-ther applications, and extensions to those described here are proposed 

in the conclusions chapter.

Secondary motivations for this work were based on those deficiencies described briefly in the 

above section, and are explored in more detail in the following chapter. In particular, a methodology 

based on Web context should not be restricted simply to a content similarity measure, and should 

not be reliant on m eta-data or URL directory structure. The methodology presented in this 

thesis is designed to avoid these problems, and to be flexible enough to be used alongside existing 

hyperlink-based methodologies (such as PageRank and clustering methods), in order to provide 

complementary information about document context.

1.7 T hesis Structure

In chapter 2, the works described in section 1.5 are described in more detail. C hapter 3 proposes the 

method used in this thesis: an adaptation of the T F x ID F  (Term Frequency x Inverse Document 

Frequency) term  weighting measure for use on Web collections, named TF x INF (Term Frequency 

by Inverse Neighbour Frequency). This measure captures the relationship between a document 

and its ‘context set’ with respect to a word or phrase. The context set is defined as the set of 

documents connected to the document by hyperlinks. The resultant measure is a non-linear term- 

weighting measure th a t represents a term  as either highly specific to a document with respect to 

its neighbours, or commonly found in a document’s neighbours. Probability distributions based 

on this measure can be used in a variety of applications, and in the following chapters we present 

the implementation and evaluation of three such applications: an automatic keyphrase extractor, 

an Information Retrieval system, and a measure of Web corpus homogeneity.

The autom atic keyphrase extractor (chapter 4) is an adaptation for the Web of an existing ap­

plication tha t uses machine-learning techniques to identify keyphrases in documents. We suggest 

th a t document context plays an im portant role in the identification of suitable keyphrases in Web 

documents, and demonstrate this by extending the keyphrase extractor to incorporate T F  x INF. 

We apply the application to four courpora obtained from the Web, which contain manually an­

notated keyphrases, and we find tha t doing so significantly improves the number of keyphrases 

suggested by the application tha t m atch the manually annotated keyphrases, outperforming the 

state of the art of domain-independent autom atic keyphrase extractors on Web data.

In order to demonstrate the wider applicability of our method, we develop a document ranking 

algorithm using the probability-based model generated by the keyphrase extractor. We compare 

this algorithm to TF x IDF-based ranking algorithms and other hyperlink-based ranking algorithms 

described in chapter 5. Promising results were obtained tha t indicate th a t TF x INF can be used
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in conjunction with existing IR technologies in order to more comprehensively interpret Web con­

textual information.

The third application is a measurement of Web corpus homogeneity (chapter 6). We describe 

content homogeneity and discuss its importance in NLP applications, and propose a method that 

calculates the difference between TF x INF and TF x IDF distributions to determine the homogene­

ity of the corpus. Unlike the other applications, this method does not include machine-learning, and 

does not require a probabilistic model to use TF x INF. The method is evaluated on a corpus based 

on the Wikipedia Web site, and the measure is found to correlate strongly with a homogeneity 

measure based on the subject categories associated with documents in the corpus.

A final, related, application generates homogeneous Web corpora using this homogeneity mea­

sure by selecting documents that increase the heterogeneity of the corpus the least when added 

(chapter 7).

Finally, in chapter 8 we provide an overview of the results obtained from all applications, and 

present a discussion of the implications of these results in future Web applications.



Chapter 2

Background

This section gives an overview of the main directions of work involving the use of hyperlinks in Web 

document processing. The majority of these works aim to improve document retrieval, either by 

extending the query language or by improving the indexing process. These processes typically use 

non-hypertextual content-ba;Sed document retrieval systems as their starting point, and propose 

methods for the inclusion of hyperlink information. Some works aim to improve users’ browsing

experiences and solve the ‘lost in hyperspace’ problem. Other works aim to provide tools for

describing aspects of the Web, for use in the applications mentioned above, among others.

Most of the methodologies used in these works fall broadly into four categories:

• Link topology analysis

• Relevance propagation

• Clustering methods

• Structured Web query languages

These four categories form the basis for the sections of this chapter. Works in different sections 

will have commonalities with each other, however. Aside from these categories, each methodology 

can be described according to the following factors:

a Nature of the Hypertext: Does the methodology apply to Web data, pre-Web hypertext 

data, hypertexts induced from academic document citations, or hypertexts induced from 

text-based nearest neighbour (NN) techniques?

b Link topology: Are document in-hnks (links from other documents pointing to  a document 

of interest), or a representation of the Web graph or a large section of it required?

c Content similarity: Are text-based (content) similarity measures used?

9



d Collection based: Does the methodology use collection-based term  weighting measures, such 

as T F x ID F ?

e Site Hierarchy: Is information obtained from documents’ URL directory structure? Is a 

hierarchical Web site structure assumed?

f M eta-data: Does the methodology use other m eta-data attached to the links or the docu­

ments?

Each of these factors has an effect on the scope, generality and applicability of the method to 

Web documents on the whole. These factors are revisited at the end of the review, and in the next 

chapter.

Some works explicitly define document context in terms of the link structure, but most either 

treat context implicitly, or treat links as providing different information to context as defined 

in chapter 1. At the end of this review, we identify those works th a t are most relevant to our 

definition, and their restrictions.

2.1 Link T opology A nalysis - A problem  w ith  authority

One of the central challenges faced by a Web document ranking system is the problem of authority. 

Due to the democratic nature of the Web, authors are free to publish content on any subject and 

make it as available as all other documents on the Web. This is in contrast to other publishing 

media, in which documents axe often required to pass an editing or reviewing phase. Additionally, 

authors may have different motives or intentions (such as commercial, informative, trivial) when 

writing a document about a subject. As a result, the Web contains documents tha t are of varying 

authority on a subject. For example, document a may be the microsoft.com homepage, and 

document h may be a personal site entitled “Microsoft - My experiences with its software” . A user 

carrying out a search with the simple query “Microsoft” would presumably expect document a to  be 

ranked above document b, but if the word Microsoft occurs equally frequently in both documents, a 

term-frequency-based weighting scheme such as T F  x IDF is unable to differentiate between them. 

In fact, if document b contained more occurrences of the word Microsoft, it would be ranked higher 

by T F x ID F . ‘Web spam ’ documents took advantage of this by flooding documents with large 

numbers of repeated irrelevant words, sometimes hidden using special functionality present in the 

HTML language.

Due to the scale of the Web, a search engine may return a large amount of documents that 

are adjudged relevant using term-frequency-based weighting schemes. The returned list may be 

too large for a user to comfortably read in its entirety. This is known as the Abundance Problem. 

W ithin this result list are documents of varying degrees of authority. Authoritative documents 

are more suitable to the user’s information need, but may be ranked equally, or lower than less
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authoritative documents using TF xID F. A ranking system should therefore take into accovmt the 

authority of a page when'sorting the result list.

In 1998. two separate algorithms, HITS (Hypertext Induced Topic Search) and PageRank, 

were proposed to solve the authority problem. These approaches fall under the category of ‘link 

topology analysis’ ranking (Henzinger, 2000. 2001). Both approaches are similar and are based 

on the intuitive notion that authority is conferred onto entities within a set by 'votes’ from other 

entities in the set. Early network-aware search engines, such as WebCrawler (Pinkerton, 1994) 

used docimient in-degree to estimate the authority of a document, reasoning that if a large number 

of Web documents contain links to a specific document d, then d is likely to be more important 

than another document e with low in-degree, all other factors being equal. In this way, hyperlinks 

are treated as votes for a certain page. This idea also exists in the field of bibliometrics, in which 

citations of academic papers are regularly used to quantify the output of academics (Hirsch, 2005).

The innovation of the HITS and PageRauk weighting schemes is that they are iterative algo­

rithms tha t calculate a document’s authority based on the authority of other documents in the 

network. The relationship between the authority of a docmnent and the authority of other docu­

ments in the network is one of the main differences between the two apj)roaches. These schemes 

are described in detail later in this section.

2.1.1 T he W eb as a Scale-free N etw ork

Numerous studies have described the scale-free nature of the Web network (Donato et al., 2004; 

Broder et al., 2000; Barabasi et al., 2000; Barabasi and Albert, 1999). In a scale-free network, the 

iu-degrees of nodes follow a j)ower law. The power law is collociuialised in the Pareto, or ‘long-tail’, 

principle tha t states that a small number of high-frequency events are balanced i)y a large number 

of low frequency events. In the context of the Web, high-frequency events are documents with 

high in-degree, and low-frequency events are those with low in-degree. The power law states that 

a small number of documents will have an in-degree greatly above the average, while the vast 

majority of documents wall have an in-degree below the average. The power law is defined as:

F{ k ) = Pk - ^  (2. 1)

where F{k)  is the number of nodes having an in-degree of k 

/? is a linear constant (or a function of k)

and a  is the coefficient of proportionality on the log-log scale i.e.

log(F(A-)) =  log(/?) -  a ■ log(A') (2.2)

(Note that the power-law is linear on the log-log scale)

Networks tha t follow the power law are called scale-free networks diie to the scale-invariance of
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Therefore, log(F (c/c)) is concurrent with log(F (fc)). A scaled version of a power law frequency 

distribution will contain the original power law distribution, thus a network based on a power law 

is scale-free.

On th e log scale:

O r ig in  o f  s c a le - fr e e  b e h a v io u r  o n  th e  W e b

A num ber of organic networks, or networks that are based on observable real-world phenom ena, 

such as social networks or the neural network structure of the brain, follow the scale-free pattern. 

On the Web, th is is due to the rule of preferential attachm ent in the generative m odel o f the Web. 

W hen a new node is added to  the network, the probability that it will contain a link to  an existing  

docum ent is based on the visibility of the docum ent, i.e. the probability that a random surfer will 

happen upon it. This probability is related to  the in-degree of docum ents, as docum ents w ith  more 

in-links are more likely to be reached than docum ents with fewer in-links. Therefore, a docum ent
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with a high in-degree is proportionally more likely to receive another in-link, further increasing 

its in-degree. This 'rich gets richer' relationship allows the scale invariance of the power law, as 

the probahility of a node doubling its in-degree in any space of time is proportional to its existing 

in-degree.

E ffects o f th e  S cale-F ree p ro p e r ty  o f th e  W eb

The fact that the Web is a scale-free network has been a contributory factor to its current form. 

A scale-free network naturally contains a few ‘core' nodes, which have disproportionately more 

links than the vast majority of other nodes. These nodes are the cornerstones of the network, 

containing as they do a large proportion of its structure, as well as being highly ‘visible’. There 

is some evidence of a relationshij) between Web document in-degree and traffic, as documented in 

Fortunato et al. (2006); Sydow (2005).

Since a large amomit of the structure of a scale-free network' is contained within a small 

number of nodes, a scale-free network is more robust than random networks (in which the edge 

distribution follows a scalable distribution such as a uniform or normal distribution). In the same 

way as adding nodes preserves the overall structiu’e of the network, a large number of randomly 

selected nodes can be removed from the network without losing nmcli of the overall structure, so 

long as the few core nodes remain intact. This makes the Web fault-tolerant, on the whole, to 

server failure and downtime. However, a co-ordinated attack on the few core sites would result in 

the loss of a large proportion of the Web structure.

' The structure of a grapli is defined by the edges between its nodes. The structure that a node ‘contains' refers 

to tlie edges that are attached to it.
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Scale-Free N etw orks and A uthority

Due to the effect described in the above section, these core docinnents can be seen as ‘im portant

documents in the Web. These documents and, consequently, documents tha t are pointed to by 

them, receive a large amount of page views. If a document is pointed to by a large number of core 

documents, this is interpreted as the document containing highly valuable information. Therefore, 

the authority of a page is related not only to its in-degree, but to the in-degree of pages th a t are 

linked to  it. It is on this basis that PageRank is defined.

The PageRank and HITS algorithms take advantage of the connection between the scale-free 

nature of the Web and document authority in their search results ranking algorithms. Other 

hyperlink-based methods described later, such as Relevance Propagation and document clustering, 

do not typically assume a scale-free structure, or use this information in their algorithms.

2.1 .2  P ageR an k

PageR.ank was introduced by Brin and Page, in 1998 (see also Page et al. (1998)) and has subse­

quently become the backbone of the Web search engine Google. Google has developed to become 

the most successful and ubiquitous Web search engine, partly due to PageRank, and partly due 

to other innovative projects (such as Google Maps. Google Image search), and its strong technical 

back-end th a t allows the swift processing of a large number^ of queries on a databank of billions of 

Web documents. As stated in the previous section. PageRank measure document importance by 

identifying th a t the importance of a document is not only a function of its own in-degree, but of 

the im portance of those pages that point to it. In other words, not all links are born equal - some 

confer more authority than others. For example, if Joe Bloggs’ personal homepage contains a link 

to the microsoft.com homepage, tha t link will increase the authority of the microsoft.com home­

page a little. However, a link on the microsoft.com homepage to Joe Bloggs’ personal homepage 

would have a huge positive effect on its authority.

In PageRank, the authority of a document is independent of the search query.^ This means 

tha t the authority of a document can be calculated off-line, and no further processing of the Web 

graph is required at query time. The authority value of a Web document, its PageRank, is used to 

order the document in a result list from a search query. The PageRank of a docmnent d is based 

on the sum of the PageRanks of the documents th a t point to d, normalised by the in-degree of d.

d ^ d ' ^ E d d

(2.3)

Where: R{d)  is the PageRank of the document d

^ComScore (www.coniscore.com) reports over 91 million queries made to Google in the U.S. per day
®Note that the Google search engine calculates the rank of a page by combining PageRank with an unknown 

number of text-based ranking schemes. The PageRank component itself is query-independent, but otlier components 

of the overall Google document ranking scheme may not be.
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Edd = {x|(a:,d) £ Edges}

E{d)  is a dampening factor designed to reduce feedback caused by mutual reinforcement within 

enclosed hyperlink loops."* 

c is a constant normalisation factor.

This recursive definition is applied iteratively until convergence. In order to calculate the 

PageRank of a document according to this function, it is necessary to know the in-links of all 

documents on the Web. Since it is practically impossible to cover the entire Web (see (b) in the 

summary below - section 2.6), a large subsection of the Web graph must suffice. The Google 

search engine utilises a large number of Web crawlers tha t index new pages and add them  to 

a representation of the Web graph. This information requires a large amount of d a ta  storage 

capability.

T he R andom  Surfer M odel o f PageR ank

The PageRank value of a document corresponds with the probability tha t a random surfer will visit 

the page. The dampening factor in the PageRank definition, designed to prevent m utually rein­

forcing feedback in hyperlink loops, is modelled by a probability tha t the surfer will jum p randomly 

to  another page in the Web, as opposed to following a hyperlink from their current location, thus 

exiting the loop. The behaviour of the random surfer can be modelled as a homogeneous Markov 

chain, where the state set is the set of Web pages (of size N )  and the transitional probability 

between states i and j  is:

{outdegree(i) W exists between i and j  ^

otherwise

For some constants a and b such tha t the transition m atrix of the Markov chain is stochastic.

PageRank then emerges as the stationary probability distribution of all states (Web pages) in 

the Markov chain.

E ffects o f P ageR ank

The effects of the PageRank algorithm are widely felt across the Web. Its effectiveness in document 

ranking on the Web led to Google becoming the most successful Web search engine. PageRank 

is now the most im portant factor in obtaining a high rank in Web search engines. As a result, 

a significant industry has emerged in PageRank optimisation. An advantage of PageRank over 

the earlier form of link analysis ranking, in-degree, is th a t in-degree is easily manipulable. To 

artificially increase their document’s in-degree, an author need only solicit links from external 

“̂ This is typically uniform for all documents d, but the algorithm can be personalised by varying E.

15



pages to their document. In PageRank, the relationship between in-degree and rank is less direct;^ 

these external pages need to have high authority themselves to confer authority to other pages. As 

a result, the search engine optimisers have been required to become more complicated, and link 

farms appeared. These link farms are made up of a collection of highly interlinked documents. 

Members of the link farms would benefit from the artificial PageRank score generated by the 

high number of interconnected links within the farm. This process is called ‘link spamming’ or 

‘spamdexing’ (Metaxas and DeStefano, 2005; Gyongyi and Garcia-Molina, 2005).

A dvantages and D isadvantages o f P ageR ank

The principal advantage of PageRank is its ability to adequately capture the notion of authority 

on the Web. The authority calculation is carried out off-line, and does not increase the complexity 

of the querying operation. Once an internal representation of the Web graph is generated, altering 

this representation by adding or removing nodes is a relatively low-cost operation.

However, the cost of carrying out the authority calculation off-line is to make it query-independent. 

The authority of a document on a query subject is equal to its authority for all queries that return 

the document. Also, hyperlinks confer authority to a destination document regardless of the degree 
to which those documents are connected semantically, or the nature of that semantic connection. 

The semantics of the hyperlink on the Web are not well-defined, and the intention behind a hy­
perlink may vary greatly from hyperlink to hyperlink. For example, some hyperlinks are purely 

functional or structural (e.g. “Best viewed using Firefox”, or links to indices or contents pages), as 

opposed to semantic. Therefore, some links may be of greater value than others when calculating 

the authority of a document with respect to a subject. A side-effect of query-independence is that, 

while PageRank is more stable than link analysis weighting methods such as in-degree, or purely 

text-based methods such as TF x IDF, it is still susceptible to manipulation by unscrupulous search 

engine optimisers using ‘link spamming’.

Another disadvantage of PageRank is that it requires detailed information about the topology 

(or hyperlink structure) of the Web, both to identify a document’s in-degree and to allow the 

iterative update of PageRank. A large-scale internal representation of the Web graph is therefore 

required to calculate any document’s PageRank. This requires lajge data storage capabilities, and 

makes it difficult to apply PageRank on top of the results of an external search engine.

Since Google has become the most popular search tool on the Web, it has the ability to influence 

the popularity of documents that it returns in results lists. Critics have argued that the PageRank 

model represents a dangerous form of ‘search engine bias’ by exacerbating the ‘rich get richer’ effect 

of the power-law distribution due to the larger a value observed from a PageRank distribution than 

that observed from an in-degree distribution, amplifying the dominance of already-established sites 

to the detriment of new ones (Cho and Roy, 2004; Vaughan and Thelwall, 2004). However, recent 

^PageR ank  can be estim ated  from in-degree, however (see F o rtu n a to  e t al., 2005a; L itvak et al., 2006).
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empirical work (Fortunate et al., 2005b) refutes these claims, stating that while the random surfer 

model indeed causes a ‘rich get richer’ effect, search engines in fact serve to mitigate this effect, 

as the ability to perform text-based query matching against an index of documents causes a user’s 

behaviour to diverge significantly from that of a random surfer.

2.1.3 HITS

In the same year as PageRank was introduced, Kleinberg (1999) presented the HITS (Hypertext 

Induced Topic Search) algorithm. The HITS algorithm also aims to identify authoritative doc­

uments on the Web, but does so by directly differentiating between hubs and authorities. Hub 

documents point to a number of authorities and authorities are pointed to by a number of hubs. 

The definitions of hub and authority documents are therefore mutually reinforcing. Each document 

has a hub and authority score - the hub score is the normalised sum of the authority scores of the 

documents it points to, and the authority score is, in turn, the normalised sum of the hub scores 

that point to it.

Form al D efinition

In a directed Web graph G =  {N, E}  of nodes N  and directed edges (n, n') € E  representing the 

existence of one or more hyperlinks from node n to node n':

Auth(n) <x Hub(n')
<.n'

Hub(n) cx Auth(n')
< n , n ' > ^ E

where: Auth(n) is the authority score of node n, 

and Hub(n) is the hub score of node n

In vector terms, if A q is the adjacency matrix of G, a is the vector of authority values of the 

nodes in N,  h, in turn, is the vector of hub values, t is a time-stamp, and a, a' are normalising 

factors (real numbers).

a t  =  a A Q h t - i  

ht = a'Acat-i

Therefore,

at+i = aa'AQAcat-i

and

ht+i =  aa' A o A Q h t- i

Since a f  is a simple scaling of A^AoUt (for all t' > t), a is the eigenvector 

singular vector of Ac)-

(2.5)

(2 .6 )

of A qA g (or the right

17



Similarly h is the eigenvector of A qA ^  (or the left singular vector of A q )- The HITS algorithm 

is therefore a version of the Power Iteration algorithm for eigenvector discovery.

R anking using H ITS

The definition of hubs and authorities closely associates the HITS algorithm with the scale-free 

nature of the Web network. However, unlike PageRank, which is calculated using the entire 

structure of the Web, a subset S  of the Web graph is used to identify hubs and authorities. S  is 

identified as follows:

1 The query is executed on a text-based search engine (AltaVista is used in the initial paper) 

and the top r ranked documents are collected and added to S.

2 This set is augmented by including all documents th a t are connected to any of the documents 

in S  by one external out-link.®

3 In addition, if the number of external pages pointing to a document in the root set is suffi­

ciently low (<  50 in ibid.), we add these documents to S 7

S is the base set for the HITS algorithm. Since it is generated according to a specific search 

query, HITS is therefore query-dependent, unlike PageRank, which generates an a priori value for 

each document independent of the query.

After the creation of the adjacency matrix A c ,  the iterative process is repeated k times and 

the documents with the top c authority scores are returned as the ranked result set. The iterative 

procedure is shown (in ibid.) to converge, and a value of fc =  20 is reported to be sufficient for the 

documents with the largest authority values to become stable. After iteration, the documents are 

then typically ranked according to their authority value, however, reporting the documents with 

the top hub scores can also be of interest.

A dvantages and D isadvantages o f H ITS

HITS is query-dependent, which has both positive and negative effects when compared to the query-

independent PageRank. Since HITS scores must be calculated at query-time, the computational

cost of executing a query is higher than PageRank. However, since the HITS algorithm uses

only a small sub-network of the Web in its algorithm, it does not need to iterate on an internal

representation of the entire Web (or a large section of it). The HITS algorithm is therefore cheaper

to implement and can be used on top of an external search engine. However, HITS still requires

knowledge about the in-links of a document in order to locate documents for the base set, and for

®An external link is a link in which the source document is in a different domain to the destination document.

Note, in section 1,3, it is suggested that the trend of user-driven content may weaken the effects of domain structure

on the Web, and lessen the distinction between internal and external links.
^These documents are identified by querying a large index of the Web.
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this knowledge to be reasonably complete, a large-scale crawl of the Web must have been carried 

out.

Another advantage of the query-dependence of HITS is tha t the conferral of authority by 

hyperlinks is more likely to be focused by the query, since the sub-network used by HITS is defined 

according to the documents’ relationships with the query. However, although the sub-network 5  

is defined relative to the query, the links connecting the documents in S  may have no semantic 

relationship with the query, since the second and third steps in the procedure for the creation of 

S  add linked documents irrespective of the initial query text. Therefore, the problem of conferral 

of authority by unsuitable links remains. Chakrabarti et al. (1998b) address this problem by 

weighting the adjacency m atrix A q according to the relationship between the hyperlink and the 

query. This relationship is defined by the ‘anchor’ (< a x /a > )  tags tha t denote a hyperlink on an 

HTML page. Anchor tags are used to weight links in M cbryan (1994) and Li (1997). The weight 

of a hyperlink with respect to a query is determined by the number of times the terms in the query 

occur in the vicinity of the anchor tags. The ‘vicinity’ is a window of a fixed size (in characters) 

around the anchor tags (including the ‘anchor tex t’ - the text between the anchor tags themselves). 

The definition of the weighted matrix A'g is then:

A 's ,j =  1 +  n{t) (2.7)

Where n{t) is the number of occurrences of the terms in the query within the anchor window of 

the hyperlink from document i to document j .

Although the resultant matrix contains many values th a t are larger than 1, the normalisation 

step in the HITS algorithm ensures the convergence of the hub and authority vectors.

This variation of HITS is called ARC (Automatic Resource Compiler), and its effectiveness is 

tested against manually-compiled resource lists for a number of topics obtained from Yahoo and 

Infoseek, two of the most popular Web information resources of the time. Volunteer users were 

asked to rate the manually-compiled lists and the automatic lists generated by ARC according to 

accuracy (related to precision), comprehensiveness (related to recall) and an overall value. ARC 

was found to give comparable results to Infoseek and results th a t are encouragingly close to Yahoo. 

These results foresaw the impending supremacy of automatic search engines based on link analysis 

methods over the more expensive manual resource lists. An interesting side-result is th a t the 

authors noticed that ARC often performed disappointingly in comparison to the manual resource 

compilers on political or economic topics tha t had a large number of hand-crafted resource pages 

on the Web, as opposed to more general topics or non-political or economic topics which had a 

comparatively lesser Web-presence, and contained pages with less well-designed structure, making 

manual resource compilation more difficult.
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2.2 R elevance Propagation

Relevance propagation (RP) is a network-based Information Retrieval technique th a t predates the 

prevalence of the W W W  and the subsequent common use of h j^ertex ts as a medium. Original rel­

evance propagation systems were based on artificial hypertexts generated using Nearest-Neighbour 

(NN) links (described below), or analysis of citations in academic papers. The RP model assumes 

th a t the retrieval status value (RSV - a document’s relevance with respect to a query) can be 

influenced, or is dependent upon, the textual contents of other documents in the ‘neighbourhood’ 

of the document.

This assumption is heavily influenced by Van Rijsbergen’s Clustering Hypothesis (Van Rijsber- 

gen, 1979):

“Closely associated documents tend to be relevant to the same requests.”

According to  Shakery and Zhai (2003):

“The relevance propagation model naturally captures the intuition th a t a Web 

page’s value depends on the page’s content value (self-relevance) as well as the val­

ues of all the pages tha t are linked to this page”

This definition suggests an additive model in which the RSV of the document due to its textual 

content (textual RSV) is added to some function of the RSVs of the neighbouring documents. This 

method is related to ‘spreading activation’ (Cohen and Kjeldsen, 1987). The effect of the additive 

model is tha t documents are considered to be more relevant to a query if their neighbours are 

themselves relevant to the query.

RP attem pts to adapt traditional text-based IR applications for use in a non-linear text system 

such as hypertext.

“Most of the conventional Information Retrieval (IR) algorithms have been developed 

for searching in large linear text collections. They are not suited to retrieve information 

in non-linearly organized hyper collections” (Prei and Stieger, 1992)

“This approach suffers from an intrinsic weakness: it doesn’t take into account the Web 

structure the object is part of” (Marchiori, 1997)

2.2.1 A Typical R P M odel

Most relevance propagation models have a number of similar features:-

•  A typical model is iterative, i.e. the RSV is a function of the textual RSV and the ‘hypertext’ 

RSV, where the hypertext RSV is iteratively calculated as the RSV of the neighbouring 

documents.
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• The relationship between the textual and hypertext RSVs is linear

• The textual RSV is typically computed by using a Vector Space Model (described later in 

section 5.1.2) cosine-similarity (or similar) method to compare the document contents with 

the query.

• The hypertextual RSV is a weighted sum of the RSVs of the documents in the neighbourhood 

of the document. The definition of a document’s neighbourhood varies, but is defined by 

hyperlinks (typed or untyped) and the level of iteration often defines the scope, or spread, 

of the neighbourhood.

The information obtained by an RP model is assumed to be different to that obtained by link 

topology analysis (‘authority’) methods (see section 2.1), and RP models do not rely on a scale-free 

network structure in the hypertext, and often assume a non-scale-free network, with an average 

out-degree for nodes. Therefore, both systems can be of value in an IR environment.

An advantage of some RP systems over some link topology analysis methods is that no internal 

structure of the Web is required to carry out the iterative procedure, since the neighbourhood is 

typically locally bounded. They can therefore often be implemented as post-processors of external 

search results, making them cheaper to implement. This can vary if in-links are required, however.

2.2.2 E xam ples o f  R elevan ce P rop agation  System s

Savoy (1994), during the onset of the WWW explosion, proposed a learning scheme using RP on 

a network based on ‘relevance feedback’. The learning system developed a network on a set of 

documents in which results from previous queries establish ‘relevance links’ between documents 

that were correctly retrieved together.® Negative information from queries, such as information 

about document irrelevance to a query, is not used. Each relevance link is weighted by the number 

of times both nodes were found to be relevant together. The result is an undirected graph.

Savoy applies a variety of traditional text-based IR systems: the Boolean model, the p-norm 

model (Salton et al., 1983) and the probabihty model used by Croft and Harper (1997) to the 

document collection to obtain the textual RSV of the documents with respect to a query. The 

RSV is then adapted to incorporate the RP component, using:

IPII
RSVr^eADi) =  R S V t e M )  + ^  aikRSVte.t(Dk)  (2.8)

fc=0

for all documents Di in the set D  of indexed documents, where aik is the weight of the relevance 

link between Di and Dk-

^R elated work involving th e  use of relevance links in h y pertex t generation  and browsing can be found in Golovchin- 

sky (1997).
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The RP method apphed to relevance information is weakened by the fact that relevance itself 

is query-dependent, and that “a large paper is not normally concentrated on one narrow subject; 

rather, it must be considered as a many-faceted entity” (Savoy, 1994). Therefore, relevance links 

generated from the results of one query may provide misguided information for another query. 

Nonetheless, the paper reports an impressive improvement of retrieval scores (an improvement in 

average precision values of up to 74%) when compared with the text-based IR methods without 

the use of relevance feedback. However, this system does not use Web hyperlink information, and 

its use on the Web is limited as relevance feedback information is difficult to obtain and verify.

Prei and Stieger (1992) (also 1995) identified the advantage of hypertext over linear text;

“The main idea of hyper documents is that documents - or parts thereof - can be brought into 

relation to each other... ”

and applied a similar technique to Savoy to the hypermedia domain. They suggested that 

hypertext links can, in general, be categorised into two broad types, referential and semantic links. 

Referential links exist purely to aid document browsing, and do not provide additional information 

to the topic of a document, while semantic links point to “similar, more detailed or additional 

information on a specific topic” . They proposed that while referential links are merely structural 

tools to aid browsing and reading, semantic links can be used to augment the information content 

of a document, and can therefore be used in an IR system.

A number of prerequisites are associated with their system; links are assumed to have known 

types, i.e. they fall cleanly into one or other category, and semantic links are associated with link 

descriptions. These descriptions indicate whether or not a link will be of use to an IR system, 

given a specific query.

“Links are only followed when they promise to point to nodes containing information relevant 

to the query.” {ibid.)

A strategy for creating the link descriptions is to generate them automatically by combining the 

contents of the source and destination documents. Alternatively, links may have user-annotated 

information associated with them, that can be used as the link descriptions in this system. A third 

approach would be to include both user-generated information and the automatically generated 

information described above.

The method is tested on the INSPEC collection (Harding, 1982) of science and engineering 

abstracts. In these tests, the links between documents were generated by comparing document 

descriptions. Links were established between documents that shared description terms. These de­

scriptions were also used to artificially generate the user-annotated link information. The resultant 

hypertext is an undirected graph.

The RP model used in this paper is:

RSVd+i{D) = RSVd(D) + wd ■ (RSVoiD'))
ZJ'eNbd

(2.9)



Where D, D'  e  Documents.

The set Nb^ is generated by ignoring all links with descriptions tha t are not sufficiently similar to 

the query, and following the resultant links to a depth of cJ +  1 from document D. The documents 

a t the end of these paths of length d + 1 form the set Nb^- Wd is the weight associated with 

documents of distance d +  1 from D  (a propagation factor), and 

RSVo(D) = RSVtextiD).

The paper finds tha t in a dense hypertext such as th a t generated by the method above, there 

is no need to extend beyond a distance of 1 from the start document. In other words, the RSV 

of D  is simply made up of the textual RSV of the document and the textual RSVs of documents 

directly linked to it. In this case, the model used in this paper is equivalent to tha t used in Savoy 

(1994) (equation 2.8), albeit with no relevance feedback information (ajfc is equal for all i, k).

This method also has limitations in a Web environment, due to the scarcity of link descriptions 

and the difficulty of categorising links into distinct types.

In 1996, Savoy extended the RP model he used previously (Savoy, 1994), described above, to 

hypertext systems. The CACM collection of computing paper abstracts and citations was used to 

test the model. A number of hyperlink systems were induced from this structure:

• Bibliographic reference links: In this system, links are generated between documents if one 

document cites the other in its reference list. These links (commonly simply called ‘citation 

links’) Eire similar in semantics to a number of Web links (in tha t they represent information 

th a t the author of the document considers to be related to the document), and share with 

the Web the property of being uncontrolled by the destination (cited) document. These have 

been used in the past to confer ‘authority’ to documents (see section 2.1).

• Bibliographic coupling links: Links are generated between documents tha t cite a number of 

the same papers. The intention behind this method is th a t such documents are likely to have 

similar topics. These links and the resultant graph are undirected.

• Co-citation links: Links are generated between documents tha t are cited by the same papers. 

Intuitively, if two documents are frequently cited together by a number of separate documents, 

their subjects are related and complementary; however, their contents may be sufficiently 

different to warrant co-citation without repeating information. These links and the resultant 

graph are also undirected.

• Nearest Neighbour (NN) links: This is the only link type tha t is based on the contents of the 

documents. In this system, documents are compared on the vector space (see section 5.1.2), 

and the nearest n documents to each document are linked to the document. These links can 

be directed, as the nearest neighbour to a document may itself have a different document as 

its nearest neighbour. However, it is assumed tha t in this work the links are undirected.
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A variety of schemes were suggested and tested for the Hnk weights (a):

• A single constant value, determined by experimentation

• A value relative to out-degree (used in bibliographic reference and bibliographic coupling 

links)

• A VSM similarity measure between the query and a link description generated in the same 

way as in Prei and Stieger (1992, 1995) (see above).

Savoy finds tha t all except the NN links give a significant improvement over the non-link- 

aware baseline, with the best results obtained when using a constant link weight and bibliographic 

reference links. Despite VSM-based link information being useful to Prei and Stieger, NN links 

were found to add noise to the IR system, suggesting th a t the method of incorporation of VSM- 

based data  into a hypertextual IR  system is vital. Savoy also notes tha t the variation between 

the effectiveness of text-based retrieval systems (Boolean, T F x ID F  Boolean, T F x ID F  VSM and 

hybrid models were tested) used as the initial text-based retrieval systems in this work is greater 

than  the different hyperlink methods, and warns th a t while hyperlink information is useful, it 

cannot compensate for a poor choice in underlying text-based retrieval systems.

Marchiori (1997) specifically addresses information retrieval on the Web, and approaches it 

from a Web-browsing viewpoint. In this context, the neighbourhood of a document is identified as 

documents tha t can be reached (browsed to) from it. As a result, these documents are ‘potential 

information content’ with respect to the Web space. This is related to the concept of context in 

the Web. Marchiori also highlights the problems with regard to  existing link-analysis based Web 

search engines, such as Excite, tha t use visibility (in-degree - see section 2.1) to rank pages:

“Visibility says nothing about the informative content of a Web object”

and

“visibility [... ] provides information which is disjoint to hyper information”

Hyper information, to Marchiori, is the potential information contained in the neighbourhood 

of a document. Since a large amount of potential information around a document increases the 

value of a document to a user, this information should be included in the RSV of tha t document.

The RP model used by Marchiori is:
0 —* n

Information(d) =  ^^(^^* ■ Textlnfo(iii)) (2-10)
i

W^here di, d.2 , d„ is a sequence of documents in the neighbourhood of d, in which documents of 

distance p + 1 from d have higher indices than documents of distance p, and documents with equal 

distance from d are ranked according to their information content relative to a query {do is equal 

to d).

Using this method, with F  as a fading factor between 0 and 1, produces an exponential fading 

law. The influence of a neighbourhood document on d is inversely proportional to the ‘cost’ involved
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in reaching th a t docum ent. D ocum ents th a t  are further away from d have a higher cost a ttached  

to  them , and given a choice of Unks from a docum ent, a (perfect) user is more Hkely to  choose the 

one w ith the  m ost relevant content, so its cost is lower th an  another link a t the  same distance.

Since this m ethod does not use in-links to  define docum ent neighbourhoods, it is an example 

of an R P system  th a t is cheap to  implement.

Shakery and Zhai (2003) presented an  R P  m ethod for W eb inform ation retrieval th a t used 

language models (described in chapter 6) to  determ ine the  te x t sim ilarity m easures. In different 

variants of their model, either in-links or out-links were used. In  b o th  cases, the  hypertex tual RSV 

com ponent (the com ponent of the  RSV based on relevance propagation) is weighted by the  tex tual 

RSVs of each of the  target docum ents, modelling the fact th a t  a user would follow a hyperlink 

from their current position if the  ta rg e t link is related  to  the  query. Formally, for in-links:

R S V { d )  =  RSVtext id)  +  a -  R S V ( d ' )  ■ Win{d' d) (2.11)
d'—d

where Win{d' —* d) is proportional to  RSVtext{d)  

and for out-links

R S V { d )  =  RSVtext id)  ^ S V ( d ' )  ■ Wout{d -  d') (2.12)
d—d'

W here Wout{d —» d') is proportional to  RSVtext{d')

The decision to  use in- or out- links corresponds to  a different model of user behaviour. The 

authors show th a t if in-links are used, the resu ltan t model is sim ilar to  the  PageR ank ‘random  

surfer’ model, whereas if out-links are used, the resu ltan t model is related  to  the  M archiori system  

described above. The results presented in this paper are negative, and appear to  be partly  due to 

the small average num ber of relevant docum ents in the te s t corpora available to  the  system.

A variation of the R P  model, th a t is not strictly  an  R P model itself, is Sugiyama et a l.’s 

proposition for T F x ID F  refinement for the Web (Sugiyam a et al., 2003). This model does not 

use retrieval s ta tu s  values themselves, and is query-independent. Instead it adap ts the T F x ID F  

scores of term s in a docum ent according to  the contents of its neighbours. The resu ltan t T F  x IDF 

scores will subsequently produce RSVs for the docum ent th a t are influenced by the  neighbours of 

the  docum ent, w ithout having to  calculate the relationship a t query time.

Three m ethods are proposed to  adap t T F x ID F  [w in the  equations below) for a term  i in a 

docum ent c/:®

l .« , ( t ,d )  =  « , . „ . ( U )  +  a - (2. 13)

Here the new weight for t in d is the  com bination of its T F  x I D F  value in d and the sum of the

®The form ulae in Sugiyam a et al. (2003) d ifferentiate explicitly betw een in-links and out-links. T his difference is 

ignored in th e  form ulae below for simplicity.
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T F x I D F  values in its neighbours, each mitigated by the VSM Euclidean distance between d  and its 

neighbour. For example, the T F  x IDF value of the term  ‘Trinity’ in the Trinity College Admissions 

web page would be bolstered by the fact tha t its neighbours each contains the word ‘Trinity’, 

and th a t these neighbours also share a significant amount of other terms, such as, ‘University’, 

‘Dublin’, ‘College’. However, the term  ‘Admissions’ would receive less of an increase, since fewer 

of its neighbours would share this term.

In the second approach, for each depth level away from d ,  a group of documents is created, 

and then the fc-means method is used to generate a number of clusters from each of these groups. 

An abstraction function using the centroid of the cluster then generates weights for terms within 

the clusters. Again, these values are mitigated by the VSM Euclidean distance between d  and the 

cluster.

2. W { t , d ) - W t e . t i t , d ) + Y ^  d ist'aT ci(d ,i)
level  k ^ c l u s t e r s

The third method is similar to the second, but the clusters are defined differently. Instead of

a separate group per depth level, the group at level i +  1 subsumes the group at level i .  This 

approach reflects the real-life subsumption of topics within broader topics.

3.  w ( t , d ) - w t e . t { t , d ) +  distanced, fc)
k € c l u s t e r s

Each of these methods is based on a compromise between hypertext similarity and VSM similarity.

The purpose of this is to  reduce the effects of unsuitable neighbours on the retrieval value of the 

document. Since this method is query-independent, this mitigation takes place by comparing the 

document to its neighbours (rather than  by comparing the query to the neighbours as above). This 

assumes tha t if a neighbour is not sufficiently similar in terms of textual content to a document, 

it is of no value. The clustering methods also mitigate the effects of unsuitable neighbours by 

effectively averaging over the contents of the clusters, reducing the effects of ‘outlying’ documents. 

As with the RP methods, then, the focus is on document similarity rather than context. In other 

words, neighbouring documents are only of interest if they are textually similar to the query or to 

the focus document. In contrast, the definition of context used in this thesis incorporates the case 

in which neighbouring documents contain different information.

In 2006, Shakery and Zhai adapted their RP model by establishing it as a probabilistic model, 

in which all parameters are probabilities th a t can be set in a number of ways. This model is flexible 

enough to be able to combine RP and link-analysis models, such as HITS and PageRank, into a 

single model depending on the chosen values of the parameters (Shakery and Zhai, 2006).

In general, the method follows a similar path to other RP models:
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1 Compute the content-based relevance probability of d

2 Propagate probabilities through neighbour sets.

Neighbour sets can be defined in a number of ways. Example sets are all documents th a t point 

to d, all documents tha t are pointed to by d,  the document d  itself only (the null neighbour set) or 

the set of all documents with links to  d  (in either direction). There is provision for the treatm ent 

of different neighbour sets in different ways.

The model is defined similarly to their previous RP model, as;

k

P(^) =  ' ^ { p { d ' ) p i { d '  d ) )  (2.16)
i  d'

where;

p { d )  is the probability tha t a surfer will arrive at document d  (After searching, in an IR context). 

This is set initially according to a content similarity score generated by Okapi (Walker et al., 1997) 

or language models.

a  is the probability attached to a particular neighbour set, and

Pi {d '  d)  is the probabihty of a link between d'  and d  in neighbour set i.  If such a link does 

not exist in this set, the probability is zero, otherwise it is a positive value.

Depending on the values chosen for the parameters, the behaviour of the model can change 

greatly. Example param eter settings for varieties of PageRank and HITS as well as Chakrabaxti et 

al.’s HITS-based ARC are given in the paper. The paper reports results th a t correlate with results 

obtained from tests on models tha t are replicated by this system. The advantage of this system 

is tha t it provides a generalised framework for comparison of a number of link-based IR models. 

Further advantages and disadvantages associated with this method are those associated with the 

models it replicates. For example, if in-links are defined as a neighbour set, this method is also 

affected by the problem reported previously with regard to location of all the in-links pointing to 

a document.

2.2.3 Summary

Relevance Propagation methods have been extensively studied in information retrieval, on the 

hypertext domains of the Web, academic publications with citation information and hypertexts 

by relevance feedback and nearest neighbour information. In general, it is seen tha t incorporating 

information about the relevance or similarity of neighbouring documents in a hypertext is beneficial 

to an IR system. However, improper use of this information can have a damaging effect on IR 

precision.
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2.3 Clustering

On the Web, the notion of context as described in chapter 1 is closely related to the notion of 

clustering. Clustering uses a defined distance measure between elements of a data set to classify 

them into subsets, so th a t they can be processed more efficiently, or meaningfully. In this case, 

the elements are Web documents. Depending on the distance measure used, the resultant clusters 

can be interpreted similarly to a ‘context set’. A hypertext medium such as the Web has an 

explicit topography on which to base a distance measure in the form of the hyperlink structure. 

Furthermore, due to the essentially disorganised nature of the Web and the lack of uniformity of 

semantics of document links, document relationships cannot be easily classified simply by observing 

the link between two documents. Clustering allows the automatic aggregation of sections of the 

Web in order to generate a new structure tha t is either simpler to visualise or browse, or more useful 

to information retrieval algorithms. The most common variety of clustering algorithm used in the 

applications described in this section is Agglomerative Hierarchical Clustering. Agglomerative 

hierarchical clustering methods (e.g. Single or Complete Linkage Clustering) have the advantages 

of being stable (the same result is obtained with each run), and of providing a tree-structure output. 

A tree structure can be useful for browsing and retrieval, as it allows searches to be restricted to 

subsections of the dataset by following only one of the sub-nodes of the current node at each step. 

This section describes the most common clustering methods and their uses on hypertext or Web 

environments. We then compare these clustering methods to the definition of context described in 

section 1.4.

2.3.1 D ocu m en t S im ilarity  in H y p ertex ts

Traditional document clustering typically used a VSM-based document similarity measure, such 

as cosine similarity on documents’ T F x ID F  vectors, as a distance metric. As mentioned above, 

hypertexts include an explicit means of computing documents’ distance, using the hyperlink topol­

ogy. According to Flake et al. (2002), linked documents are better indicators of relatedness than 

textual similarity, so hyperlinks can be used as a means of generating potentially more useful clus­

ters on hypertexts. The manners in which the hyperlinks are used to produce a distance measure 

vary, and some examples are described below. In general, hypertext clustering applications can be 

separated into those tha t use text, links or both to calculate document similarity.

2.3 .2  U ses o f  C lustering  

P re-W eb

Aside from the large number of non-hypertext information retrieval and data mining applications 

th a t use clustering, it has also been used to induce a hypertext structure on a document collection 

with no explicit links. An im portant paper th a t represents early work on clustering in hypertext



is Crouch et al. (1989). In this work, a single-Hnkage clustering algorithm is used to generate a 

hierarchy of document clusters using a term-frequency based VSM similarity measure. A document 

browser is provided tha t allows users to view the cluster hierarchy and search through this structure, 

in the context of a query. Crouch et al. also describe how such a structure can be used for efficient 

autom atic information retrieval, using either a top-down or bottom-up method to traverse the tree 

to locate matching document nodes. These methods compare cluster centroids with query strings 

as described above.

Using the top-down method, the algorithm starts at the root node of the cluster tree, at 

every step, the similarity between the query and each of the child nodes is calculated and the 

child node with the highest similarity is followed, until either all the children of the current node 

are documents, or all children have a lower similarity to the query than  the current node. The 

documents that make up the current cluster are then reported as the result list.

W ith the bottom-up method, the leaf (document) node most similar to the query is chosen as 

the starting point. At each step, if the parent node has a higher similarity than the current node, 

the parent node becomes the current node. If not, all documents th a t make up the current cluster 

node are reported as the result list.

In Allan et al. (1997), text-based clustering is also used as a means of inducing a hypertext-like 

structure on an unstructured document collection. The emphasis in this case is visualisation of a set 

of retrieved documents from a query. These documents are mapped onto a 2D or 3D visualisation 

space using a spring layout algorithm on a graph represented the document set. The edges in this 

graph are weighted by a text-based document similarity m atrix (Allan, 1996). Relevance feedback 

is also used to bring documents similar to previously relevant documents closer together and spread 

apart likely irrelevant documents. Hierarchical clusters are then generated by clustering documents 

within spherical regions in this low-dimension space for easy visualisation. A similar approach is 

used in Zizi and Beaudouin-Lafon (1994), where documents are clustered using a spring layout on 

a 2D environment. This work is applied to hypertext documents, though, where the document 

similarity weights are based on the shortest path length between two documents.

Another hypertext-induction work, HypIR (Can and Lee, 1993), combines text-based clustering 

with a number of linking methods to induce a hypertext from an unlinked document collection. 

Links are generated between documents tha t share an author, co-occur in a publication or are co­

referenced by another publication. Nearest neighbour links are also generated. In addition to these 

links, users can also browse a document’s cluster. The clusters are calculated using a text-based 

inner product off-line (i.e. pre-query). This approach uses document m eta-data such as author 

and publication name tha t do not appear regularly on the Web, bu t the concept of augmenting a 

docum ent’s existing links with text-based nearest neighbours can be, and has been, applied to the 

Web (e.g. CiteSeer - h t t p : / / c i t e s e e r . i s t . p s u . e d u ). A problem with applying such a system to 

a broad section of the Web is that text-based clustering and nearest neighbour methods require the
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calculation of a document-document similarity matrix -  a collection-based structure, as opposed 

to  a localised structure such as a context set or other hyperlinked based structures. To be applied 

to a large Web collection, therefore, a large-scale index would be required. The application would 

therefore be expensive to run on large-scale Web document collections.

W eb and H y p ertex t C lustering

The above methods demonstrate two prominent uses of clustering in hypertext environments -  

improved document retrieval, and enhanced document set visualisation. The following works focus 

on these uses of clustering hypertexts and Web documents.

Document Retrieval

The core concept behind the use of clustering in document retrieval is equivalent to the intention 

behind Relevance Propagation (section 2.2), the clustering hypothesis. Here, instead of spreading 

relevance to a query around a graph, content from the graph is aggregated in order to  calculate 

RSVs.

Grouper (Zamir and Etzioni, 1999) is a search engine post-processor that clusters search results 

in order to make them easier to browse. Documents are clustered according to textual similarity 

only, using a measure of the overlap of document indices. Since it is a post-processor, the cost 

overhead of applying text-based clustering on a large document set is largely avoided. A reported 

disadvantage of using this similarity measure is that semantic distinctions expected by users are 

often not accurately captured by the clustering mechanism. A hyperlink-based analysis applied to 

the results may go some way to correcting this, as semantically related pages are likely to be more 

closely linked.

HyPursuit (Weiss et al., 1996) is a search engine based on a hypertext. It uses both text and 

hyperlinks to calculate a distance measure for a complete linkage clustering algorithm. A variety 

of abstraction functions are applied to the resultant clusters. These abstraction functions allow 

the clusters to be used to increase the efficiency of a query processor, and to aid browsing or query 

refinement.

The distance measure in HyPursuit incorporates a content similarity and hyperlink cohesion 

component:

S i T T i i j  = F { S l ^ \  (2.17)

The function used in the prototype is the max function.

The content similarity component (5 ‘®̂ ‘) is calculated as the dot product of document vectors. 

The term weight function is a normalised variant of term frequency, incorporating a term  attribute 

weight tha t is based on its appearance in various HTML tags (e.g. Title, Header, Keyword).

The hyperlink cohesion component (5̂ ®”^) is a linear function of three link-based variables:
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• Number of common descendants between two documents (weighted by the shortest path 

lengths to them)

• Number of common ancestors between two documents (weighted by the shortest path lengths 

to them)

• Shortest path  length between the two documents

This method requires the knowledge of in-links and is therefore difficult to implement on the 

Web, without an internal representation of the Web graph. Additionally, as with all clustering 

methods tha t use text-based similarity, calculating a document similarity m atrix for a large number 

of documents is expensive. The use of HTML tags to identify semantic importance of content is 

also problematic on the Web (Hodgson, 2001).

Aguiar (2003) describes a method th a t uses document clustering to identify contextual infor­

mation in Web collections, and to incorporate this contextual information in a Web document 

Retrieval model. The model is based on two indices, one using document content, and the other 

using document context. A two-part query language is then suggested, allowing the user to specify 

a set of search terms to match documents’ contents and another to match their contexts.

‘Context’ in the above paper is defined by a ‘complementarity’ measure between documents. 

This measure is similcir to the two-component similarity measure used in HyPursuit. Document 

pairs tha t have a high complementarity score are assumed to have similar subject-m atter, and 

are clustered together. An abstraction function is then used to derive a ‘context node’ from each 

cluster. The set of terms in a context node is equal to the terms in each of the documents in the 

cluster, and an adapted form of TF x IDF is used to assign weights to these terms relative to their 

frequencies in the cluster. These term weights are then used to generate the context index.

The complementarity measure is a combination of content similarity of two documents and 

their structural proximity, based on the link structure of the hypertext.

Content Similarity:

The content similarity of two documents is calculated using the VSM cosine similarity measure. 

Initial term  weights are calculated using T F x ID F , and terms tha t occur in HTML emphasis 

elements such as < t i t le >  are assigned higher weights.

Structural Proximity:

The structural proximity measure is a linear function of four components; number of common 

ancestors, number of common descendants, number of independent paths and the length of the 

shortest path between two documents:

ProXstruc{di,dj) = P ■ S t y  + 7 • +  <5 • C o m j  +  A • 5*^' (2.18)
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The first two terms in this equation axe based on the number of common ancestors and common 

descendants of documents di and dj, and are calculated as in HyPursuit.

The third term  is a measure of how tightly the two documents are connected and is a function 

of the number of independent paths from di to dj (5 /” '̂ ®̂ ) and from dj to di This is

calculated as the cosine of the angle between the vector (5 /” '̂ '̂ ,̂ and (1,1) and is at a

maximum when 5 / ”* ^  is equal to

The final term  is simply the reciprocal of the shortest path  between di and dj in either direction. 

In the experiments described in the paper, the parameters /?, 7 , 5 and A were set to  be equal. 

The above definitions of content similarity and structural proximity allow the calculation of the 

complementarity measure:

Compl{Ni,  Nj)  = a  ■ ProXstruc{di, dj) +  (1 -  a )  • Sirricontidi, dj) (2.19)

Context Nodes:

This measure is then used to generate document clusters. Two clustering methods, the star 

method^° and complete-linkage clustering were used to generate the clusters. Each cluster repre­

sents a set of documents tha t shared contextual information. An abstraction function is applied 

to  these clusters in order to produce the context nodes, and each original document d is attached 

to  the context node of its cluster. The strength of the attachm ent is proportional to the overall 

complementarity between d and the other documents in its cluster.

Each context node contains the terms found in the original documents, weighted according to 

the following formula, based on T F  x ID F:

Wik = ntf ik ■ nidfk (2.20)

where:

ntfik =  — ,m a x z t f i z  ’

~  lo g fn )  ’

idfk = l o g ( ^ ) ,

t f ik is the number of page nodes in the cluster i, in which term k occurs, 

n  is the number of context nodes,

dfk is the number of context nodes which contain term  k.

By treating context nodes as documents in themselves, and by defining links between context 

nodes when links exist between their underlying documents, a context hierarchy is established by 

'®The star method generates overlapping clusters according to an undirected document graph where an edge 

exists between two document nodes if their complementarity is above a given threshold. A cluster is generated for 

each node made up of the node and those attached to it by an edge. Clusters that are subsumed by a larger cluster 

are discarded.
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repeatedly carrying out the above procedure on the context nodes themselves. In this extended 

definition of context nodes, the attachm ent between an original document d and a context node c 

in the hierarchy is equal to:

max A tt{d ,c ,pa th i) (2-21)
i

where Att{d, c,pathi) is the product of the attachments between nodes on path i from d to c.

Indexing and Searching using Context Nodes:

The context index is generated from the context nodes by calculating the term weights as 

described above. The attachm ent values between all documents and all context nodes connect the 

context index to the document content index.

A search on these indices uses a two-part query: Qsubject  + Qcontext-

The document content index is used to return a set S of documents tha t contain the terms 

in Qsubject,  and the context index returns a set C  of context nodes containing the terms present 

in qcontext-  The relevance of a document in S  is then related to its relevance to Qsubject  and its 

attachment to context nodes tha t are highly relevant to qcontext-

Evaluation:

The relevance-ranking scheme described above was evaluated against the query log of an existing 

search engine. Two-term search queries were converted into two-part q s u b je c t+ q c o n te x t  versions with 

the help of a thesaurus. If the thesaurus defined one part of a two-term query to be a semantically 

broader version of the other part, this was the context term  of a two-part query, and the other part 

was the subject term. The method was tested against a benchmark method tha t applied the entire 

query to the subject index alone. Both the single-context-level and context-hierarchy methods 

were found to retrieve relevant pages th a t the benchmark method did not. However, they also 

retrieved a large number of non-relevant d o c u m e n t s . T h e  single-level method performed slightly 

better over the benchmark than the context-hierarchy method, and retrieved the vast majority of 

the relevant documents tha t the hierarchy method retrieved, suggesting tha t the context hierarchy 

adds little to the m ethod’s effectiveness.

Potential Drawbacks:

While the method does retrieve relevant documents not retrieved by the benchmark method, 

the paper does not provide precision and recall results in comparison to the benchmark.

The clustering portion of the method requires the construction and manipulation of a matrix 

of complementarity values between documents. This is an expensive operation for large-scale

^^This pap er does not use a  precision-recall-based evaluation system , m aking it difficult to  em pirically com pare 

its effectiveness w ith o th er m ethods.
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collections. Furthermore, the insertion and update of documents requires a re-calculation of the 

m atrix and the clusters. This makes the method unsuitable for dynamic Web sites, such as blogs 

or ‘W ikis’.

The method also requires the user to split their search query into two segments, which may 

be unsuitable for a large proportion of users’ information requirements. Also, due to the current 

prevalence of single-query search tools, such as Google, a system th a t requires a different search 

query formulation may be disadvantageous. Other methods tha t use extended query languages are 

described in section 2.4. However, user habits can change over time with regard to formulating 

their information need.

Eiron and McCurley (2003) recognise th a t Web pages are often more suitably treated as docu­

ment segments, rather than  as independent documents, and aim to identify compound documents 

broken up over multiple URLs using a number of heuristics based on link patterns and link types 

based on URL directory structure (similar to HyPursuit). They suggest tha t compound docu­

ments should be indexed together instead of separately in order to improve recall, and tha t this 

will encourage users to provide more specific queries (since the returned documents will be more 

general), eventually resulting in greater precision. Note tha t related documents, or documents that 

may contain information useful to an IR system, are not included in their method, unless they are 

considered part of a compound document. Their definition of context is therefore more restrictive 

than  the definition in this thesis.

Visualisation & Browsing

A large amount of work has been carried out on using clustering techniques to improve graphical 

displays of hypertexts. Overview maps of hypertexts were designed to avoid the ‘lost in hyper­

space’ problem (Conklin, 1987). However, these maps typically become cluttered as the number of 

documents and links increase, so attem pts have been made to simplify the structure by clustering 

related documents. Work carried out in this area often uses hierarchical clustering methods, allow­

ing users to control the level of granularity, or complexity, in the structure th a t they are shown, 

by choosing the level in the cluster hierarchy. An overview can show a small number of high-level 

clusters, and individual clusters can be explored by traversing the tree structure. An example is 

CyberMap (Gloor, 1991), in which documents are clustered into ‘hyperdrawers’ according to the 

inner product of their term  vectors as described in Salton (1989).

Liu et al. (2002) describe a method for comparing Web sites by visualising their documents in a 

hierarchical tree of clusters. The method is aimed at the business world, where users may wish to 

investigate competing Web sites, and identify differences and similarities between them. The doc­

uments from the two Web sites are combined, and clustered by a hierarchical clustering algorithm
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using text-based VSM document similarity. These hierarchical clusters are then visualised as a 

tree, with the contents of each cluster being represented with different colours depending on the 

Web site they belong to. If a cluster is mostly made up of one colour, this suggests the presence 

of information tha t one site has and the other does not. If a cluster has evenly mixed colours, the 

information is shared, and the user can move down the tree to find a lower-level divergence.

Botafogo has proposed two link-based methods of clustering a hypertext for improved browsing 

and visualisation. He emphasises tha t clusters should be ‘reasonable’ or ‘make sense’ to a user, in 

th a t it should be possible to explain the reason why a particular document belongs in a cluster. 

Both methods use link-based similarity measures only to identify ‘strongly connected components’ 

in the graph. The first (Botafogo, 1993) clusters documents by the number of independent paths 

between them (fc-components of the Web graph). Documents are put into /c-components (note, 

a document in an i-component is also in a potentially larger j-component, for all 0 < j  < i). 

Documents in the strongest /c-component (largest value of k) are then aggregated into a single 

node and placed in a new graph. The next strongest fc-component is then identified and placed 

into the new graph, and if links are present between documents in this fc-component and the 

strongest one, a link is added between the aggregated nodes in the new graph. This continues until 

all fc-components have been identified and aggregated.

In Botafogo and Shneiderman (1991), the ‘Compactness’ Cp of a graph G = { N , E }  is defined

as:

M a x  — C'ij
Cp(G) = ---------------------------- '  (2 .22)

M a x  — M in

\ /i , j  G N

where;

Cij is the shortest path between documents i and j .

K  IS a, constant used in place of infinity when two documents i and j  are not connected 

M a x  is the maximum value of Cij in an unconnected graph and is set to:

M a x  =  (n^ -  n ) K  (2.23)

M i n  is the minimum value of ^ connected graph:

M i n  = (n^ — n )l =  (n^ — n) (2.24)

Botafogo defines a ‘semantic cluster’ as a subgraph of the Web graph for which the compactness 

of the subgraph is higher than the compactness of the overall graph. Note that this results in a 

hierarchical structure of clusters. Botafogo identifies such subgraphs using a recursive method to 

locate bicomponents (subgraphs with at least two (undirected) paths between any two nodes in 

the subgraph), and suggesting that such bicomponents are likely to have high compactness. This
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algorithm has hnear complexity with respect to  the size of the graph (0(7V+  £')), and can therefore 

be scaled reasonably well to large-scale Web graphs.

This method is also used by Bernstein et al. (1992), who uses strongly connected components to 

describe what the author calls the ‘literary’ nature of hypertext, and describes documents using a 

‘textiu-e’ or ‘capacity for choice’ document measure (similar to PageRank, but applied to out-links), 

tha t is related to its connectivity.

Zhu et al. (2004) describe PageCluster, an application tha t aims to improve visualisation of 

a large Web site by inducing a hierarchical tree structure on the directed graph structure of the 

hypertext. The tree is then simplified by clustering nodes at each level of the hierarchy.

As a first step, a document is identified as the start or home page of the Web. The initial tree 

is generated by classifying documents into levels according to the number of links in the shortest 

path from this start page. Links are then classified into two categories: structural links (links to a 

destination document at a lower level) and secondary links (links to a document at a higher level). 

Secondary links are removed and the result is a tree-structure with the start page as the root.

In order to  simplify this tree structure, documents at each level are clustered by a complete- 

linkage algorithm using link-similarity as a document similarity measure. A document-document 

matrix is generated from the graph adjacency m atrix using Web usage s ta t is t ic s ,w h e re  the 

value at position i , j  in the matrix is based on the number of users tha t traversed a link between 

documents i and j .  Documents are represented as vectors in this matrix, and link similarity is 

calculated as the Euclidean distance between document vectors. The authors differentiate between 

‘category clusters’, th a t are based on in-link similarity only, and ‘navigation clusters’, th a t are 

based on in- and out-link similarity.

Pirolli et al. (1996) aim to automatically identify structures and document types on the Web. 

Their methods are a combination of text-based and link-based similarity analyses, and also incor­

porate document m eta-data and usage statistics. Each document is defined by a vector of features 

based on this information and are classified according to these features into functional categories 

such as index, personal home page, and content page. The features are;

• Document size

• Number of in- and out-links

• Document request frequency

• Number of times the document was used as the sta rt of a path traversal

• Textual similarity between the document and its child documents (calculated using the VSM 

dot product similarity measure)

*^Web usage statistics are statistics collected by Web servers that record the pages viewed and links traversed by 

browsers (identified by IP addresses). They are expensive to collect, maintain, and store, which partly explains why 

they are not more frequently used in the applications described here
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• Average depth of the child nodes of the document, determined by the number of ‘/ ’ symbols 

in their URLs.

These features are weighted manually with respect to each category.

The authors also describe a spreading activation method of locating documents related to an 

initial set of documents by propagating an ‘energy’ value through three types of graphs, generated 

from (a) hyperlink structure (an edge exists between document nodes in the spreading activation 

graph if a t least one link exists between the documents), (b) text-based similarity, where the weight 

of the edge between two document nodes is the dot product of the document term  vectors, and 

(c) usage statistics, where the weight of the edge between two documents is the number of users 

tha t travelled between the documents. A start node, or set of start nodes, in one of the graphs 

is initialised with an energy value, which is then divided among the adjacent nodes in the graph. 

The process is then repeated, with energy being divided among adjacent nodes at each stage, until 

the energy being shared at a given node falls below a threshold, which stops it from being spread 

from tha t node.

The authors suggest a number of uses for the information obtained from the Web page cat­

egory information and spreading activation on these graphs, such as predicting the interests of 

home page viewers. Both of these information sources incorporate usage statistics, tha t are often 

difficult and expensive to obtain. This therefore restricts the potential of this method for wide-scale 

implementation.

Pitkow and Pirolli (1997) propose two clustering methods to be used in Web visualisation 

applications. In contrast to the above paper, these methods are purely hyperlink-based, avoiding 

text-based similarity methods which they claim are unsuitable for the Web, and usage statistics, 

and employing only co-citation links between Web documents instead.

The first method uses pairs of co-cited documents as a seed for an iterative clustering algorithm. 

A co-cited pair is chosen at random and added to a new cluster. All remaining pairs th a t contain 

either document in the new cluster are added to the cluster, and this process is repeated until no 

more pairs can be added to the current cluster. A new pair is chosen from the remaining pairs 

to seed a new cluster and the entire process continues until all document pairs are members of a 

cluster.

The second method is based on a technique described in (White, 2003). A co-citation matrix 

is generated on the document set and a document similarity measure is defined as the Euclidean 

distance between two vectors. A complete-linkage clustering algorithm is then applied to the 

structure.

The authors suggest tha t clusters produced using these methods can be used to aid navigation 

and browsing as they “reduce the amount and complexity of the displayed information” .
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2.3.3 Summary of C lustering M ethods in H ypertext

The Web and hypertexts in general are naturally complex and loosely structured. Links have 

varying semantic interpretations and can result in cycles. As a result, the hyperlink structure 

can be difficult to use efficiently in IR, and can pose problems for Web visualisation software. 

The application of clustering methods can simplify the Web structure by aggregating nodes, or 

by inducing a simpler tree structure tha t can be displayed more clearly to the user. Clustering 

methods use either textual similarity measures, hyperlink cohesiveness measiu'es, or a combination 

of both, to determine document similarity. Some methods also incorporate document m eta-data 

to categorise documents and usage statistics to determine the strength of connection between two 

documents according to the number of user traversals of a link between them.

2.3.4 Disadvantages o f C lustering M ethods for C ontext Definition

In general, document clustering methods are not tolerant of change in the contents of the document 

set. Addition and removal of documents requires a recalculation of the clusters in order to maintain 

their accuracy, as does any change in document contents, for those clustering method th a t depend 

on textual similarity, or addition or removal of links, for those th a t depend on link-based similarity. 

This reduces the applicability to the Web of clustering methods tha t are applied pre-query to 

the entire document set. Clustering methods th a t are applied post-query avoid these problems, 

as clusters can be created quickly from smaller, query-specific datasets. Post-query clustering, 

however, loses the time-saving advantage of having pre-calculated clusters. Furthermore, any 

restriction of the size of the dataset naturally reduces the amount of data available to the clustering 

method. In some cases this may result in less informative clusters, as a document th a t is not 

present in the query-specific dataset, but th a t may nevertheless belong in the same cluster as 

another document tha t is in the set (due to its structural or textual similarity, for example), will 

be absent. Applications th a t rely on pre-query clustering methods assume a certain amount of 

topic inertia, i.e. tha t most changes made to the graph will have no effect on most clusters, and 

only small effects on others.

Clustering based on textual similarity is also subject to equivalent problems as those faced 

by relevance propagation methods (described above) with respect to their narrow interpretation 

of document context. Text-based clustering is concerned only with documents tha t have similar 

textual content to each other. Documents with contrasting, but nevertheless related contextual 

information will not be clustered together using clustering methods based on textual similarity 

(Weiss et al., 1996; Aguiar, 2003; Gloor, 1991; Liu et al., 2002; Pirolli et al., 1996). Even if the 

clustering method incorporates a combination of textual similarity and link-similiarity methods 

to locate content th a t may be structiu'ally close without being textually similar, textually similar 

content will be preferred to textually contrasting content under these systems.
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Many link-based clustering approaches also employ methods tha t restrict their applicability to 

Web environments. Many employ in-link data, th a t are difficult to obtain on the Web, and often 

define a document similarity matrix according to hyperlink cohesion measurements (Weiss et al., 

1996; Aguiar, 2003; Pitkow and PiroUi, 1997; Zhu et al., 2004). Such matrices contain similarity 

values for every document pair, requiring an internal representation of the Web graph, as with 

PageRank.

Other visualisation methods attem pt to impose a tree-structure on portions of the Web, in 

order to improve visualisation, by hiding or displaying substructures as required, and browsing, by 

allowing a user to repeatedly choose from a small set of child clusters, as opposed to offering them 

a large number of clusters at once. These methods typically require the categorisation and removal 

of certain links according to the URL structure, or by other means. While this aids visualisation, 

it can restrict the ‘free’ nature of the Web. The hierarchical model is criticised by early pioneers 

of hypertext such as Nelson (1997), and Bush (1945):

“W'hen data of any sort are placed in storage, they are filed alphabetically or numerically, and 

information is found (when it is) by tracing it down from sub-class to sub-class... The human mind 

does not work tha t way. It operates by association” .̂ ^

2.4 W eb Query Languages

A number of structured Web query languages have been proposed to allow retrieval systems to 

have access to document context as defined by the link structure, combining index querying and 

navigation (Konopnicki and Shmueli, 1995; Lakshmanan et al., 1996; Spertus, 1998; Lacroix et al., 

1997; Mendelzon et al., 1996, 1997). In Mendelzon et al. (1996, 1997); Arocena et al. (1997) 

the Web is interpreted as a relational database made up of Document and Anchor (hyperlink) 

relations. The navigation is controlled by WebSQL, a SQL-like syntax tha t allows the user to 

provide a compound query of query terms and links, requiring the returned documents to match 

both, 

e.g.

SELECT x.url, x.title, y.url, y.title
FROM Document x SUCH THAT x MENTIONS "Computer Science",
Document y SUCH THAT x = |->|->.->y;

Represents a query: “Find all documents mentioning “Computer Science” and all documents 

tha t are linked to them  through paths of length two or less containing only local links.” . The 

W3QS language described in Konopnicki and Shmueli (1995) follows a similar approach, and has 

a similar syntax.

'^Quote taken from Eiron and McCurley (2003)
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In Lakshmanan et al. (1996), the query language also allows the inclusion of path information 

in the query as a form of ‘partial knowledge’ about the domain of the expected result set. Another 

example of partial knowledge is internal document structure and content.

In general, structured Web query languages attem pt to capture document context explicitly in 

the query by specifying the types of relations relevant documents should have to their neighbouring 

documents. Queries written in these languages are often complicated and lengthy, and writing 

them  requires a degree of prior knowledge about the result set, so they have not been widely 

adopted in general Web search engines. Applying a structured query language to Web da ta  is 

also problematic as HTML is semi-structured at best (Abiteboul, 1997) - the semantics of HTML 

tags and links are loosely defined. The lack of rigid document schemata limits the effectiveness 

of structured languages, especially those th a t incorporate document structure information (Atzeni 

et al., 1997). A ttem pts have been made to move towards a more structured hyperlink system 

on the Web (Trigg, 1983) leading ultimately to Semantic Web (Berners-Lee, 1999), containing 

well-defined semantic tags on relationships between documents, allowing automatic information 

extraction. In the absence of such a system, Web-based query languages cannot expect too much 

of the user in terms of domain knowledge.

Dyreson (1997, 2002) describes an adaptation of path-based Web query languages th a t puts 

the focus on content, rather than structure, thus relieving some of the domain knowledge required 

when using such languages. Queries are made up of a series of query terms or phrases, with each 

part representing a specialisation of the document set obtained by Ccirrying out a search on the 

previous part. Specialised document sets are found by following paths in the hyperlink graph 

from documents in the previous document set, and these paths are restricted by costs defined by 

the user. In a Mini-World-Web (a subsection of the Web concerned with a particular domain or 

topic), the author suggests a link-weighting system determined by semantics imposed on the links 

according to their type. Link types are defined by the URL directory structure of the source and 

destination documents:

Links from a document in a parent directory to one in a subdirectory, or from an index.html 

page, are down-links. Back-links are the opposite. Links between documents in unrelated direc­

tories are side-links. Links between documents in the same directory are side-links, if the source 

document cannot be reached from a document outside the directory, and down-links if they can.

The assumed semantics are tha t down-links lead from more general to more specialised pages. 

When the search engine is locating specialised information from an initial document set, it is 

restricted to following paths made up of a series of down-links followed by at most one side-link.

In Dyreson (2002), the cost-based system is removed, and instead, a directed acyclic ‘concept 

graph’ is induced from the Web structure tha t renders explicit the semantics assumed in the above 

method. Each document in the collection is a node in the concept graph, and edges between nodes 

represent a specialisation of the subject contained in the source node. These edges are generated

40



by paths in the Web graph made up of a series of down-links, followed by at most one side-link, 

as above. Back-links are not incorporated in the graph, as they are seen as being the least likely 

indicator of content-specialisation.

This structure is then queried using a similar query language to the above method, bu t the 

user-specified costs are omitted, and queries are made up of purely a series of query phrases. An 

initial document set is found th a t matches the first query phrase, and then specialised document 

sets are located by following edges in the concept graph from documents in the initial set.

In these methods, the contents of source and destination pages are not taken into account when 

hyperlinks are classified into types, and when semantics are applied to these types. As a result, 

the content specialisation relationship between a destination document and a source document 

may be incorrect. The URL directory structure of Web documents may fuel this problem, if it is 

not used in the manner assumed in these works. There is also evidence to suggest th a t a number 

of highly-popular Web sites (e.g. Wikipedia) forgo URL directory structures entirely and allow 

hierarchies to develop implicitly and organically according to the content and user-specified links 

among documents. Assuming a particular semantic interpretation of a hyperlink between two 

documents without taking into account the contents of the two documents can be unreliable.

Mizuuchi and Tajima (1999) address a similar problem as Dyreson, th a t of capturing the con­

textual information supplied by documents in a path to a document. The authors treat this as an 

indexing problem, rather than a querying one, suggesting tha t document indices based on docu­

ment content alone will be incomplete. In this work, these incomplete indices are complemented 

with keyphrases extracted from the document context, described as the likely path taken by a 

visitor to a document. Links are classified into types, similar to those identified in HyPursuit 

and by Dyreson, according to their URL directory structure. An ‘entrance pa th ’ is then defined 

according to a number of stated assumptions based on those types.

Once the entrance path is identified, keywords are extracted from specific HTML tags (such as 

titles and headings) in the documents in the path, and added to the index of the target document.

The authors acknowledge th a t their method applies only to Web sites th a t follow their assump­

tions on the roles of links according to their link types, but believe tha t these assumptions describe 

a sufficient number of Web sites for the method to be valid.

2.5 O ther approaches

Croft and Turtle (1989, 1993) describe two models for hypertext-based IR: spreading activation, 

and the inference model.

The inference model uses probabilistic inference to determine the probability that a document 

will satisfy a user’s information need. The model is based on Bayesian inference nets, directed 

acyclic dependency graphs in which nodes represent proposition variables, and edges represent de-
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pendencies between propositions. Each node contains a ‘Hnk m atrix’, representing the probability 

of the proposition given all possible values of the proposition variable and those of its parent nodes 

(nodes pointing to it). In document retrieval, the network is made up of the combination of a 

document network and a query network.

The document network is made up of Document nodes, connected to Representation nodes, 

tha t correspond to representations of the information contained within the document. These 

representations may be an automatically-generated index, or automatically or manually-annotated 

keywords, for example. In this paper, the representation is an index of the document made up of 

the T F x ID F  weights of its terms.

The query network is made up of nodes representing a user’s Information Need, connected to 

a number of Concept nodes, tha t represent the concepts that combine to form a given information 

need. At query time, the query network is connected to the document network by connecting 

Concept nodes to Representation nodes, and documents are scored according to the probability of 

each document satisfying the inform*ation need of the user; calculated by setting the probability 

of the document to 1 (activating it), and all others to 0, allowing these probability values to 

propagate through the hierarchy, and calculating the resultant probability of the node representing 

the information need.

In order to avoid cycles in the inference net, hyperlinks are interpreted as adding evidence to a 

model. The presence of a link (Croft and Turtle use citation links) from document d to document 

e adds evidence to document e, which increases the belief in any representation nodes connected 

to e when d is activated. The intersection of the document representations (in this work, the 

intersection will be terms in common between the two documents) axe reinforced, and terms in e 

are effectively added to d, but with lower weights than  those in d.

In the spreading activation model, hypertext documents are nodes in a directed graph, with 

edges made up of citation links between documents and a number of nearest neighbour links 

between documents with related content. Unlike other spreading activation methods (Ceglowski 

et al., 2003), document-term links are not included in order to control the connectivity of the 

graph. The top twenty ranked documents are obtained from a simple text-based document retrieval 

algorithm and their nodes are activated. The iterative procedure spreads activation levels around 

the graph. The activation level of a node at a psirticular iteration is increased by a function of the 

level of activation of nodes tha t point to it, the strength of the links. Nodes are not activated twice 

in the same path, to avoid unrealistic mutual reinforcement of activation levels caused by cycles 

in the graph. Once the activation levels being propagated through the graph fall below a certain 

threshold, the documents are ranked according to the levels of activation of their nodes.

The primary difference between the spreading activation method and the inference method is 

the inference m ethod’s adherence to the theory of probabilistic inference. However, this theory 

can pose problems, specifically in relation to the attachm ent of information need propositions to
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concept propositions, and the attachm ent of concept and document representation propositions. 

In addition, the probabihty calculations usually employ the independence assumption (described 

later in section 4.1.5) of document terms when calculating the representation or concept node link 

matrices. Given these difficulties, heuristic methods such as spreading activation often perform 

comparably to the inference method. In this paper, the inference method shows improvement over 

the spreading activation method, but the authors question its practical applicability nonetheless, 

as incorporating hyperlinks in this way requires the construction of a much larger index for each 

document.

The incorporation of content from hyperlinked documents as further evidence for a document 

is problematic in general, and Chakrabarti et al. (1998a) report tha t simply including terms from 

hyperlinked documents results can degrade accuracy in document classifiers due to the fact that 

link information is noisy. Salton also reported poor results when using neighbour text in a doc­

ument classifier (Salton and Zhang, 1986), and Chakrabarti found th a t adding tags to neighbour 

term s to  differentiate them from local terms also offers no improvement. Chakrabarti proposes 

an iterative algorithm th a t determines classes of unclassified documents according to the classes 

of their neighbours. This is a supervised categorisation method, as it requires the existence of a 

pre-classified document set. This set must be connected by hyperlinks to the unclassified docu­

ments, rendering it less suitable for general document processing applications on the Web, such as 

document retrieval and keyphrase extraction, and unsupervised classification.

2.6 Sum m ary

This section gives an overview of the field of hypertext document processing, focusing on the use 

of hyperlinks to provide information about a document or a document set. At the beginning of the 

chapter, six factors were described, each of which is employed in a number of the above method­

ologies. Here these factors are described in more detail with explanations of their advantages and 

disadvantages.

(a) Nature of the Hypertext

Early work on hypertext document processing typically either used scientific document col­

lections with citations as prototype hypertext collections (Kwok, 1975, 1984, 1985, 1988; Salton 

and Zhang, 1986), or induced hypertext documents by automatically generating artificial links 

between documents according to textual similarity (Salton, 1986), similarity of descriptions (Prei 

and Stieger, 1992) or relevance feedback (Savoy, 1994). Artificially-induced hyperlinks, especially 

those based on Nearest Neighbour techniques, are fundamentally different to typical Web links, as 

they are generated between documents with similar content, rather than documents with related 

content or connected content. Such links can be treated as special examples of methods th a t use
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content similarity measures described in (c). Academic document collections and pre-Web hyper­

texts also differ significantly to Web documents, as they are typically closed (i.e. the full collection 

is known at index time) and static (documents may be added to the index, but they do not change 

once they are indexed). As a result, collection-based methods described in (d) can be used, and it 

is easier to identify the hyperlink topology described in (b). Furthermore, authorship, register and 

authority of documents are typically more well-defined in such collections than on the Web, where 

documents are not as consistently scrutinised or edited, documents may have a variety of purposes 

(commercial, academic, social etc.), and links can exist for a number of difi'erent semantic reasons. 

Structured collections also tend to contain more m eta-data or do so more consistently (see (f)).

(b) Link Topology:

A number of methods (e.g. PageRank, and measures calculated according to link vector simi­

larity, e.g. Pitkow and Pirolli (1997)) require an internal large-scale representation of the Web or 

a large section of it, as well as cached document content. These methods include iterative link- 

weighting procedures, such as PageRank, and measures tha t weight document similarity according 

to link vector similarity or proximity (e.g. Hypursuit, Aguiar’s context nodes, PageCluster). Other 

methods make use of document in-links. Since destination pages contain no indication of their in­

links, it is impossible to obtain a complete list of the in-links of a page without trawling the entire 

Web for out-links to th a t page. According to the Web Characterization Project (Center, 2003), 

the Web is growing at a rate of between 4 and 6 pages per minute, rendering it impossible to 

obtain a snapshot of the entire Web at any time, or keep track of changes to an existing snapshot. 

Therefore, the known in-links of a page will always be a sample of the overall in-links, and th a t 

sample will be computationally expensive to obtain. This must be taken into account when using 

in-links in a definition of context. As described in section 2.1, Google uses in-links to calculate 

the PageRank of a page, as the presence of an in-link to a page can be seen as a vote from the 

source page for the destination page. In general, it is expected tha t in-links give a different type 

of contextual information to out-links (Marchiori, 1997). So this is an im portant design decision 

when developing a context-based Web application.

(c) Content Similarity:

Content similarity measures are often used to weight links between documents. They are usually 

defined by a cosine coefficient or Euclidean distance measure defined on document vectors in the 

VSM framework. Many of these measures use the T F x ID F  term  weighting measure (see (d)). 

Content similarity measures are used in IR  and clustering methods in order to locate textually 

similar documents.

The intuition behind the use of these measures is that similar documents provide ex tra in-
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formation about the document. This information may be used by an appHcation to describe the 

document in more detail or more accurately. For hyperlinks with certain semantic roles, this in­

tuition is appropriate. For example, in an encyclopaedia environment, a link with the anchor text 

“related articles” will point to a document about a similar subject, which may be sufficiently similar 

to the central document for it to merit inclusion in an IR application. Terms tha t occur frequently 

in both documents, relative to an overall distribution, may be considered to  be key terms for that 

subject. Words tha t do not occur frequently in both documents are possibly of lesser importance 

with respect to tha t subject. Another, more contrived, example would be a compendium of re­

views, summaries or descriptions, by different authors, on the same subject, such as a book, film, 

holiday destination, etc. Here, the intention of each document is the same - to provide the reader 

with information about the subject. Each document may focus on different aspects of the subject 

(e.g. main themes, character names), but one would expect there to be an overall convergence on 

the im portant aspects of the subject. Combining all the information in these linked summaries 

would therefore result in a filtering effect, dampening noisy information th a t is mentioned by few, 

and bolstering vital information tha t is mentioned by all. In this case, amalgamating content is a 

sensible use of the linked information.

However, in the majority of cases on the Web, hyperlinks do not connect documents with a 

similar semantic intent. Documents contain links to pages tha t focus on a single specific topic 

or generalise to a wider topic, or provide a specific function, such as ‘FAQ’, ‘ordering’ or ‘email 

us’ pages. Documents will be related in terms of domain, but the content of each will often be 

very different. All of the methods above will have a similar effect of dampening the differing 

information and accentuating the shared information. While it is likely tha t the information a 

document shares with its context set gives an im portant indicator of its own content, it is not 

clear why the differing information should necessarily be downgraded as a result. For example, 

a document on a university Web site entitled “Admissions” would exist within a hyperlinked 

structure along with other documents within the same Web site, th a t will contain the name of the 

university a number of times. The fact tha t these documents contain the name of the university is 

certainly an indicator that this is an im portant piece of information in the Admissions page. An 

amalgamation of the context set of the document would provide this information. Conversely, the 

word ‘admissions’ would be unlikely to occur within these documents, however it is understood 

that this is also an im portant piece of information for this page. An amalgamation of textually 

similar documents would necessarily decrease the importance of this word.

A variant on this technique is the 2-part index suggested by Aguiar, tha t splits a query into 

subject and context segments; the subject segment is used to query an index of documents and 

the context segment is used on an index of meta-documents, generated by a similar abstraction 

function to the above. This variation makes an im portant step by differentiating between document 

content and document context. However, the context is still an amalgamation of the contents of
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linked documents, as before. As mentioned in this chapter, this approach shows positive results, 

suggesting tha t there is some merit in separating content from context.

(d) Collection-based:

An im portant property of the Web is th a t it is practically unlimited in size; due to its rate of 

growth and its distributed nature, it is impossible to fully index the contents of all Web documents. 

The most famous collection-based term-weighting measure, T F x ID F , normalises term frequencies 

according to th e  number of occurrences of the term  in an overall collection. To obtain a useful 

weight using this value on the Web, either a large sample of Web content is required (random 

samples of Web content axe difficult to obtain due to the lack of a centralised document index), 

or the domain of the collection th a t contains the term  has to be well-defined. Localised search 

engines can define a collection as the set of documents contained on a peirticular Web site. However, 

as the Web changes as described in section 1.3, Web site structures are a less reliable source of 

homogeneous content; a single site may host information on a variety of subjects, and a subject- 

related collection of documents may be spread over a number of sites.

(e) Site Hierarchy:

Many methods use the URL directory structure as an indicator of hierarchical semantic rela­

tionships between documents. The directory structure of Web servers is not an explicit part of the 

Web, and no protocols or restrictions govern their use. As a result, this can sometimes give inac­

curate information about these relationships as directory structures may be created for a number 

of different reasons, and authors may not be interested in, or aware of, such semantic roles.

As in (d), Web site structures are becoming more fiexible as the Web develops, and the bound­

aries between information provider and information consumer are blurred. Users usually have no 

control over the directory structure of remote Web servers, so im portant user-driven Web sites 

such as W ikipedia have an entirely flat Web site structure, with implicit hierarchy developing 

from user-defined categories. Other sites, such as flickr, use tags to annotate content, resulting 

in a less hierarchical d ata  structure more akin to the original concept of the ‘memex’ described 

by Bush (1945), and Berners-Lee’s vision of the Web (operating “as close as possible to no rules 

at all” (Berners-Lee, 1999)). URL directory structure is therefore inconsistent, and may become 

more unreliable as user-driven content becomes more prevalent on the Web. If an application is 

designed to  use this structure, its freedom is limited to Webs tha t implement the structure cleanly.

(f) M eta-data

The W3C HTML specification (Le Hors et al., 1999) defines the <meta> tag in the document 

head, and the REL attribute of anchor (<a>) or < link> tags th a t can be used to provide information
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about a page or the relationship between two pages. This information is used by the MAPA 

visualisation software (Durand and Kahn, 1998), and can be used to categorise links according to 

semantic roles, such as parent-child, index-element or sibling links. However, these META tags 

are rare, and are therefore an unreliable source of link information in Web documents.

The next chapter describes a method for the incorporation of contextual information that 

avoids the disadvantages associated with the factors described above. Authors tha t influenced 

my definition of document context are Dyreson and Mizuuchi (Dyreson, 1997, 2002; Mizuuchi and 

Tajima, 1999), who recognised th a t documents are created on the understanding th a t users reading 

them are aware of some contextual information contained in surrounding documents. In Mizuuchi, 

the Web is treated as a linear medium, with the context defined as the content of preceding pages in 

a path followed by the user, while Dyreson interprets the Web as a hierarchy; the subject m atter of 

higher pages propagates to lower pages. As described in section 1.1, contextual information on the 

Web should not be treated linearly, and factor (e) above states th a t hierarchical URL structures 

may become less reliable in the future. Work on Relevance Propagation, particularly Sugiyama’s 

adaptation of TF x IDF, influenced the decision to adopt a localised strategy, where a context set 

is identified by spreading across hyperlinks from a starting document. However, my definition 

of context is strictly different to these methods; in RP, the emphasis is on content similarity, 

either between a document and a neighbouring document or between a document and a query. 

The definition of context used in this thesis applies both to documents with similar content, and 

contrasting content.
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Chapter 3

Incorporating Contextual 

Information

The previous chapter provided a summary of the state of the art with respect to the usage of 

hyperlink information in Web-based information retrieval and natural language processing appli­

cations. In this chapter we present an alternative approach, in the form of a practical framework 

for the incorporation of contextual information in W'eb-based IR and NLP applications using Web 

hyperlinks. In chapter 2, we identified deficiencies in the state of the art tha t can be addressed 

by our method. The proposed method is inspired by term weighting schemes based on term  fre­

quency, which are already widely used in IR and elsewhere. We describe T F x IN F , a Web-based 

adaptation of the T F x ID F  term  weighting scheme. The semantic intentions behind the T F x IN F  

measure are discussed, and contrasted to T F x ID F . We conclude by suggesting applications that 

could benefit from the use of TF x INF, which are evaluated in later chapters.

3.1 Introducing TF X IN F

3.1.1 T F x ID F

Typical IR  applications incorporate the concept of the frequency of a term  within a document, 

normalised by the commonality of the word. In other words, if a term  occurs often in a document, 

but is not very common in the overall corpus, then this document is ‘about’ tha t term  to some 

extent. This is the reasoning behind the popular T F x ID F  term  weighting measure.

T F  X IDF (Term frequency by inverse document frequency) is a term  weight suggested by Salton 

and Buckley (1987) and widely used in a variety of IR  and text da ta  mining applications. It is 

made up of two components:

• TF - the number of occiu’rences of a term  in a document, usually, but not necessarily, nor-



malised by the size of the document. Intuitively, if a term occurs frequently in a document, 

it is more likely to be an im portant indicator of document content.

• IDF - proposed by Sparck Jones (1972), is based on the number of documents in a collection 

tha t contain the term. If the term  appears infrequently in the overall collection, it is an 

im portant discriminator between those documents that contain the term  and those tha t do 

not. IDF is usually calculated as the log of the ratio of the number of documents in the 

collection, with those documents th a t contain the term.

TFx l DF{ t , d )  = . l o g ( M )

tf# (1 . , d \

(3.1)

where;

t is the term of interest 

d is the document of interest 

tf is the number of occurrences of t in d 

D  is the collection

and df is the number of documents in D  th a t contain t

In chapter 2, the example of a university Web site admissions page was given. The content- 

similarity approach to context would give ‘admissions’ a low weight in this document because it does 

not occur in linked documents. T F x ID F  has the exact opposite effect. According to T F x ID F , 

terms th a t are unique to a document provide more information about a document than those that 

it shares with others. This is a term-document relation, and relationships between documents are 

extrapolated by identifying the im portant terms th a t documents share. If two documents share 

enough im portant terms then they are said to be ‘related’ in a text categorisation context.^ This 

idea of document relatedness has been grafted onto the hyperlink structure of the Web; however, it 

ignores the fact th a t Web links provide information about differences between documents as well as 

indicating similarities. Indeed, it is the fact tha t the word ‘admissions’ occurs infrequently in the 

context set, and not in the overall collection of documents, tha t makes it important. In any case, 

an overall document collection is not well-defined on the Web, and a random sample of documents 

is difficult to obtain, and will inevitably be less focused on the subject domain than the context 

set.

^See section 5.1.2 for a description of the Vector Space M odel of document similarity
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3.1.2 T F x IN F

We can therefore propose a variation of TF x IDF, in which the frequency of a term  in a document 

is normahsed not by the commonness of the word in the overall word distribution or corpus, but by 

the context set of the document. This variation is called T F x IN F  (where INF stands for Inverse 

Neighbour Frequency) and can be defined thus;

T F x IN F (t,d )  =  . -  l o g ( ^ )  (3.2)lA'I

where:

t is the term  of interest 

d is the document of interest 

tf is the number of occurrences of i in ci 

N  is the context set of d

and nf is the number of documents in N  tha t contain t

Note that whereas T F x ID F  captures merely the uniqueness of documents, T F x IN F  captures 

both the uniqueness of a document within its context, and the information it shares with its 

context. A low T F x IN F  value indicates a term  tha t occurs frequently in the context set (such 

as ‘Trinity’ in the Trinity College Admissions page and is therefore similar to the information 

obtained by amalgamating the content of the context set, whereas a high TF x INF value indicates 

a term  that is relatively unique to the document with respect to its neighbourhood, thus providing 

a focused version of the T F x ID F  measure. Figure 3.1 gives a concrete example of this effect. The 

TF X INF values of phrases in a Web document collection taken from the Java Web site (see section 

4.3) are plotted as a histogram with logarithmic bins in figure 3.1 (a). Chart h shows the histogram 

of keyphrases in the same corpus. The mean of the data  in chart h is higher than th a t of chart a, 

indicating th a t terms with higher T F x IN F  values are more likely to be keyphrases. Two phrases 

th a t have high T F x IN F  values are indicated on the chart: phrase Hi -  ‘real time’ and phrase iv 

-  ‘ejb’. Additionally, the standard deviation of chart h is higher than th a t of chart a. There is 

therefore a region to the left of the chart where phrases are more likely to be keyphrases despite 

having low T F x IN F  values. Phrases i (‘features’) and ii (‘xm l’) are examples of keyphrases of 

this type.

T F  xIN F therefore, is not a simple linear term  weighting measure. Terms may be im portant 

if they have low or high values, whereas terms with middling values are neither unique enough 

nor ubiquitous enough to be im portant. Note also tha t some terms th a t occur frequently in all 

documents, such as function words, have no informative value. These terms are expected to be 

given very low T F x IN F  values, as they occur uniformly in all documents regardless of content.
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F ig u re  3.1: H istogram s (w ith logarithm ic bins) of T F x IN F  vahies of (a) all phrases and (b) 
keyphrases in a  collection of Web docum ents taken from the java.sun.com- Web site (see section 
4.3). Normal distributions of these histogram s have (a) log mean 0.4. log standard  deviation 0.003, 
and (b) log mean 0.82. log standard  deviation 0.053. C hart b is anno ta ted  w ith sam ple keyphrases: 
(i) 'features ', (ii) 'xm l’, (iii) ‘real tim e’, (iv) ‘e jb ’

51



As a result, a low T F  x INF value does not always indicate an im portan t terni.^

3.2 T F xIN F  in depth

3.2.1 N on -lin earity  o f  T F  X IN F

T F x ID F  is a linear weighting m easure - a higher value indicates greater im portance. In contrast, 

the  T F  X INF m easure exhibits non-linear behaviour; as described above, Low and high T F  x INF 

values may indicate im portance. Therefore, T F  x INF cannot be trea ted  linearly by IR applications, 

and a m ore complex mechanism is required in order to  use it to  ex trac t linear term  weights. In later 

chapters we describe the use of m achine learning techniques to  estim ate distributions of T F  x INF 

values of keyphrases and non-key phrases. This d istribu tion  can then be used to  derive a linear 

weighting scheme from T F  x IN F values.

3.2.2 ID F  in com parison  to  IN F

The ID F value of a term  is uniform across a  corpus, whereas its INF value is relative to  the  context 

set in which it is defined. T F  x IN F therefore can be tre^ated as a  version of T F  x IDF th a t is focu.sed 

on a particu lar domain-specific section of the Web. As the context set increases in size to  enclose 

more of the entire corpus. IN F is expected to  approach the IDF' value. This is discussed in more 

detail in chapter 6.

3.2 .3  D efin ing th e  C on tex t Set

The way in which the  context set of a docum ent is defined plays an im portan t p a rt in the  ef­

fectiveness of IN F to  represent a focused version of IDF. O ther techniques (Weiss e t al.. 1996; 

Aguiar, 2003) use a  H yperlink Cohesion m etric to  identify relevant linked docum ents according 

to  a num ber of factors including shared ancestors and descendents, and the  num ber of indepen­

dent pa th s  between the docvmients. This approach is m otivated by the wish to  use hyperlinks 

to  identify sim ilar content, however, ra th e r th an  contextual content. A more n a tu ra l approach 

when identifying contextual content is simply to  define the context set of a docum ent as the  set of 

docum ents directly  connected to  it by a p a th  of hyperlinks of some length n. If n is 1, the  context 

set of a docum ent is the  set of docum ents connected by one liyperlink to  the docum ent. Since m ost 

docum ents contain more th an  one liyperlink, increasing n results in a non-linear increase in the  

size of the  context set. This has im plications for the use of T F  x INF as increasing n  will result in 

a  non-linear increase in the  com putational cost of calculating the T F x IN F  value of a term .

^Such terms are called stop-words, and are often removed from documents during a pre-processing stage. The 

stop-word list used in the apphcatioiis described in this thesis is provided in Appendix B
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This is a natural, but simple starting point for the identification of contextual information on 

the Web, and may result in unsuitable links being added to the context set, such as advertisements, 

or ‘spamdexing’ links (see chapter 2). The advantage of approaches such as the Hyperlink Cohesion 

metric is tha t it results in a context set tha t is more focused on a subject domain. Alternative 

approaches may use techniques such as link-weighting in order to choose certain links over others, 

resulting in a smaller, but ideally more focused, context set th a t accurately identifies contextual 

content as opposed to unrelated links.

3.2.4 Properties o f T F x IN F  w ith respect to the factors described in 

chapter 2

In the previous chapter, six properties of existing work on the use of hyperlinks were identified. 

This section describes TF x INF in the context of these factors.

(a) Nature of the Hypertext

T F  X INF assumes tha t hyperlinks are manually annotated, and direct the user to some form of 

related information. This makes it suitable for use on the Web, where these assumptions cire met 

for the most part. It is expected that T F x IN F  can also be used on collections of academic docu­

ments, interpreting citations as hyperlinks. It is not designed to be used on hyperlinks generated 

automatically using NN methods, as the T F x IN F  values would be dependent on the automatic 

term-weighting method used to identify the nearest neighbours, rather than representing an im­

plicit property of a document network.

(b) Link Topology

T F X INF requires a certain amount of links per document to be of value. The TF x INF values 

of documents with no links will be equal to simple TF, and the T F x IN F  values of fully connected 

Web graphs will be equal to TF x IDF.

The definition of T F x IN F  above does not identify the direction of links to be used in the 

definition of the context set. While both in-links and out-links represent contextual information 

according to the definition in chapter 1, in-links, as mentioned in chapter 2, are more expensive to 

obtain than  out-links. In later sections we explore the possibility of removing in-links in order to 

increase the flexibility of the method.

Calculating T F x IN F  is not an iterative procedure, and requires no more information about 

the structure of the Web other than the vicinity of a linked document. This makes it inexpensive 

to implement, since it can be run locally as a search engine post-processor, for example.

(c) Content Similarity:
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The main motivation for T FxIN F  is to avoid interpreting the context set of a document as 

containing merely similar content, as described above. Interpreting the context set as providing 

complementary information in this way allows contextual information to be interpreted and used 

in a larger variety of ways. The following chapters describe a selection of interpretations of this 

information.

(d) Collection-based:

While the IDF component of TF x IDF is defined on a document collection, INF requires only 

the neighbourhood of a document as defined by the hyperlink structure around the document. This 

makes it highly suitable for use on the Web as it can be used in situations in which a collection is 

either undefined or expensive to obtain.

(e) Site Hierarchy;

An important advantage of T FxIN F  over a number of other context-based methods is that 

it does not use URL directory structure and overall site structure information. This increases its 

flexibility as it can be used on a variety of Web sites, including those with unconventional structures, 

or hierarchies induced from user-specified categories or other means, and across multiple Web sites. 

This is an important advantage as it allows for changes in Web publishing trends, such as those 

described in chapter 1.

(f) Meta-data

Document and hyperlink meta-data are rare on the Web, as mentioned previously. T FxIN F 

does not rely on the existence of meta-data.^

3.2.5 T F x I N F  variation

TFxIN F is derived from TFxID F, and the formula for T FxIN F given above is therefore very 

similar in structure to TFxID F. In the following chapter, this formula is compared with a simpler 

variation, which is a simple, non-normalised ratio between term frequency (tf) and neighbour 

frequency (nf).

This version excludes the logarithm function, which may be more suitable in cases where the 

context set size (N)  is small, as it increases the importance of nf in the formula. Furthermore, due

^Keywords found in HTML m eta-data are used to train and evaluate classifiers in later sections, but T F x IN F  

itself does not rely on them
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to the lack of normalisation, larger documents will tend to produce larger TF x INF values using 

this formula.

3.3 Sum m ary

In chapter 2, a deficiency in the treatm ent of link information in the state of the art of Web IR 

and other document processing applications was identified. Namely, existing methods tha t use 

hyperlinks to identify context focus on content shared by a document and its context, rather than 

the unique terms th a t differ between them. To remedy this deficiency, we propose T F x IN F , an 

adaptation of the TF x IDF term weighting measure. TF x IDF identifies terms as im portant if the 

ratio of frequency within a document and commonness in a corpus is high. TF x INF focuses the 

ratio on localised sections of the Web tha t are defined by the hyperlink structure. The intention 

behind these localised sections is tha t they are constrained by a particular subject or domain, since 

hyperlinks typically connect semantically related documents. The T F x IN F  values are therefore 

relative to this domain. As a result, unique terms are identified relative to  the domain, and are 

given a high TF x INF value, and shared terms within the domain are given low T F  x INF values. 

These domain-specific shared terms are informative within a document, as opposed to terms with 

low TF X IDF values which are shared across the overall corpus, and therefore do not provide 

information about the documents tha t contain them.

In later chapters, we apply TF x INF to IR and NLP applications in order to determine empir­

ically if the information captured by TF x INF is sufficient to make a significant difference to the 

effectiveness of such applications.
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Chapter 4

K eyphrase Extraction

This section describes the field of autom atic keyphrase extraction and the application of T F  x INF 

to the field. The importance of document keyphrases and autom atic discovery of keyphrases is 

discussed, and previous work on the subject is summarised.

In order to discover the uses of Web context in keyphrase extraction, the KEA autom atic 

keyphrase extractor (W itten et al., 1999; Prank et al., 1999) was adapted to incorporate T F x IN F . 

This section describes KEA in detail, as well as the adjustments tha t were made. The datasets 

tha t were collected in order to test the application are then described. These datasets were used 

to test T F  X INF KEA, using a variety of parameters, against the standard version of KEA. It was 

found th a t T F  x INF significantly improves the number of good keyphrases reported by KEA.

4.1 Background

4.1.1 K eywords and K eyphrases

A keyword or keyphrase list is a list of words or phrases th a t provide a concise summary of the 

subject m atter of a document. Keyphrases can be made up of multiple words or a single word, 

and so the more general term ‘keyphrase’ is used in this work to refer to both keyphrases and 

keywords. Keyphrase lists allow readers to  quickly determine the utility of a document for their 

needs. They are also useful for concise indexing and categorisation of documents, as they indicate 

the type of search query that should reasonably be expected to return the document, and the topics 

under which a document may be classified in a collection. Keyphrase lists are typically different to 

indices, though, as indices usually contain a large number of less topical phrases (Turney, 2000). 

Therefore keyphrase lists are more concise than indices, and precision (see section 5.1.3) has more 

importance when compiling them.
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4.1 .2  K eyphrases on th e  W eb

Some documents, especially academic articles, contain keyplirases specified by the author. How­

ever, the vast majority of docmnents do not contain author-annotated keyphrases; or any hunian- 

annotated keyphrases at all. This is particularly evident on the Web, in which there are no 

widespread regulations or recjuirenitnits on content publishers to include them. The HTML Speci­

fication (Le Hors et al., 1999) has provision for manually-annotated keyphrases in Web documents, 

within the meta keywords tag, but browsers do not display them, and they are rarely present, 

and inconsistently used in most Web documents. Early Web search engines, such as AltaVista,^ 

used the meta keywords tag to index documents; however, this made them vulnerable to manip­

ulation by authors wishing to artificially promote their docinnents’ rankings in the search engines' 

results by including a large nmiiber of popular search phrases that are irrelevant to the documents 

(Goodman, 2002). As a result, modern search engines such as Google ignore m eta keywords tags, 

and the tags have subseq»iently fallen out of common use.

In spite of this, there is still an argument for the existence of keyphrases on the Web. Search 

engines usually provide sunnnaries of the documents in their result lists, and these can be aug­

mented with the use of keyphrase lists. Keyphrase lists can also be used to organise personal 

bookmarks and saved Web documents. Browsing may also be improved by allowing the user to 

see the keyphrases associated with a link before traversing the link.

4.1 .3  N ex t G eneration  o f M anual K eyphrase A n n otation

The emergence of the Ŵ eb as a social networking tool (O'Reilly, 2005) has seen the development of 

manually-annotated keyphrases generated independently of author influence. These keyplirases are 

selected, usually from an unrestricted vocabulary, by visitors to a Web resource and are stored on 

a public repository where they can be accessed by other visitors. This process is called 'collabora­

tive tagging’. Such imrestricted user-generated keyphrfise collections are often called Folksonomies 

(Mathes, 2004), and a popular example is del.icio.us.^ Folksonomies avoid the jjitfalls of author- 

specified keyphrases on the Web as the relevance of any given keyphrase is ranked according to 

its popularity (i.e. the number of users who have given the keyplirase as a tag for the document 

in question). Therefore the manipulation of tags for the purposes of artificial promotion of search 

rankings would require a concerted effort by a niunber of users. As folksonomies become more 

widely used (see figure 4.1), studies have been made into their stability and the degree to which 

they complement traditional keyphrase annotation and indexing techniques (Colder and Huber- 

man, 2006; Kipp and Campbell, 2006). These reports suggest that while stable tag patterns are 

often reached after a document has been tagged a sufficient number of times, there are several dis­

advantages to the use of collaborative tagging as a reliable indexing or document sunmiarisation

’ w w w .altavista.com
^h ttp ://d e l.ic io .u s
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F ig u re  4.1: Del.ioio.us traffic (taken from Rainie (2007))

tool, especially for docum ents th a t have been tagged by a small num ber of users. These disad­

vantages stem  from the fact th a t users are not typically well-versed in inform ation m anagem ent 

and docum ent classification. This, and the  fact th a t m ost collaborative tagging system s use unre­

stricted  vocabularies, result in problem s with polysemy, synonymy and word-inflection (docum ents 

may contain the  tags “ca t” and “cats” , for exam ple), th a t weaken the value of keyphrases. Further­

more, folksonomy tags are personal - their inform ative value is relative to  the tagger. This means 

th a t tags m ay be subjective, reflecting users' opinions on the content (such as the  tag  "funny” ). 

Also, different taggers have different motives for tagging, from aggregation and easy relocation of 

tagged m ateria l to  pragm atic tagging of m aterial, suc;h as adding the tag  “to  read” to  a docum ent. 

These m otives, according to  Colder, are typically much larger th an  any social interest, so the tags 

generated by such a  system  are not necessarily of use to  the world a t large.

N onetheless, folksonomies are an interesting development in the Web, and as their use becomes 

more w idespread, they may become valuable docum ent sum m arisation and indexing tools.

4 .1 .4  A u to m a tic  K eyphrase E xtraction

In the  absence of m anually-annotated  keyphrases on the  Web, we tu rn  to  au tom atic m ethods for the 

generation of keyphrase lists. A utom atic K eyphrase E xtraction  is the  process of m arking phrases 

in a docum ent as keyphrases according to  some algorithm . In previous studies by Turney (2000)
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on document collections with author-annotated keyphrases, it was discovered that roughly 75% of 

these keyphrases occurred within the corresponding documents. A perfect automatic keyphrase 

extractor would therefore be able to provide 75% of the keyphrases th a t a human annotator could.

Automatic keyphrase extractors have been used in document summarisation (Jones et al., 

2002; Zha, 2002), clustering (Hammouda et al., 2005) and query expansion (Song et al., 2006). 

Some autom atic keyphrase extractors, especially those based on specific document collections or 

domains, have relied on explicit rules to identify keyphrases (Krulwich and Burkey, 1996). Domain- 

independent solutions typically use supervised machine learning algorithms to estimate a mapping 

function /  from a domain of phrase features to the class set keyphrase, non-keyphrase. The 

algorithm estimates /  from a training set with manually-annotated keyphrases, and can therefore 

be said to be supervised.

Turney (2000) evaluates two such algorithms, the C4.5 decision tree induction algorithm (Quin­

lan, 1993), and GenEx, based on a genetic algorithm.

C4.5 uses a set of nine term features, such as the normalised frequency of a stemmed phrase, 

the relative length of the phrase and the number of words in the phrase. A decision tree is built 

from the values of these features in all phrases in the training set and is then used to classify 

candidate keyphrases in the test set.

The keyphrase extractor in GenEx operates according to a set of parameters. These parameters 

are applied to instructions for the extractor, such as the amount of characters to truncate a phrase 

to. The optimum set of values for these parameters are calculated using a genetic algorithm that 

treats a set of parameter values as an individual in a population of potential parameter value 

permutations. New individuals are created by randomly mutating existing ones. Each parameter 

set generated from this algorithm is assigned a score according to its success when applied to the 

keyphrase extractor. More successful param eter sets are allowed to generate more offspring than 

less successful ones, usually resulting in an asymptotically more successful population.

Turney finds tha t GenEx performs better than  the C4.5 decision tree induction algorithm and 

suggests tha t this is due to the domain-specific information (domain information here refers to 

the domain of keyphrase extraction) encoded in the parameterized instructions to the keyphrase 

extractor th a t is not present in the 04.5 algorithm.

4.1.5 KEA

Sum m ary

KEA is a Java application tha t builds a Naive Bayes model using training documents with an­

notated keyphrases and then uses the model to associate probabilities to  candidate keyphrases in 

unseen documents. The most probable keyphrases are then chosen and reported by the program.

Candidate keyphrases are identified and prepared using a number of lexical rules described
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below. Two features, T F x ID F  and first occurrence described below), are calculated for each 

of these phrases. W hen training the model, these feature values are stored alongside a class 

value kp,non-kp, according to whether the phrase occurs in the list of keyphrases for the training 

document, or not.

The extractor compares the feature values of a phrase to the discretised probability distributions 

of the features in the training set and computes an overall probability for the phrase.

N aive B ayes and th e  Independence A ssu m p tion

The Naive Bayes classifier is a probabilistic classifier tha t is based on supervised learning using 

Bayes’ theorem. The naivete of the Naive Bayes classifier is due to the assumption th a t feature 

probabilities are conditionally independent of each other. In KEA, this allows us to simplify the 

conditional probability

p(XtJ) \kp)  (4.1)

to

p{t\kp)p{f\kp)  (4.2)

t =  TF X IDF value of phrase

/  =  First Occurrence value of phrase. These independent probabilities can be estim ated from the 

training data.

The independence assumption avoids problems of data  sparsity typically faced when calculat­

ing joint probabilities, and it has been shown th a t the independence assumption usually has little 

adverse effect on the accuracy of classification (Domingos and Pazzani, 1997), since binary classifi­

cation uses thresholding to identify a class from a set of probability values. The probability values

need not be accurate, therefore, as long as the correct class can be identified from them.

In addition, in KEA, Frank et al. (1999) explain tha t the T F x ID F  and first occurrence features 

are close to being independent with respect to keyphrase extraction, further justifying the use of 

the independence assumption.

K E A  Structure - M odel B uilder

Model-building in KEA is carried out by running it on a directory of training documents. The 

documents axe in plain text form, with the suffix .tx t .  Each file is associated with a file of the 

same name with the suffix .key which contains the user-annotated keyphrases for the document.

To initialise the model builder, each document in the directory is read and stored in mem­

ory, along with its keyphrases. Once all documents have been read, they are sent to  the phrase 

generator.
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F ig u re  4.2: KEA Model Builder

T o k en isa tio n  an d  P h ra s e  G e n e ra tio n

In both the model-building phase and the extraction phase, the first step when processing a doc­

ument is to convert it into a set of phrases. KEA does this first by splitting the text into tokens 

- series of alphanumeric characters delimited by white space and punctuation. These tokens are 

then combined to form phrases according to the following rules:

• Phrases are made up of a number of tokens between some minimum (usually 1) and maximum 

(usually 3).

• Phrases axe not proper nouns^

• Phrases do not begin or end with a stop-word. The stop-word list used here is provided with 

KEA and can be found in the appendix B.

Finally, the candidate phrases are processed by the Iterated Lovins Stemmer (Lovins, 1968). 

This attem pts to remove suffixes from words in order to reduce inflected or derived versions of the 

same word to a common root.

^This requirement is the default setting for KEA, but was removed in our experiments, since a large number of 

manually-annotated keyphrases in the test datasets were proper nouns
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C alcu lation  of feature values

After the phrases have been generated, the following information about each one is stored:

• Stemmed form

• The most common unstemmed form

• Phrase frequency - the number of occurrences of all forms of the phrase in the document

• Position in the document of the first occurrence of the phrase

The stemmed form of each phrase is also added to a table of phrases for the overall training 

set. This table stores each phrase seen in the training set and the number of documents in which 

it occurs. This process is carried out for the entire training set before the program continues.

The following feature values for each phrase are then calculated from this information.

First Occurrence:

This feature is the relative position of the first occurrence of the phrase in the document, i.e. 

the number of words th a t precede it divided by the number of words in the document.

TFxIDF:

The T F  X IDF value is calculated using the phrase frequency information along with the table 

of phrases for the training set as described in section 3.1.1. The formula here is slightly different, 

in th a t the document frequency and corpus size terms are incremented by one in order to avoid 

invalid values when document frequency is zero. This occurs when the term in a test document 

does not occur in the training set.

Both of these features are continuous variables.

D iscretisa tion

The phrases in the training set axe classified into two categories, keyphrase and non-keyphrase, and 

their feature values are used to estimate the probability density functions (PDF) for each feature 

in each class. Any suitable continuous distribution, such as the normal distribution, can be used 

to estim ate the PDF. However, KEA discretises the features, using (Fayyad and Irani, 1993), after 

collecting the training data, to create a Probability Mass Function (PMF) (or histogram) for each 

feature in each class. Feature values from test documents are then converted to the range value 

into which they fall, the probability of tha t range is calculated from the PMF.

M od el G enerator

After the features for all candidate phrases have been generated and discretised and the PMFs 

have been estimated, the model, made up of the PM Fs and the phrase table for the overall training 

set, is stored as a Java object for use by the keyphrase extractor.
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F ig u re  4.3: KEA Keyphrase Extractor structure

The KEA extractor processes documents individually, as opposed to in batches. A document 

is read and sent to the phrase generator and feature calculator. The feature calculator obtains the 

document frequencies from the model generated by the model builder. Once the features for all 

phrases have been calculated, they are sent to the probability estimator.

P ro b a b il i ty  E s tim a to r

KEA uses a Naive Bayes classifier to estimate the keyphrase probability of a candidate phrase 

given its feature values. The quantity to be calculated is therefore p{k\{t, / ) ) ,  where t  = T F x ID F  

and /  =  First occurrence and k =  (class =  keyphrase), and k =  (class =  non-keyphrase). Applying
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Bayes’ rule gives:

(4,3)

The NaiVe Bayes classifier assumes feature independence with respect to the target class. Applying 

this assumption gives us

. ( t |(U ) )  = (4̂ 4)

Since k, k is a binary partition over all phrases, p(t, f )  can be rewritten as

P{i ,  /)  = P{( t ,  f ) \ k ) p { k )  +  p{ { t ,  f ) \ k ) p { k )  (4.5)

Applying the independence assumption,

P{t ,  /)  = P( . t \ k ) p( f \ k ) p{ k)  +  p { t \ k ) p { f \ k ) p { k )  (4.6)

therefore

/> ,/. r.. ^  ________ pj t \k)pi f \k)pik)________
pmp{mp{k)+pmpimp{k) 

p{t\k), p{f \k) ,  p{t\k) and p{f \k)  are all given by the PM Fs estimated from the training data, and

p{k) and p(k)  can be approximated using Maximum Likelihood Estimation as:

, , ,  num keyphrases
P{k) = ----- ;—;---------total phrases

num non-keyphrases
PW  =  -------------- ;— i--------------------total phrases

E v a lu a tio n

KEA was found to perform comparably to GenEx, described above (Frank et al., 1999). As a result, 

it can be seen to represent the state of the art in domain-free autom atic keyphrase extraction. For 

this reason, and the fact tha t it includes TF x IDF as an integral component, it was deemed suitable 

for adaptation to T F xIN F .

A possible pitfall of KEA is tha t it does not tackle problems such as polysemy and synonymy, 

which can both  weaken the semantic value of a phrase. Polysemy will result in inaccurately high 

term  and document frequencies, as a polysemous term has multiple meanings th a t should by 

rights be treated  as separate terms. Synonymy will also result in inaccurate term  and document 

frequencies; in this case, they will be too low, as two synonymous terms could justifiably be 

combined into one term with combined frequencies. These problems are less common in domain- 

specific text collections than more general collections.
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Figure 4.4: KEA Model Builder structure augmented with link information
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4.2 Im p lem en ta tio n

4.2.1 Adaptation of KEA to incorporate TFxINF

The process of adapting KEA to include the T FxIN F term feature was two-fold. The first part of 

the process involved adapting the document processor to locate and tokenise text from neighbouring 

documents. The second part involved including the T FxIN F feature in the Bayes model described 

above.

4.2.2 Considerations when incorporating TFxINF in KEA

When defining the neighbourhood of a document, two decisions must be made. The first decision 

is the type of links to be included in the Web graph, and the second is the distance to spread from 

the document when defining the context set. The available link type options are;

• In-links or out-links, or both

• Internal or external links, or both

In order to ensure a clear encapsulation of the training and test corpora, it was decided to 

exclude all external links, and any internal links to documents not contained in the corpora. For 

the purpose of simplification, initial experiments involved only out-links, and did not require the 

generation of in-link lists. Later experiments investigated the effects of including in-links.

4.2.3 Spreading Depth (n)

The degree to which an application should spread across the Web graph from the initial document 

in order to obtain the context of the document is an important decision. Under the assumption 

of relatedness of linked documents, the number of links travelled away from the document will 

determine the finesse or the specificity of the contextual information. As n increases, the risk 

that uninformative documents are included in the context of a document increases. Conversely, if 

n is too low, we risk missing potentially useful contextual information. Also, as n increases, the 

computational cost of locating and processing the contextual information increases. This increase is 

often non-linear, as documents tend to contain links to more than one document. There is therefore 

an ideal value of n that balances these requirements. Initially, n is set at 1, meaning that only 

directly-linked documents are incorporated in the definition of context for a document. This value 

was found to give a large amount of contextual information, on average, at a low computational 

overhead. Later experiments involved determining a more suitable value of n empirically.
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Algorithm 4.1: A recursive algorithm for generating a context set
1 f indNB :
2 g i v e n :
3 document d ,
4 depth n ,
5
6 do ;
7 read links file for d ,  giving list I of linked documents
8 remove from I all elements already in the n e i ghbour list
9 store all elements in I in the neighbour list

10 if n is greater than 1
11 call findNB with d =  each element in I and n =  n —  1
12 end

4 .2 .4  L ocation  o f linked inform ation

As detailed above, KEA operates on a directory of text documents. In order to adapt KEA to 

process Web documents, we developed an application tha t converts a set of HTML documents to  a 

set of text files by discarding all HTML tags and invisible content and extracting the visual textual 

content. This application was written in Perl and is described in detail in appendix B. All links 

contained in a document are extracted (from HTML anchor and link tags). These links are then 

processed and stored in a file with the same name as the text file and with the extension .links. 

The links are processed in order to remove external links and internal links to documents tha t are 

not in the corpus, to remove bookmarks (placeholders within a document) and to resolve relative 

URLs.

The resultant link files are used to locate the neighbourhood information th a t is used to calculate 

T F x IN F . For each document, a list of documents th a t form the neighbourhood of tha t document 

is generated using the recursive algorithm described in algorithm 4.L

Once the neighbourhood list is generated for a document, the contents of each document in the 

list are read and stored in memory along with the document content and keyphrases. The phrase 

generator then extracts phrases both from the document text and the neighbourhood text and 

stores frequency information for each one. This information is then used by the feature calculator 

to calculate the TF x INF values for the phrases.

The model builder then discretises these T F x IN F  values as before and stores the resultant 

PM Fs (p(TFxINF|/c) and p(TFxIN F|fc)) in the model object.

4 .2 .5  P robab ility  E stim ation  w ith  T F x I N F

The formula used by the modified keyphrase extractor to estimate the probability th a t a phrase is 

a keyphrase is similar to the formula in the standard version of KEA described above.

n ( k \ ( f  f  = ___________________ P { t \ k ) p { f \ k ) p ( n \ k ) p { k ) ____________________

P{ t \ k ) p{ f \ k ) p { n \ k ) p { k ) +p{ t \ k ) p { f \ k ) p { n \ k ) p { k )

where n  =  TF x INF
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4.2.6 Im plications for Independence A ssum ption

Including the T F  x INF feature in the NaiVe Bayes classifier has an effect on the validity of the inde­

pendence assumption, described above. While the assumption of independence between T F  x IDF 

and first occurrence is reasonable, it is less evident th a t T F  x INF and T F  x IDF are conditionally 

independent given the class k, k, since the formulae for the two features are similar; Term Frequency 

is included in both, and INF, a measure of the document frequency of a localised sub-network of 

the Web graph, is intuitively likely to  be related to IDF, a measure of the document frequency 

of the overall Web graph. Nonetheless, given the power and proven success of the Naive Bayes 

classifier even in situations when the independence assumption is less reasonable (Hand and Yu, 

2001), it was decided to retain the classifier for the T F x IN F  case. An alternative to relaxing the 

independence assumption th a t is described later is simply to replace T F x ID F  in the probability 

formula with T F x IN F , rather than combining them.

4.3 Test Environm ent 

4.3.1 D atasets

Dateisets used in traditional IR  experiments were unsuitable for testing the T F  x INF version of 

KEA, as it operates on a Web corpus. Formally, suitable datasets required:

• Textual content

•  Links to other documents in the collection

•  User-annotated keyphrases

Furthermore, in order to accurately study the effects of Web context on the keyphrase extraction, 

the links were required to be representative of typical links found on the Web; specifically, they 

had to be manually-specified, as opposed to automatically generated. The purpose of this project 

is to identify and use the implicit information provided by an author (or another user) when they 

create a link from one Web resource to another. Automatic link generation methods (e.g. Kurland 

and Lee (2006)) usually use some form of document similarity measure to identify possible links 

between documents. Any information obtained from such links would therefore be a function of the 

document similarity measure used, and would be more suitably exploited using such a document 

similarity measure directly rather than  a hyperlink-based measure such as TF x INF.

One of the purposes of this project is to determine if hypertext links offer a different kind of 

information to  traditional relationships between documents based on document similarity. For this 

purpose, realistic Web-like hyperlink structures are required.

Hyperlinked Web corpora are quite rare, and those that exist often have a small amount of 

links between documents in the corpora. The most convenient way of ensuring a large number of
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inter-document links is to generate a corpus by starting from a single location on the Web and 

downloading every document up to a certain distance from the start location. For this project, a 

Web spider application was developed th a t performed this task, and is described in appendix C.

4.3.2 K eyphrases

As mentioned above (section 4.1), user-annotated keyphrases for Web documents are rare and 

difficult to obtain. This is due to the relative immaturity of the use of the Web as a linguistic 

corpus, and the unstructured and unregulated nature of Web publishing as opposed to traditional 

publishing. The growth of folksonomies provides a promising source of keyphrases for future 

validation of autom atic keyphrase extraction.

In these experiments, it was decided that datasets should be obtained from Web sites with 

consistent m eta keyword HTML tags. The advantages of using m eta keyword tags are tha t they 

are included in the HTML source of the page to which they refer, so no extra Web crawling is 

required to  obtain them (such as from a collaborative tagging site). Also, if it is the policy of a Web 

site to include m eta keywords, they are included in most or all pages on the site. In contrast, the 

amount of information provided by a folksonomy is related to the popularity of a site - a folksonomy 

tha t contains tags for a Web site homepage or a few frequently visited pages on a Web site may 

not reliably contain tags for less popular connected pages in the site. We explained above that 

meta keywords have been misused in the past to artificially bolster search engine rankings. For this 

reason, it was im portant to select sites tha t used m eta keyword HTML tags to accurately describe 

page contents. It was found tha t professional and official Web sites apply this rule adequately, and 

for this reason, the Web sites chosen to be the start point for corpus generation were;

• java.sun.com - The start page of the Java developer Web site

• www.oireachtas.ie - The Irish parliament home page

• www.number-10.gov.uk - The Web page of the office of the UK prime minister

It is assumed tha t the subject domains of these Web sites in themselves would have negligible 

influence on the behaviour of TF x INF of their contents.

The collections generated from these Web sites and used in the proceeding experiments can be 

made available on request.

4.3.3 D ataset Statistics

4.3.4 N otes on D atasets

While the Web Spider started at the same location (h ttp ://java.sun .com /) for the collection of 

both the SmallJava and Big Java corpora, the depth to which the spider was permitted to spread
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T ab le  4.1: Dataset statistics
Document
Count

Average docu­
ment size (kb)

Average Num. 
Links

Average Num. 
Keyphrases

Vocabulary 
Size (total 
num. phrases)

SmallJava 253 11.23 14.07 11.88 83824
BigJava 1860 10.18 4.27 13.28 317539
Oireachtas 919 5.81 18.83 25.49 109494
NolO 333 5.65 6.05 11.29 62068

was greater for BigJava. The SmallJava corpus contains mainly top-level documents such as front 

pages for Java technologies, press releases, download pages etc. The BigJava corpus, in contrast, 

contains a large number of highly technical components such as Java Language API pages, as well 

as the top-level documents contained within SmallJava. The contents of BigJava can therefore be 

considered to be more general than  the contents of SmallJava.

The distribution of keyphrases in the corpora are skewed (see figure 5.10).

4 .3 .5  T raining - T est S et Split

KEA is a machine-learning algorithm, and it requires a training set from which to generate the 

model used to classify the test examples. Typically, the training and test sets should be represen­

tative samples of the overall dataset tha t the classifier is expected to process, but the contents of 

the test set should not contain information also found in the training set, so tha t the error on the 

test set is a function of the generalization error, and we can assume th a t the results are unbiased 

by the contents of the training set.

4 .3 .6  Im plications o f th e  U nbiased  Training-Test Split on  th e  W eb

Standard document sets can be easily split into training and test sets of any size, by assuming 

independence between documents. Web documents, however, contain implicit dependence between 

documents in the form of directed hyperlinks. Since we are assuming tha t these links contain 

im portant contextual data, it would be unwise to allow links in the test set to point to documents 

in the training set, as this would violate the assumption tha t the results are unbiased by the 

training set.

An iterative algorithm was designed (see appendix B) that would split a corpus into a training 

and test set according to  the restriction that no documents in the test set contain links to documents 

in the training set. This was ensured by initialising the test set to contain documents with no links, 

and then iteratively adding documents that only contain links to documents already in the test 

set, until the test set reaches the desired size. This approach is called Dependency Splitting in the 

rest of this work.

While this approach avoids the problem of bias, it has its own problems, namely:
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T a b le  4.2: Average Links per docum ent in test and training sets generated by unbiased split. Note: 
Creating an im biased split o f the Big.Iava corpus required the deletion of too  m any hyperlinks, 
distorting the original information content of the corpus. Therefore, the values for this corpus are 
not included here. _____________________________________________________

Training Set Test Set
SmallJava 19.19 7.1
Oireachtas 19.69 17.97
NolO 10.2 1.9

•  D ependency Splitting favours docum ents w ith no or few links over docum ents with many 

links to be included in the test set (see Table 4.2).

•  Furthermore, since the docum ents were collected using a breadth-first spread from a hom e­

page, docim ients at a greater depth in the resultant Web graph are likely to have fewer links 

than docm iients higher in tlie graph. U sing D ependency Splitting, the test set will contain  

a disproportionate am ount of pages at a greater depth in the spread. These pages are po­

tentially less representative of the overall dataset than a test set chosen independently of 

depth.

•  Due to  the presence of link cycles in the corpus, frequently as a result of home or back links, 

for exam ple, certain corpora cannot be split in this way to produce a test set o f sufficient 

size witho)it rem oving links. Rem oving links results in less information for the classifier, and 

raises the cjuestion of which links to remove.

•  Even if a sufficiently large test set can be produced, w ith or w ithout rem oving links, the 

number of different test sets that can be created mider Dependency Splitting is nonetheless 

restricted. This lim its our ability to  perform som e forms of cross-validation.

In order to avoid these problem s, an alternative dataset sp litting algorithm  was developed that 

ignores the dependence between hyperlinked docum ents and generates the test set by taking a 

random sam ple of the dataset. T his approach is called R andom Splitting  in this work. A comparison  

of the results from both techniques (on the above datasets) is shown in the R esults section in order 

to  determ ine the effects of ignoring this potential bias.

4.4 R esults

4.4.1 C orpus Specific R esu lts

We carried out experim ents on th e test corpora using three different versions of KEA:

1 Original KEA with two term  features: T F  x ID F and First Occurrence

2 KEA features - I -  Basic T F x I N F  term feature (see section 3.2.5)
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□  KEA
■  TFxINF (No Log)
□  TFxINF (Log)

S m allJava  B igJava O ireach tas  no10

C o rp u s

F ig u re  4.5: Results of KEA using different variants of TF xIN F

3 KEA features +  T F x IN F  (log form)

Each version of KEA was applied to  each dataset, using Random Splitting to generate a 50-50 

split into a test set and training set. This process was carried out twenty times for each dataset. 

The average results, with 95% confidence intervals,'* are shown in figure 4.5. The average numijer 

of correctly identified keyphrases per document is shown on the vertical axis. KEA was instructed 

to report five keyphrases per document, so the maximum score is five. In the remainder of this 

chapter, KEA scores refer to the average number of correctly identified keyplirases, on the scale 1 

to 5.

While overall success of all versions of KEA are relatively disappointing (on average, only one 

in five keyphrases reported by the program match the annotated keyphrases), figure 4.5 shows 

tha t T F x IN F  offers a statistically significant improvement over the original form of KEA. The log 

form of TF x INF is less successful than  the other version, but still gives a significant improvement 

over the original KEA in three out of four cases. When applied to the NolO dataset, it decreases 

KEA performance. Figure 4.6 clarifies this information by showing the average improvement of 

each version of T F x IN F  KEA as a percentage of the performance of the original KEA. A value 

greater than zero suggests an improvement, while a value less than zero suggests a performance 

decrease. Figure 4.7 graphs the percentage improvement of T F x IN F  variations of KEA against 

the KEA benchmark score for each corpus. The negative correlation apparent in this graph shows 

tha t the degree of improvement over KEA is inversely correlated with the initial efficacy of KEA. 

This indicates tha t link information is a t its most useful on corpora for which KEA performs badly.

‘*A11 confidence intervals siiown in th is work a re  95% confidence intervals.
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T a b le  4.3: Coefficient of linear relationship between KEA version scores and vocabulary size
Version Coefficient 2Coetticient

KEA -0.57082 0.673234
T F x I N F -0.31185 0.805608
T F x I N F -0.19434 0.873973
(Log)

4 .4 .2  C orrelation  w ith  V ocabulary Size

Analysis of figure 4.5 against the  d a ta  in table 4.1 suggests a weak inverse relationship between 

corpus size and KEA score - i.e. increasing the am ount of tra in ing  d a ta  counter-intuitively appears 

to  reduce the success of the KEA algorithm . Conversely, Frank et al. (1999) report an asym ptotic 

increase in KEA score up to  a train ing  set of roughly fifty docum ents, following which, th e  score 

rem ains steady as the tra in ing  set size increases. In fact, th is  effect is more accurately portrayed by 

com paring KEA score and vocabulary size, where the vocabulary is the set of all d istinct words used 

in the corpus. This inverse relationship is stronger th a n  th e  relationship between corpus size and 

KEA score, and is roughly linear on the log-log scale, as shown in figure 4.8 (using logarithm ic base 

2). Table 4.3 gives the coefficients of these linear relationships calculated using linear regression 

w ith least mean squares. The inverse relationship between KEA score and vocabulary size is 

com patible with the in tuition th a t it is more difficult to  identify keywords in corpora w ith rich 

vocabularies th an  corpora w ith com paratively sparse ones. T F  x IN F variations of KEA have higher

DTFxIN F (No Log) 

■  TFxINF (Log)

B igJava O ireach tas

C o rp o ra

F ig u re  4.6: T F x I N F  % im provem ent over KEA
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coefficient values, suggesting that Web contextual information may serve to dampen any negative 

effects of an increase in vocabulary size.

4.4 .3  S en sitiv ity  to  Training Set Size

Given the suggestion above that T FxIN F KEA is less susceptible to the negative effects of vo­

cabulary size, it is interesting to explore the behaviour of TF x INF KEA at varying training set 

sizes, in comparison to standard KEA. Frank et al. (1999) report that the KEA score improves 

sharply from zero to 20 training docmnents, and continues to improve as the training set grows to 

50 documents, and then remains constant. This result is roughly consistent with the results shown 

in figure 4.9, which graphs on the Y  axis the .score.s obtained by evaluating KEA and TFxIN F 

KEA on models generated from training sets with sizes graphed on the X  axis. We can see that

0.8 •** ■

100 200 300 400 500 600 700 800 900 1000

.  KEA 
. TFxINF

doc*

(<*)

100 150 200 250 300 350 100 120 140 160

Figure 4.9; Comparison of KEA and T FxIN F KEA for varying training set sizes on corpora a) 
BigJava, b) SmallJava. c) Oireachtas, d) NolO

the improvement of standard KEA is, if evident at all, complete at roughly 50 doctmients (see blue 

jDoints in (a) and (d)), and the score remains consistent or decreases slightly subsequently, as the 

training set grows. The TF x INF values also increa.se sharply between 0 and 50 documents, but 

also often continue to rise slightly as the training set increases (see pink points in (b) and (c)). 

This is consistent with the suggestion that T FxIN F is less susceptible to vocabulary size increases.

In summary, TF x INF KEA reacts similarly to standard KEA with resj^ect to training set size, 

as relatively few documents are required to generate a model that approaches the optimum level. 

However, it is less susceptible to an increase in vocabulary size.
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4.4 .4  C om parison  o f S e t-S p littin g  Techniques

As described above, the manner in which a docimient corpus is spht into a training and test set 

may have an impact on the score of T F x IN F  KEA. We described two different manners in wliich 

this spHt may be performed. Dependency Sphtting and Random Sphtting. Resuhs up to this point 

have used the Random Splitting method, as it can be easily applied to all datasets, and avoids 

the problems described in section 4.3.5. Here we give the results of an experiment to compare 

these two methods of splitting the datasets in terms of their effect on the scores of KEA variations. 

If, after Random Splitting, the TF x INF KEA algorithm is using any links from the test set to 

the training set to unfairly boost its score, we should expect higher scores when using Random 

Splitting as opposed to Dependency Splitting for TF xIN F KEA.

Ideally, since the standard version of KEA ignores link information, there should be no signifi­

cant difference between the scores of the two methods for standard KEA. However, as mentioned 

above, a problem of Dependency Splitting is tha t it is less able to produce a simple random sample 

of the overall dataset. This could result in differences between the standard KEA scores that are 

mirelated to the problem of ensuring information from the training set is not contained in the 

test set. W'e can therefore use KEA as an indicator of the extent of this phenomenon in order to 

compare it to the results for the TF x INF KEA variations.

We tested each variation of KEA against three corpora. SmallJava. NolO and Oireachtas. Each 

corpus wa.s split into test and training sets according to the two methods. The BigJava corpus could 

not be split according to the Dependency methoil without removing a large amount of hyperlinks, 

distorting the results of the TF x INF KEA variations. For this reason, it was excluded from this 

experiment.

Figure 4.10 shows the difference between scores of each respective KEA variation produced 

by Random Splitting and Dependency Sphtting. A positive score indicates that Random Split­

ting resulted in higher score than Dependency Splitting, whereas a negative score indicates that 

Dependency Splitting had a higher score.

Confidence intervals are not visible in this figin-e. as the link structure of the corpora restricted 

the amount of different corpora tha t could be constructed using the Dependency Splitting method. 

As a result, multiple tests could not be carried out using this method, meaning tha t an average 

with a confidence interval could not be constructed for this experiment.

This figure shows tha t there is no consistent difference in scores when using one splitting method 

over another. In particular, the NolO corpus shows a positive score difference when using Random 

Splitting, Oireachtas gives a negative score difference, while SmallJava shows a minor positive 

difference. Importantly, these results are consistent across all variations of KEA, including the 

non-T FxIN F , standard KEA. This means tha t the positive or negative difference between the two 

methods is likely to be unrelated to the problem of links in the test set to the training set, since 

standard KEA exhibits the same behaviour as the TF x INF variations. For this reason, and the
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F ig u re  4.10: Comparison of KEA scores on (lata.sets .split by Random Splitting, as oppo.sed to 
Dependency Splitting

fact that there i.s no consistent positive difference between using the Random Splitting method 

and the Dependency Splitting method, we can infer that any information about the training set 

contained within the test .set after Random Splitting is of negligible value.

Since the argument for using Dependency Splitting ha« been shown empirically to be relatively 

weak, we argue that the relaxation of the independence between test and training sets has an 

insignificant effect on TF x INF KEA results, and allows us to perform more powerfid tests without 

resorting to the removal of hyperlinks. W’e therefore favour the luse of Random Splitting for 

subsequent tests.

4.4 .5  Effect o f Link D irection  on K EA

As mentioned above, the choice of hyperlink type (in- or out-links), has an effect on the computa­

tional cost of including hyperlinks in the KEA algorithm and may also have an effect on the type 

or quality of information we obtain from using those links. In order to determine the extent of 

the latter effect, we developed a program that reverses the links in a Web corpus so that out-links 

become in-links, and another j^rogram that combined a docinnent’s in- and out- links to produce 

■ links files that contain links in both directions, and carried out the tests above using these altered 

corpora. Note that the resultant lists of in-links are samples of the in-links obtained from the 

corpus. Comprehensive lists of in-links for the document on the Web are impossible to obtain, for 

the reasons given in chapter 2. Figure 4.11 shows the results of these experiments. This figure 

shows average values over all corpora, and the confidence intervals are wider as a result. There
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F ig u re  4.11: Proportions of T F x IN F  improvements over KEA for different link direction types 
(proi)ortions averaged over all corpora)

is no statistically significant distinction between the different link directions, evidenced by the 

overlapping confidence intervals. Importantly, including both in- and out- links does not improve 

the accuracy of KEA. Sufficient contextual information can be obtained from out-links. There is 

therefore no empirical reason to incur the computational cost of locating in-links for use in KEA.

4 .4 .6  Spreading D epth: n

Another decision to make when using T F x IN F  is the value of n. the depth, in the Web graph, to 

traverse from the original document in order to locate its context. The semantic and computational 

implications of this decision are described in section 3.2.3. In the previous experiments, a value 

of n  =  1 was used to identify the context set. Given the overall success of using the T F  x INF 

(non-log) feature and out-links in these experiments, tests using these parameters, but varying n. 

were carried out to investigate the value of widening the scope of the definition of Web context. 

Figure 4.12 shows the difference between the scores of T F x IN F  KEA (portrayed as the percentage 

improvement over the original KEA score) by setting n to 1, 2 and 3. The scores are consistently 

better across all corpora when n is set to 1, i.e. restricting the size of the context set of a document 

d to  those documents immediately surrounding d gives a greater improvement to a Web-based 

keyphrase extraction algorithm than extending the context set to all documents within two or 

three hyperlinks of d.
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4 .4 .7  Independ en ce o f Features

As described in section 4.2.6 above, including TF x lN F  in a Bayesian classifier based on TF xID F 

violates the independence assumption. A solution was offered that involved simply replacing 

T F x ID F  with T F x IN F  rather than including both in the classifier. A version of T F x IN F  

KEA was developed with the TF x IDF feature removed, and this was tested against the stan­

dard TF xIN F version of KEA. Figure 12 shows the scores of these KEA versions as proportions 

of the original KEA version scores. In this test, only out-links were used to define the document 

context.

We can see that, despite the violation of the independence assumption, including T F x ID F  in 

the Bayesian classifier typically results in significantly better scores than excluding it. Extensive 

literature supports the finding th a t violation of the independence assumption in a Naive Bayes 

classifier often has negligible negative effects on the accuracy of the classifier (Hand and Yu, 

2001; Zhang, 2004: Domingos and Pazzani, 1997). Including both T F x ID F  and T F x IN F  has a 

considerable effect when applied to  the BigJava data, suggesting tha t the T F x ID F  and T F x IN F  

values are more independent in this corpus than in the others, indicating that the information 

provided by contextual data  in this corpus is significantly different to th a t provided by the overall 

collection data. The contextual da ta  is highly im portant (as shown by the significant improvement 

of the KEA scores when including T F x IN F  on this corpus (see fig. 4.5), but does not capture 

the same information as T F x ID F . This could suggest th a t the corpus has heterogeneous content, 

described in more detail in chapter G. as localised context sets have differing information to the

m

On = 1 
■  n = 2 
□  n = 3
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F ig u re  4 .13 : Com parison of T F  x IN F  KEA w ith and w ithout T F x ID F

4 .4 .8  A rgum ent for th e  rem oval o f  T F x I D F

D espite the fact th a t retain ing T F  x  IDF in a W eb-based KEA algorithm  gives improved results, 

an argum ent can be m ade for its exclusion in a practical keyphrase extractor. T F  x IN F-based 

keyphrase extraction  w ithout T F x ID F  is nonetheless more successful than  standard  KEA, which 

uses T F  X IDF. The disadvantage of the  T F  x ID F feature is th a t df. docum ent frequency, is defined 

relative to  the  overall corpus. In a practical W eb-based environm ent, the corpus is not well-defined, 

and  d f is therefore difficult to  calculate. Conversely, n f  (neighbour frequency) is calculated on a 

localised area of the  Web graph, which is always defined, when using out-links as opposed to  

in-links.

Using a T F x ID F -free  keyphrase extraction algorithm  is therefore preferable when applying 

th e  algorithm  to an undefined corpus such as the Web. W hen the corpus is known, including the 

T F  X ID F feature will give b e tte r  results.

As the p a th  length used to  calculate the context set increases, it encompasses a  larger range 

of docum ents and topics. W hen the context set is sufficiently general, term s th a t are specific to  a 

docum ent w ith respect to  the  context set become more im portan t, in com parison to  term s th a t  are 

shared by docum ents in a context set. Therefore, the  T F x IN F  feature, a t sufficiently high pa th  

lengths, may be a suitable approxim ation of the  inform ation provided by T F  x ID F .
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4.4 .9  M odelling  o f C ontinuous Variables

By (iefaiilt, KEA uses a discretisation algorithm to convert continuous features such as T F x ID F  

and TF x INF into histograms in order to generate a PMF for each one. The reason for this is that 

a histogram is a robust, non-parametric model that can be applied to variables irrespective of their 

underlying distributions. In this section, we experiment with modelling the features as continuous 

variables. We use two models in this experiment:

1. The Normal distribution.

This distribution is commonly assumed when applying the Naive Bayes classifier to continuous 

variables. The Probability Density Function (PDF) of the normal distribution is defined as:

g{x\n., a) =  ■ e (4.9)

where:

II is the mean and

(T is the standard distribution of the attribute

This is a parametric function on fj and a  which are estimated via maximum likelihood estimation 

from the samjile.

2. Kernel Density Estimation (KDE) (John and Langley. 1995) is generated by the normalised 

sum of a set of Normal kernels. Each kernel is calculated as:

g,{x\^i,(j) =  g{x\fii,a,) (4.10)

where:

i ranges over the training values of the feature,

=  Xi'. the value of the feature for training example i

n is the number of training instances of the class

KDE is therefore made u]:> of a set of normal distributions centred on each training data  

point. As a result, it acts as a smoothed histogram, which may fit the data  better than a Normal 

distribution, while allowing a greater degree of generalisation and avoiding the over-fitting of a 

discrete distribution.

4 .4 .10  C om p u tation  C ost and Storage Space - C om parison

The histogram method for the representation of feature values requires tlie storage of feature value 

counts for each of the bins of the histogram. The storage space is therefore constant with respect
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to the amount of training data, assmning the bins of the histogram do not change as training data 

is added. Com putation time for the calculation of probabilities of unseen values is also constant, 

as it requires a simple lookup of the relevant histogram bin.

The Normal distribution requires only the storage of the mean and standard distribution of 

the training values. This is constant with respect to the training set size. However, data  nmst be 

stored before the model is generated, and if the model is required to be updateable, each training 

value must be retained so that updated mean and standard deviation values can be calculated. 

Computation time for the calculation of probabilities is constant, as it amounts to the calculation 

of the function of / i  and a.

KDE calculates a sum across each of the training values, so the training values need to  be stored 

in the model, wliether it is to be updated or not. The storage space required is therefore linear 

with respect to the training set size. Likewise the computation cost of calculating a probability is 

linear (see table 4.4),

82



E xperim ent

111 this experiment, TF x INF KEA was adajjted to calculate the probabilities of unseen feature 

vahies for each class using either the Normal PDF or the KDE PDF. as opposed to the PMF 

calculated by discretising the features. In accordance with previous results, TF x IDF was included, 

out-links only were used, and the .spreading depth, n, was set to 1. Figure 4.15 shows the results

100%  :   -  -  -    -  -  -  -------------

D Normal 
■  D iscrete 
□  Kernel

u
NolO

Figure 4.15: Comparison of T FxIN F KEA using continuous and discrete feature modelling 
functions

of this experiment, with scores represented as a percentage improvement over the original KEA 

score (discrete, without TFxIN F). The results of this experiment are inconclusive; the continuous 

distributions offer a significant improvement over the discrete distribution in the Oireachtas and 

NolO corpora, whereas in the SmallJava corjjus, the Normal distribution is statistically comparable 

to the discrete distribution, and the KDE method is significantly worse. In the BigJava corpus, 

both continuous methods are significantly worse than the discrete method. This may be a result of 

the size of the BigJava corpus, a.s discrete distributions are often more accurate given the existence 

of a larger amount of training data. Unsnioothed PMFs suffer from sparse data more than smooth 

continuous functions, since a histogram category with no data will be incorrectly given a probability 

of zero. This danger is lessened with larger amounts of training data.

As a result of the inconclusive nature of the results, it is difficult to make reconimendations 

on the use of continuous distributions in KEA. However, given the potential problems of data 

sparseiiess when using small training sizes, it may be preferable to use continuous distributions to 

model the data if this is the case. Concerning the choice between using the Normal distribution 

or KDE, this result offers no reason to choose KDE over the Normal distribution, and since KDE

S m allJava BigJava
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requires a greater amount of computation time and storage space, it is therefore preferable to use 

the Normal distribution in KEA.

4 .4 .11 D om ain -d ep en d en ce  o f K E A

In the experiments reported previously, tlie training sets and test sets are generated from the same 

initial dataset, so the domain of the training set and test set is the same for each experiment. If 

the success of the Web KEA algorithm is shown to be largely irrespective of the domain of the 

training data, this would have a positive effect on the applicability of the algorithm in a general 

context. In particular, the algorithm could be successfully applied to a domain for which suitable 

training data (i.e. documents with annotated keyphrases) were not available. Furthermore, even 

if such training data  existed, it would be preferable to  be able to use pre-calculated models rather 

than generate new models for each domain.

For these reasons, we developed an experiment to investigate the dornain-dependence of the 

T F x IN F  KEA algorithm. W itten et al. (1999) report tha t KEA is domain-independent without 

the additional feature of ‘keyphrase frequency' reported in Frank et al. (1999). Here we investigate 

whether this domain-iiidependence is maintained when we include Web information.

In order to determine the effects of domain information in T F x IN F  KEA, each corpus wa>s 

tested using four different probability models: one 'domain model’, bavsed on training data  obtained 

from the same corpus as the test set, and three 'non-domain models', based on training data  from 

the other three corpora. These are then evaluated on the test set and the difference between the 

scores is recorded.

Figure 4.16 shows the results of these tests, categorised according to the corpus used for the 

test set. In each test, the results when using the domain model are disjjlayed on the left, followed 

by the non-domain models for each training set. The effec:tiveness of the standard KEA is shown 

to be unrelated to the training set domain. In only one of the four cases is the domain model 

the most successful, and this is when using the NolO corpus (figure 4.16(d)), a corpus with a low 

vocabulary count which also provides the most successful non-domain models in cases (a) and (b). 

This shows th a t the standard KEA is indeed domain-independent, as maintained in Frank et al. 

(1999).

The results for TF x INF KEA, however, show that the domain model is either the most effective 

training model (cases (b) and (d)), statistically indistinguishable from the best training model (case 

(a)) or close to the effectiveness of the best model (case (c)). This indicates tha t TF x INF KEA is 

more susceptible to the domain of the training set. and that a domain-specific training set should 

be used wherever possible. However, the non-domain-specific TF x INF KEA still outperforms 

the non-domain-specific standard KEA, on average (statistically significant with 95% confidence), 

indicating th a t TF x INF KEA can still be used on Web collections with no domain-specific training 

data, and will be expected to outperform standard KEA on most occasions. This is a promising
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result as it widens the practical applicability of TF x INF to corpora with no available training 

data.

4.5  D iscu ssion

4.5 .1  Sum m ary o f R esu lts

We presented a Ŵ eb version of the KEA Automatic Keyphrase Extraction algorithm, adapted 

to incorporate hyperlink information in the form of the T F x IN F  term feature. This feature was 

added to the Naive Bayes classifier used by KEA, and the program was evaluated on corpora of 

docimients harvested from various sites on the Web with annotated keyphrases provided by the 

HTML nieta keywords tag. The program was evaluated by training the classifier on a subset of 

the corpus and applying the resultant classifier to imseen documents. The program was instructed 

to report five keyphrases per document and the score of the program was set to be the average 

nmnber of reported keyplirases th a t matched those fomid in the m eta tags.

The following results were observed:

• Including the T F x I N F  feature was found to improve the KEA score on Web corpora by 

between 20 and 90 j^ercent.

• The score of standard KEA is negatively affected by the size of the training set vocabulary. 

TF X INF KEA is less negatively affected by this.

• Link direction (in- or out-links) has little effect on the score of T F x I N F  KEA. However, 

including in-links does not improve T F  x INF KEA scores. Therefore. TF x INF KEA can 

be restricted to use only out-links. th a t are easier to obtain on the Web, without a loss in 

performance.

•  The ideal spreading depth when identifying a docum ent’s neighbourhood or context is one 

hyperlink.

• Despite violating the assmnption of independence of features, including TF x IDF with TF x INF 

in TF X INF KEA results in significantly better KEA scores. However, in a Web environment, 

TF X IDF feature values can be costly to calculate. It can therefore be excluded in practi­

cal situations, as the TF x INF version still outperforms the original version with TF x IDF 

excluded.

• In certain circumstances, modelling the continuous feature values used by the Naive Bayes 

classifier with the Normal distribution will provide more accurate probability estimations 

than using a discretisation function. There is some evidence to suggest tha t a discretisation 

function is more suitable if there is siifficient training data to avoid data sparseness.
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• Domain-specific training data is more useful to T F  x INF KEA than it is to standard KEA. 

However, TF x INF KEA will still outperform standard KEA in the majority of cases when 

domain-specific training data is not available.

Based on these results, we can make the following recommendations regarding the use of KEA 

in a practical Web environment

• The following term  features should be used in the KEA classifier by default: first occurrence, 

T F xIN F .

• If the set of documents to which the algorithm will be applied is well-defined, include T F  x IDF 

as a feature.

• Context sets should be defined by following out-links only to a spreading depth of n = l .

• If domain-specific training data is available, use it to develop the Naive Bayes model.

4.5.2 Im plications for A utom atic K eyphrase Extraction  

W eb  A p p lica tio n s

This chapter shows that link information can significantly improve the quality of automatically 

generated kejT^hrases for Web documents. Due to  its relatively low dependence on domain-specific 

training data, this application can be incorporated immediately into existing applications th a t may 

benefit from automatic keyphrase extraction on the W^eb. Such applications include:

• Intelligent browsing:

An automatic keyphrase extractor may be used as a browsing tool or as an autom atic sum- 

mariser of Web pages. For example, a browser may highlight useful term s or links on a page, 

or provide summaries of linked pages before the user visits them.

• Collaborative tagging Web sites:

Automatically generated keyphrases may be displayed as suggestions for manual tagging.

• Bookmark organisation:

Many Web users keep collections of bookmarks or favourite Web sites that they frequently 

visit or that contain useful information. These lists frequently become large and difficult 

to organise. Since these documents are Web pages. Automatic keyphrase extraction using 

T F x IN F  can be employed to automatically generate tags for these pages th a t can then be 

used as an index, or to cluster documents on similgir subjects to aid future recall.

The most widely-used Web-based information retrieval system is the Web search engine. The 

use of a Web-aware keyphrase extractor can be used to improve the performance of Web search
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engines in a number of ways. For example, ke}T)hrase extraction can improve the document index­

ing procedure by highlighting potentially im portant terms, tha t can then be given a higher weight 

in a document’s index. Also, keyphrase extraction can be used to identify the probability that 

a query term  is a keyphrase of a document, on the assumption tha t documents tha t contain the 

query term  as a keyphrase are likely to be of interest to a user searching on th a t query term. This 

approach is studied in detail in the following chapter.

N on-W eb A pplications

Although T F x IN F  KEA has been developed and tested with Web documents in mind, it is ex­

pected tha t it may also be successfully applied to non-Web environments tha t exhibit similar 

hyperlink behaviour. For example, before the explosion of the World Wide Web in the 1990s, a 

number of hyperlinked document collections existed in CD form, such as encyclopasdias, games and 

reference manuals (e.g. ENQUIRE (Berners-Lee, 1980), and HyperCard (Goodman, 1988), used 

in the Myst computer game and the Expanded Books project), and hypertext remains an effective 

way of storing non-lineax textual information.

Another example of a hypertext-like structure can be found in the reference structure of aca­

demic articles. References in articles point to older articles that cover a similar subject. This 

satisfies the assumption made on Web documents that hyperlinks between two documents rep­

resent a semantic link between them. In fact, the semantic link is likely to be stronger in this 

case, as less informative structural links, such as links to indices and menus, and unrelated links, 

such as advertisements, are not present. Since the destinations of the references are strictly older 

documents than the sources, and since documents cannot be changed once they are published, 

the resultant structure is a directed acyclic graph (DAG), as opposed to the structure induced by 

Web links, which may contain cycles. Despite this difference, the nature of the graph of academic 

articles is sufficiently similar to Web graphs to expect that similar properties relating to the dis­

covery of context may apply. Intuitively, authors add references to documents in part to allow 

readers to locate more detailed descriptions of concepts mentioned in the article, th a t will allow 

the current article to be more easily understood. The article therefore exists in the context of 

the documents it cites. Using this definition, we can apply T F x IN F  KEA to improve autom atic 

keyphrase extraction of academic documents.

Hypertext-like structures can also be induced from other more implicit relationships between 

texts, such as text collocation within a magazine or book, texts tha t share an author, or texts that 

have been manually specified to be related by a reader, or a group of readers. Relationships such 

as these often imply a similarity of content or subject, tha t can be used to suggest the context 

of a document. In fact, the document need not be initially textual; for example, the minutes of 

a meeting may include an audio recording of the meeting, along with supplementary documents 

and notes tha t were relevant to the meeting. The transcribed audio recording is therefore a



document th a t exists in the context of these supplementary documents. It therefore makes sense 

to incorporate the content of these documents in a calculation of the keyphrases of the transcript. 

‘Meeting browser’ applications exist (Bouamrane and Luz, 2006) th a t allow users to navigate a 

Web-like structure based on multimedia representations of a meeting, including minutes, audio 

and video. TF x INF KEA may be a useful addition to such applications.

As mentioned above, the purpose of T F  x INF is to exploit manual or implicit links between 

documents, as opposed to links automatically generated as a result of their content. This is the 

intention behind the T F x IN F  measure; however, it is possible th a t certain autom atic hnks can 

suitably be used by T F x IN F . Its value will be related to the effectiveness of the algorithm used 

to generate the links, and there may often be a more direct way to obtain the information, but 

TF X INF may remain a convenient method. For this reason, using TF x INF KEA to extract the 

keyphrases of documents with automatically generated links may be possible.

4.5.3 Sentence Extraction

An obvious next step from keyphrase extraction is autom atic document summarisation, in which 

a set of sentences are generated tha t succinctly describe a document. These sentences can be 

extracted from the document or generated using templates or other methods. Jones et al. (2002) 

use standard KEA as a component in an autom atic document summariser tha t extracts sentences 

from the document. In a Web environment, TF x INF KEA may be useful in this role.

4.6 C onclusion

This chapter described the problem of keyphrase extraction, its applicability to the Web, and the 

particular challenges faced by automatic keyphrase extraction on the Web. A description of the 

state of the art in automatic keyphrase extraction was provided and the KEA application was de­

scribed in detail. A practical Web-based keyphrase extraction algorithm was then presented. This 

apphcation is based on KEA, and incorporates the T F x IN F  measure. It is shown to outperform 

KEA, and by extension the state of the art in domain-independent machine-learning keyphrase 

extractors when applied to Web documents. We investigated the behaviour and param eter space 

of the algorithm and provided a recommendation for its optimal usage. Examples of applications 

were provided, Web and non-Web, tha t would benefit from this work. This chapter, and the fol­

lowing one, focus on the practical nature of T F  x INF, and show th a t it can be of direct use to 

Web users and Web-based applications.
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Chapter 5

D ocum ent Retrieval and Ranking

5.1 Background

Document retrieval is the identification of documents in a collection tha t are relevant to a user 

query. As the number of documents available on the Web has grown drastically, document retrieval 

has become vital to its success as an information repository. The Web has two principal mechanisms 

for document retrieval: Browsing and Searching.

During browsing, the user traverses hyperlinks between documents, searching for pages that 

satisfy an implicit information need, or query.^ This strategy is enabled by the general rule that 

documents that are connected by a hyperlink contain related information.

The usefulness of browsing as a document retrieval strategy is restricted by the size of the Web, 

and by its decentralised nature, both of which result in a less comprehensive linking of related pages 

to each other. Documents tha t may be of value to the user may not be linked to documents they 

have visited, and will therefore not be found. Also, the identification of useful starting points on 

the Web graph is hindered by these properties of the Web. In the early days of the Web, Web sites 

such as Yahoo! were established tha t contained directories of manually categorised documents. 

Such directories served as a useful starting point, or Web Portal, for browsing. However, manually 

categorised directories soon struggled to keep up with the pace of expansion on the Web, and they 

became less useful as starting points for browsing.

As a result, Web searching, or retrieval by executing a query on a database of indexed Web 

documents, has become a hugely popular method of information retrieval on the Web. This 

approach was limited at first by the technology required to locate and automatically index a large 

number of Web documents. For a search engine to be useful, it must cover a sufficient proportion 

of the Web, and store a sufficient amount of information on each page for the autom atic indexing 

procedure to compare to a manual one. As the cost of data  storage decreased, search engines were

'N ote: this is a simplification, and ignores such actions as casual browsing, where no information need exists.
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able to cover a larger proportion of the Web, and return a large amount of documents relevant to 

a user query. The problem therefore transferred from document retrieval to document ranking.

5.1.1 D ocu m en t R anking

Document ranking is a traditional IR  method th a t involves assigning relevance scores to documents, 

and sorting the result list for a query by these scores. A document retrieval application operating 

on a large information repository such as the Web will often return a vast number of documents 

in response to a query - too many to display on one page of results on a computer screen. Due to 

a number of reasons (including flaws in the indexing process, badly formulated queries, etc) in the 

IR system, it is not expected tha t all of the documents will be relevant to the user’s information 

need, and among those th a t are, some will be more relevant than others. To speed up the location 

of relevant information in the search results, therefore, a document ranking procedure will attem pt 

to estim ate the probability tha t a document will satisfy the user’s information need, and will rank 

those documents according to their probabilities. The user will then typically only be required to 

read the first few pages of search results to find a relevant document, and if not, they may consider 

reformulating their query instead of looking further.

5.1.2 D ocu m en t R anking Schem es  

T h e V ecto r-S p a ce  M o d e l (V S M )

Many non-Web-based information retrieval systems calculate document relevance by applying the 

Vector Space Model (VSM). In this method, pioneered by Salton et al. (1975), terms in a vocabulary 

are treated as orthogonal dimensions in a high-dimensional space. Documents, therefore, are 

vectors within this dimension space, with values representing the term weights of a term  within 

the document. These term weights can be their simple frequency within the document, or their 

T F x ID F  value (see section 3.1.1). A corpus, or collection of documents, can then be represented 

as a sparse term-by-document matrix. In this framework, terms are treated as independent (see 

the independence assumption in section 4.1.5), and documents are merely ‘bags of words’, i.e. the 

location of the word in the document is not stored.^

Queries, too, can be represented as vectors in this space, and the relevance of a document to 

a query can be interpreted as the distance between the query vector and the document vector - 

typically calculated as the cosine of the angle between the two vectors, or by the Euclidean distance 

between them. During document retrieval, a set of documents (either the entire collection, or a 

subset identified by matching all or one of the query terms with the documents’ contents) will be 

compared to the query in this way and the result will determine their ranking in the result list.

^Note: term -w eighting system s o th er th a n  T F x I D F  m ay incorporate  term  location in a  docum ent.
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E xten sib ility  o f th e V SM

The Vector Space Model is easily extended to incorporate more documents or a larger vocabulary, 

as terms axe treated as independent orthogonal dimensions, and documents are independent vectors 

within the model. Adding a document to the term-document matrix can therefore be carried out by 

adding an extra row representing the document vector, and new terms can be added by appending 

a column vector of zeros to the matrix. The worst-case time complexity of the vector comparison 

operation is 0(n) where n is the number of terms in the vocabulary. In practice, due to the 

sparseness of the matrix, this will be reduced.

D im en sion a lity  R edu ction

A problem with the VSM is that it does not discriminate between informative and uninformative 

terms within a document or collection of documents. As a result, a large amount of space is wasted. 

Also, as mentioned above, the complexity of the vector similarity calculation is linear with respect 

to the vocabulary size. One method to reduce these problems is to apply dimensionality reduction 

to the term-document matrix. Some dimensionality reduction techniques simply involve removing 
frequent terms (stop-words), or stemming terms to combine them with others. More advanced 

techniques reduce the term list to a smaller abstract ‘feature’ list by carrying out Eigenvalue 
decomposition on the term-document matrix (Deerwester et al., 1990). While dimensionality 

reduction can have a strong positive effect on retrieval effectiveness (Zha et al., 1998), the resultant 

matrices are often more difficult to update as new documents are included, or as document contents 

are changed. This restricts their value on the Web, and Web search engines typically apply only 

the simpler techniques such a-s stemming and limited stop-word removal.

W eb-based D ocum ent R anking

The hyperlink structure of the Web is ignored by the VSM document retrieval method. Chapter 

2 gave an overview of attempts to incorporate hyperlink information into retrieval systems. They 

fell generally into three categories -

• Using the Web to identify document authority or prestige (PageRank, HITS - see section 

2 .1)

• Using the Web to identify similar documents in order to increase the information available 

to an indexer or query algorithm, (see sections 2.2 and 2.3).

• Allowing the user to explicitly define the expected contents of related pages (see section 2.4)

The first category treats only the structural context of the Web. The second interprets hy­

perlinks as providing similar information, as opposed to contextual information as we define it in
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Table 5.1: Contingency Table for the calculation of Precision and Recall values (taken from 
Van Rijsbergen (1979))

Relevant Non-relevant
Retrieved True Positives {AD B) False Positives [ An  B) B

Not Retrieved False Negatives { An  B) True Negatives {Ac\B) B
A A Total docs {N)

the introduction. The third category requires the user to consider the document context explicitly 

when making a query.

Our method is superficially similar to the second category, in that it uses the textual contents 

of related documents to augment the index of a Web document. The contextual information is 

therefore captured at the indexing stage, rather than at query-time. The C}uery-time complexity is 

not increased by using this method. The difference between this method and the methods in this 

category is the manner in which the contents of related documents are used.

5.1 .3  E valuation  o f D ocum ent R anking - P recision  and R ecall

Ranking schemes in IR are often evaluated using the Precision and Recall measures. Both measiu'es 

are calculated using a binary classification system of document relevance. They do not take into 

account the degrees to which a given document may be relevant to the query.

Precision

Precision is the proportion of documents in the set of retrieved documents that are relevant. 

In table 5.1, precision is calculated as:'̂

r, l A n B l
Precision = — — (5.1)

Recall

Recall is the proportion of all relevant documents that are retrieved, i.e.:

Recall = (5.2)
l̂ i

As more documents are added to the result list, the precision value will tend to decrease. It is 

at its highest if all the retrieved documents are relevant to the query, even if only a small number 

of relevant documents are retrieved. The recall measure does not take into account the number 

of retrieved documents that are not relevant to the query, and 100% recall can be obtained by 

including every document in the result list. This approach will give minimum precision.

It is common practice in modern search engines to return every document that matches a given 

query, regardless of its relevance, giving a recall value of 100% (or as close as is possible using

term matching), and a minimum precision value. The result list is typically presented to the

Precision and recall form ulae are taken from Van R ijsbergen (1979).
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user in a series of pages, as described in 5.1.1. The value of a search engine is measured by the 

success of its ranking algorithm. For this reason, the precision and recall values of the entire list 

are unimportant, but we can measure the success of the search engine by analysing the precision 

and recall values at varying intervals in the ranked list, for example after every i docmnents. In 

particular we are interested in the niunber of those i documents that are relevant, or the precision 

at cut-off i of the list, as well as the proportion of the total relevant documents that are in the set 

of i documents, or the recall at cut-off i. Since we know that the recall value at cut-off n for a 

list of n documents is always 100%, we can combine precision and recall to form a single measure 

by locating cut-off points in the ranked list at given recall values, and calculating the precision at 

these points. For example, at a recall value of 20%, the precision may be calculated to be 30%. 

This measurement is independent of n. the result list size, and the number of relevant documents.

Specific recall cut-off points, such as 20%, can be used to evaluate a ranking system, however, a 

more comprehensive system is to graph precision against recall for every document in the result list, 

and then analyse the resultant curve. The curve resembles a saw-tooth pattern, as each dociunent

80%
 TFxID F

 T FxlN F

70%

60%

50%

I  40%

Q .

30%

20%

10%

0%
0% 2% 1% 6% 8% 10% 12% 14% 16% 18% 20%4‘

R e c a ll

F igu re  5.1: Sample precision-rccall curve for the search query ‘government’ on the Oireachtas 
corpus

is either irrelevant, in which case the precision will drop and the recall will remain static, or it is 

relevant, in which case both precision and recall will increase (unless precision is already at 100%). 

As a result, each recall value can have a range of precision values.

A perfect document ranking system would place all relevant documents at the top of the 

list, followed by any irrelevant docimients. The resultant precision-recall curve would show 100% 

precision until recall reached 100%. The area under the curve would therefore be 1. Any drop in
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precision would reduce the area under the curve. An irrelevant document near the top of the list 

will reduce the precision at tha t position by more than an irrelevant document near the bottom  

of the list,^ reducing the area of the curve by a larger amount. Therefore the area under the 

curve is a suitable means of measuring the success of the document ranking algorithm (Salton 

and McGill, 1983). The area under the curve can be calculated by taking a sum of the discrete 

function; however, this is simplified in practise by estimating the area using a sampling technique. 

For example, the 3-point precision average measure involves sampling the precision curve at recall 

values of 25%, 50% and 75%, and then averaging the results.

5.2 T F x I N F  in D ocum ent Ranking - M ethod

Query
W W W

Search
EngineIndex

Result List

TFxINF
Calculator

Model

Reorganised
List

F ig u re  5.2: Architecture of a ranking post-processor

'*If X is the number of relevant documents in the top n documents, the precision will drop by ^ if the

document at n -H 1 is not relevant. This reduction is lower as n rises.
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5.2.1 A ranking post-processor

In this chapter, we present a post-processor for a document retrieval application. The post­

processor reorganises a result list generated from a Web search engine, according to a linear com­

bination of the RSVs assigned to the documents from that search engine, and the RSVs obtained 

from a T F x  INF-based document ranking algorithm:

R S V f i n a i { d )  =  (1 — a ) • R S V o r i g  +  a  ■ ■R'S'V^pX (5.3)

where 0 < a < =  1

Using this framework, we can apply the document re-ranking algorithm to any search engine 

th a t provides individual document scores as well as document ranks.

5.2.2 The TF x IN F-based D ocum ent Rcinking A lgorithm

The T F x  INF-based ranking application has three parts (figure 5.2):

• The Indexer, which generates an index of document content and hyperlinks from which to 

calculate T F x  INF values.

• The Model Generator, which creates a probabilistic model of document relevance according 

to T F x  INF values of their terms.

• The Ranking application, which looks up the document index, and applies the model to 

obtain new retrieval scores for documents (RSV-pp ^ jj«gp)

5.2.3 The Indexer

Index Structure

The document ranking algorithm described in this chapter uses a document index in order to 

calculate the T F  x INF values of terms in the result documents. The index for a document is made 

up of its individual terms and their locations in the documents, and a list of hyperlinks to other 

documents in the collection. From this index, TF x INF values can be calculated.

An alternative to this structure is to use an index th a t contains pre-calculated T F  x INF values 

for each term  (as opposed to their frequencies). This index avoids the need for hyperlink informa­

tion, but requires a recalculation of document indices whenever a document th a t they link to  is 

added, removed or changed.

Another alternative avoids the need for an index entirely, reducing the space and time costs 

involved in creating the index and maintaining it as documents are changed or added to the 

collection. In this alternative, the contents and context sets of each document in the result list are 

analysed at query-time by downloading the HTML documents and processing their contents. This
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F igure 5.3: Architecture of the Web indexer
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T ab le  5.2: Tables in the index database
Name Fields Function
File Table Number, Name Associates each document in the collec­

tion with a unique file number
Word File Ta­ Word, File Number Identifies the terms contained in each
ble document
Case Table Word, Set of Words Associates a lower-case form of a term 

with a set of forms in which it occurs in 
the collection

Word Position Word, Set of Positions One table exists for each document -
Table stores a list of positions of each word in 

the document
Link Table File Number, Set of File Identifies the documents th a t are the

Numbers targets of the hyperlinks in a document

approach allows the application to be employed in environments with tight space constraints, but 

results in slower query times.

In this chapter, we use the first approach, and generate an index with term  locations and 

hyperlinks. This allows us to employ text-based and hyperlink-based search algorithms for tests 

in conjunction with, and against the T F x IN F  ranking algorithm described here.

The index takes the form of a database implemented using the Java form of Berkeley DB.® 

Berkeley DB is an embedded database library that provides a mapping from database tables to 

Java objects. The primary motivations for its use here are tha t it is easily integrated with other 

Java applications, allowing us to incorporate it into the existing keyphrase extraction software, 

and it is easily portable across platforms, as it is implemented in Java.

We adapt a NLP wrapper for Berkeley DB.® This wrapper includes tables specifically designed 

for NLP applications, such as document content tables and word position tables. We add a table 

representing hyperlinks between documents. The tables used in this index are shown in 5.2.

T h e  W eb  C raw le r

The indexing application includes a threaded Web crawler application th a t locates and downloads 

Web documents for inclusion in the index. The documents are located by spreading across hy­

perlinks from a starting location specified when the crawler is started. The crawler application is 

described in detail in the Appendix C.

T he D ocu m en t P rocessor

Once a document is downloaded by the Web crawler, it is converted into a set of three documents:

• filenam e.txt The textual content of the document - i.e. the text th a t the user sees on the 

screen
®www. o r a c l e . c o m / te c h n o lo g y /p ro d u c ts /b e rk e le y -d b / in d e x .h tm l  
®ModNLP: m o d n lp .b e r l i o s .d e

98



• filename.links A list of URLs obtained from the href attributes of the <a> and <link> tags 

in the HTML document

• filename.key A list of the keyphrases contained in the keyword attribute of the <meta> tags 

in the document - for evaluation purposes.

This is carried out using a peri script (described in appendix B) th a t strips the HTML tags 

from the document.

5.2.4 The M odel Generator

The purpose of the model generator is to create a probabilistic model of document relevance 

according to  the T F x IN F  scores of query terms th a t appear in the documents. We use a NaiVe- 

Bayes model equivalent to the model described in the previous chapter, incorporating the term  

features T F x IN F  and first occurrence.

Applying the Bayes rule to the probabilistic system of document retrieval (Van Rijsbergen, 

1979) gives us:

collection)

p{q) is the prior probability of the query occurring. This is independent of d, and can therefore be 

treated as a normalisation factor N .

p{q\d)p{d)
(5.4)

where;

p{d\q) is the probability that a document d satisfies the information need represented by the query 

<7-

p{d) is the prior probability of document d. This is typically set to be constant for all documents, 

with each document having a ^  chance of being selected a priori (where D  is the overall document

Therefore:

(5.5)

So to discover p{d\q), it suffices to calculate p{q\d), which is typically defined as:

T F x ID F (g ,d ) (5.6)

or:

n
[ | T F x I D F ( i i , r f ) (5.7)
i=0

for a query q =< - ■ ■ ,tn  (using the independence assumption)
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Here, we replace TF x IDF with T F  x INF, in order to incorporate contextual information in the 

calculation of p{q\d). However, since T F x IN F  is not a simple linear term  weight, we use a proba­

bility model based on T F x IN F  to calculate p{q\d). We assume p{q\d) to bep ((q  is a keyphrase)|d), 

or the probability tha t query term g is a keyphrase of document d, on the intuitive notion tha t a 

document tha t is ‘about’ keyphrase q is likely to be considered to be relevant to a query on q.

This allows us to use the probability models created by the KEA model builder for informa­

tion retrieval, allowing us to calculate the probabilities p((q is a keyphrase)|(i) according to the 

T F  x INF and first occurrence values of q in d.

This method provides us with a probability value for each of the documents in the original 

result set. By ordering the documents according to these values the new ranked set is obtained.

R anking A pplication

The document ranking application orders a set of result documents obtained from a search engine 

according to the scores calculated using the probability model. The input of the application is 

therefore a set of documents and a probability model, and the output is the same documents in an 

ordered list. If the application is being applied as a post-processor of another ranking application, 

documents in the input list are associated with relevance scores, and the output order is based on 

a linear combination of the input scores and the T F x IN F  probability values (as described above). 

The input to the application in this case is a set of document-score pairs, a probability model and 

a proportion value a  between zero and one. Setting a  to 0 will not change the scores at all, and 

increasing the value of a  will give the TF x INF probability values more influence on the document 

scores.

The document score calculated by this application is an estimation of the probability tha t the 

query is a keyphrase of the document. It is therefore in the range [0,1]. Other ranking algorithms 

may output scores in a different range, and this will have an effect on the value of a.

5.2 .5  C om p osition  o f R anking A lgorith m s

A document ranking scheme is essentially a function th a t maps a set of documents to a set of 

document scores. Multiple ranking schemes can be combined by calculating the weighted sum of 

their scores for each document. Assuming the ranking schemes use independent information, this 

allows a search engine to combine a number of factors or evidence about a docum ent’s relevance 

into a single score tha t can then be used to rank the document. For example, given n  ranking 

schemes:

n
RSVd = ^ a i - R S V d ^ ,  (5.8)

i=Q

where:
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ai is th e  weight assigned to  ranking scheme i =  1), and

RSVd,i is th e  score obtained by ranking scheme i on docum ent d.

In  th e  following sections, we consider the  com position of the  T F x IN F  ranking scheme w ith  

existing schemes in order to  determ ine if it provides additional inform ation to  a search engine.

5.3 Evaluation  

5.3.1 Test Environment

In order to  tra in  the model, the  four kejqjhrase-annotated corpora described in chapter 4, based on 

the  Java, NolO and O ireachtas Web sites, were used. In these experim ents, a docum ent is deemed 

relevant to  a query if the term s of the query appear in the keyword list of the  docum ent. This 

allows us to  use these corpora for evaluation as well as training. We generate a num ber of models 

from tra in ing  d a ta  from each of the  corpora, and test these models on each corpus in tu rn . In  the 

cases w here the same corpus is used for train ing  and testing, 50% of the  corpus is used to  tra in  

the  m odel, and th e  o ther 50% is used for testing, in order to  avoid biased results.

T he K EA  model was shown to  be reasonably dom ain-independent in the  previous chapter, and 

we expect th is result to  be transferred  to  some degree in the field of IR.

It was decided to generate domain-specific models (i.e. models tra ined  w ith content from 

a specific corpus) as opposed to  taking samples of content from all corpora, th a t would give a 

po ten tia lly  more flexible domain-free model. T he problem  w ith doing this is th a t the linkage in 

the  docum ents used to  generate the model would be low, there being no inter-corpus links. Also, 

in th e  w ider context of the scale-free Web, a sm all num ber of docum ents are responsible for a 

large am ount of hyperlink s tructu re  (see section 2.1). The probability  of a random  sample of the 

Web contain ing one of these docum ents would be very low, and th e  resu ltan t model would have 

atypically  low linkage.

T he ranking algorithm  is evaluated using the  3-point average of the  precision-recall curve de­

scribed above. All values reported  are therefore based on the average of the  3-point precision values 

ob tained  from a  set of queries perform ed on the  system . We use the  fifty m ost common keyphrases 

in each corpus as query sets. The m ost common keyphrases are chosen so th a t  the  resu ltan t docu­

m ent lists will contain enough relevant docum ents to  ob tain  m eaningful 3-point average precision 

values.

A basic search engine was created th a t finds all docum ents in the  index th a t contain the query 

term s, and  gives them  equal score. In these tests, we ignore the mechanics of query form ulation 

logic (e.g. Boolean logic, p-norm , fuzzy logic etc.) and focus on the  application of contextual 

inform ation in simple search queries. Queries are therefore trea ted  as single words or phrases and 

m ust appear in their entirety  in result docum ents. This also allows us to  avoid im plem enting the
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vector space model. Since each query consists of a single term  or phrase, the properties (such as 

T F x ID F ) of the query terms themselves are unimportant.

5.3.2 Benchm arks

The T F x IN F  ranking algorithm is compared with a number of alternative ranking applications 

tha t are implemented on the index software for testing purposes. These applications are:

T F xID F

This ranking scheme orders documents according to the TF x IDF values of the query term  in the 

document. The d f  value is calculated by counting the number of documents containing the term  

in the index. It is therefore equal to the size of the initial result list. Note th a t T F x ID F , as 

described in section 3.1.1, is bsised on a collection, and the d f  component will vary according to 

the scope and size of the collection.

HITS

We developed a variation of the HITS algorithm described in section 2.1 in order to investigate the 

hypothesis tha t TF  x INF captures different information to the authority information captured by 

HITS. HITS ignores all internal links (links between documents in the same domain), as it treats 

authority as a property conferred on a document by votes from external documents (i.e. those not 

under the control of the document author). Our corpora, however, contain only internal links. In 

order to implement the HITS algorithm on our corpora, we relaxed tha t constraint, although doing 

so would naturally reduce the value of the HITS algorithm as a calculator of authority. Therefore 

we cannot directly compare T F x IN F  with HITS as a ranking algorithm, but we can test the 

hypothesis th a t TF x INF and HITS provide different information about document relevance, with 

the null hypothesis being that T F  x INF and HITS perform similarly on these corpora.

PageRank

In order to more thoroughly compare T F x IN F  with authority and prestige-based ranking algo­

rithms, we also developed a variation of the PageRank algorithm described in section 2.1. Since 

the PageRank algorithm is an iterative algorithm over the entire structure of the Web, and this 

structure is unavailable to us, our simulation of the PageRank algorithm uses a query-dependent 

document set, as in the HITS algorithm above, but including all documents connected by up to 

four hyperlinks to  documents containing the search query terms. As above, internal links are 

used instead of external links. Due to these constraints, it is again expected tha t this algorithm 

will not perform at its optimal level, but will allow us to  determine if TF x INF provides different 

information to PageRank.

102



R elevance P ropagation

In section 2.2, we described a set of hypertext-based IR methods tha t adjust the retrieval value of 

a document according to the retrieval values of its neighbours. Documents th a t are surrounded by 

relevant documents in this scheme are more likely to be retrieved than those th a t are not. This 

method is intuitively suitable for hypertext graphs based on science articles, and citation links 

between them, as citations follow a reasonably rigid semantic framework, pointing to similar or 

background works tha t share motivation, methodology, materials or have comparable or contrast­

ing results or conclusions, for example. Furthermore, as pointed out in Kwok (1988), scientific 

collections use a rigid scientific sublanguage and a large amount of technical jargon tha t may make 

retrieval easier. Consequently, the CACM collection of science article abstracts is often used to 

test hypertext-based IR methods (e.g. Savoy (1996)). It is not evident, however, th a t such a 

scheme captures the notion of context on the Web, where hyperlinks follow a less rigid semantic 

interpretation. One of the hypotheses of this section is that TF x INF captures contextual infor­

mation more comprehensively than  methods tha t simply look for textually similar neighbours. In 

order to test this, we developed a relevance-propagation algorithm based on Savoy (1996). This is 

not a ranking algorithm on its own, but can be implemented as a post processor to a text-based 

ranking algorithm such as T F x ID F . It will adjust the relevance scores of documents relative to 

the relevance of their neighbours. Relevant documents tha t are in the neighbourhood of other rel­

evant documents will have their scores increased, while relevant documents in the neighbourhood 

of non-relevant documents will have their scores reduced in comparison. C hapter 2 describes the 

differences between this interpretation of context, and the broader interpretation suggested in this 

work. TF X INF is expected to cover this broader interpretation of context, and as such may be 

expected to capture information tha t Relevance Propagation does not, resulting in higher precision 

averages.

5.4 Results

5.4.1 Com parisons w ith  T F x I D F

We tested the T F  x INF ranking post-processor on results lists ranked by the T F  x IDF algorithm, 

varying the constant of proportionality, a. TF x IDF values are small in comparison to the proba­

bility values generated from the T F x IN F  model, since they are normalised by the number of terms 

in the document. Reducing a  allows us to compensate for this, so low values for a  were used in 

this experiment. Figure 5.4 gives a summary the results of the experiment. The values shown are 

the differences between the 3-point precision averages of TF x IDF and T F  x INF as a percentage 

of the T F  X IDF value. Im portant observations on these results are:

• The results vary greatly with respect to the test set. Figure 5.6 shows the average values for
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each test set. The Oireachtas and BigJava sets perform poorly, while the SmallJava and NolO 

sets perform well. It appears that this observation is related to the T F x ID F  benchmark, 

shown in figure 5.5. The T F x ID F  ranking algorithm has more success with the Oireachtas 

and BigJava corpora than  the others, suggesting tha t documents in these corpora may contain 

sufficient information to adjudicate their relevance to the query without inspecting their 

contexts. It is interesting th a t the corpora th a t give the best results in T FxID F-based 

IR experiments perform the poorest in the KEA experiments, and tha t T F x IN F  provides 

the most improvements in KEA experiments on these corpora (both in absolute term s and 

relative to the benchmarks), whereas in IR  T F x IN F  gives little or no improvement. We 

can suggest the following possible reason for this. In keyphrase extraction the intention is 

to provide a set of descriptive keyphrases for a document, whereas in the IR experiments 

the intention was to select the documents tha t are most relevant to the query from a set of 

related documents. The ability to distinguish between documents is therefore im portant in 

IR. T F  X IDF is more suitable for the latter exercise, since it gives higher weights to unique 

or raire terms than  common ones. In keyphrase extraction, the emphasis is on description 

and not discrimination, and TF x IDF may therefore be less suitable than TF x INF for that 

purpose.

• The optimum value for a  across all test sets and models is between 0.02 and 0.04. At these 

levels, the average improvement over the TF x IDF benchmark is almost 6%, although much 

higher improvements are reported on the SmallJava and NolO test sets when using some 

models.

• At a  =  1, the T F x IN F  ranking scheme rarely improves over T F x ID F . At a  =  1, the results 

of a search query are ranked exclusively by the TF  x INF ranking scheme with no influence 

from T F x ID F . These tests demonstrate that, when d f  is calculable, it is of value in an IR 

application.

• The choice of training set has, on average, little effect on the outcome of the experiment, as 

seen in figure 5.7. The Oireachtas model can be seen to give the best performance, but it 

does not consistently perform better than the other models.

5.4.2 T F x ID F  w ith  Relevance Propagation

The Relevance Propagation post-processor was applied to the T F x ID F  ranking algorithm using 

the optimum settings reported in Savoy (1996). Figure 5.8 shows the effect th a t Relevance Prop­

agation has on the 3-point precision averages observed on each dataset. The NolO and Oireachtas 

corpora are positively affected by RP, while the two Java corpora suffer a decline in performance. 

The T F x IN F  ranking scheme was then applied to these new benchmarks, and the results are
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sunnnarised in figure 5.9. These results show clearly that two corpora. SniallJava and NolO show 

significant improvements over these benchmarks, especially in the range of alj)ha values 0.001 - 

O.G. while the other two ccjrpora give little or no improvement.

5.4.3 A nalysis o f  Individual D a ta sets

Based on the information from the TF xID F  and TF xID F  +  RP experiments, we can make the 

following observations of the role of contextual information in information retrieval on each corpus:

S m a llJav a

RP has a negative effect on this corpus in comparison to the T F x ID F  benchmark (roughly -8%), 

while T F  x INF has a positive effect (w5%). The upper-bound of the improvement over TF x IDF +  

RP is roughly 12%, suggesting that T F x IN F  can undo the damage done by RP. We can conclude 

from these results that the information provided by hyperlinks in the SmallJava corpus allows 

TF X INF to act as a form of specialisation of the discriminatory effect of TF x  IDF, as opposed to 

an indicator of similarity, as required by RP.

NolO

The NolO corpus is improved both by the TF xIN F ranking algorithm and by the RP algorithm. 

The improvement over the T F x ID F  +  RP benchmark is approximately 7.5%, which, when com­

bined with the RP benchmark improvement of 8% gives approximately 15.5%. This is roughly
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equal to the optimum TF xIN F  improvement over the initial TF xID F benchmark (without HP) 

of 14 to 17%. We can therefore conclude that in this case, T F x IN F  captures two separate forms 

of contextual information: propagation of relevance across hypcrlinked documents, and the infor­

mation obtained by contrasting the contents of hyperlinked docmnents.

O ire ach tas

In this corpus, RP records a G% improvement over the TF x IDF benchmark, while T F  x INF offers 

little or no improvement. We can conchide from this that while the relevance of a document is 

influenced by the relevance of related pages, this information is not adequately captured by the 

TF x INF ranking algorithm. The most likely reason for this is the distribution of keyphrases in 

the Oireachtas corpus that are used to formulate the cjueries and relevance information for each 

document. Although each document in the Oireachtas corpus contains approximately twice as 

many keyphrases as documents in the other corpora (see chapter 4), the average ninnber of unicjue 

keyphrases in each document is nmch smaller (figure 5.12). Figure 5.10 shows the frequencies of 

the fifty most connnon keyphrases in each corpus as a proportion of the number of documents in 

which they occur. These follow an apparent power distribution, with varying power coefficients. 

In general, the skew on the Oireachtas data  is less than the others (after the first few popular 

keyphrases), and on average, the proportion of documents in the Oireachtas corpus th a t contain one 

of the top fifty keyphrases is more than twice tha t of the NolO corpus. Consequently, hyperlinked 

documents are more likely to  share the same keyphrases (and therefore relevant to the same queries
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in oiir tests) in the Oireachtas corpus than in other corpora. This could reflect the semantics of the 

hyperhnk structure of the Web site, or a lack of specificity in the keyphrases/ This property of 

the corj)us makes it ideal for RP. since the hypothesis of RP is th a t linked documents are relevant 

to the same query. The optimal parameters suggested in Savoy for the RP algorithm and adopted 

here include weighting the RSVs of neighbouring documents independently of the out-degree of the 

document (i.e. the muiiber of neighbouring docmnents). A highly-linked document will therefore 

benefit from this property of the corjjus even if the contents of the neighbouring documents are 

only slightly relevant to the query. In order to verify this effect, the TF x INF ranking algorithm 

was re-tested on the Oireachtas corpus, this time by generating the queries from the list of all 814 

keyphrases in the corpus, rather than the top fifty most conmion keyphrases. Those keyphrases 

that are present in a large proportion of documents, regardless of content, are therefore less likely 

to l)e used as queries. Figure 5.11 shows the results of this experiment, averaged across models 

generated from the other corpora. The improvement over the TF x IDF baseline by TF x IDF is 

much larger here, suggesting that TF x INF performs well if the keyphrases used as queries are not 

over-general.
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This corpus performs poorly using both RP and T F x IN F , suggesting that hyperlinks offer little 

information to the IR system tha t is not already available under T F x ID F . The reason for the

^Sam ple keyphra-se.s in th e  to p  fifty in th is corpus are: G overnm ent, Ireland, Irish, Dublm, P arliam ent, Oireach­

tas.
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poor perform ance of R P  is evident from figure 5.12. On average, each dociunent contains over 

six keyphrases th a t  are not present in any other docum ents. The probabih ty  th a t hyperhnked 

docum ents are relevant to  the same query is therefore much lower in th is corpus than  in the others. 

This also suggests th a t  rare term s are likely to  be useful identifiers of docum ent relevance, an 

application to  which T F  x IDF is well suited. This explains the success of the  T F  x ID F benchm ark 

on th is corpus.

5.4.4 Link Topology Ranking Schemes

Figures 5.13 and  5.14 show the effects of applying the  T F  x IN F  ranking scheme as a  post-processor 

of relevance percentage change in 3-point precision average values. In all cases. T F  x INF pro-
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F ig u re  5.13: Average change in 3-pt precision vahies over HITS variant benchm ark, averaged by 
test set

vided inform ation th a t PageR ank and HITS did not provide, resulting in more accurate docum ent 

rankings. T he im plem entations of PageR ank and H ITS used in these experim ents were under some 

restrictions as described above. Under these constrain ts, we are unable to  evaluate the  ability of 

these algorithm s to  identify au tho rita tive  pages in a large-scale Web environm ent, bu t we can com­

pare the ir effectiveness on a small-scale environm ent, and determ ine if the  contextual inform ation 

provided by T F  x IN F is separate to  the  inform ation provided by these algorithm s. In particular, 

in each of these corpora, all docim ients are ob tained from the  same Web site. T he identification of 

au thorita tive  docum ents is, therefore, not necessary. However, since the T F x IN F  ranking scheme 

outperform s these schemes when applied to  Web docum ent collections containing only internal 

links, we can deduce th a t the inform ation th a t T F x IN F  provides to  an IR application is different
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to information about authority tha t is provided by these algorithms. In a global Web searching 

algorithm, therefore, T F x IN F  could operate in conjunction with these apphcation.s.

5.5 D iscussion

5.5.1 Sum m ary o f R esu lts

In this chapter, the TF x INF probabilistic model used in the automatic keyphrase extractor is 

adapted for use in an information retrieval a])plication. The ranking algorithm reports the proba­

bility tha t a document is relevant to a query by using t he model to estimate the probability that 

the query term  is a keyphrase of the docimient. The algorithm is applied as a post-])rocessor of 

results obtained from other ranking applications: T F x ID F , TF xID F with relevance propagation 

along hyperlinks, and variants of the HITS and PageRank algorithms adapted for use on a corpus 

obtained from a single Web site.

The algorithm was evaluated on the corpora described in the previous chapter. Queries were 

obtained from the keyphrase lists associated with documents in these corpora, and document 

relevance to  a cjuery was established if a document contained the query term  in its keyphrase list. 

The ranked result lists obtained from the experiments were evaluated using a 3-point average of 

the precision-recall curve of the result list.

Two of the four corpora, NolO and SmallJava, performed consistently well under T F xIN F . 

when compared with TF x IDF and TF x IDF with RP, while the other two corpora, Oireachtas
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and BigJava, performed poorly, with only small improvements over the T F x ID F  benchmajk. The 

poor performances of these corpora are explained by the characteristics of the keyphrases used to 

evaluate the system - in the Oireachtas corpus the keyphrases are too general, and in the BigJava 

corpus, they are too specific to be accurate representations of document relevance. The generality 

of the keyphrases is an artifact of the testing environment. In a working environment, keyphrases 

are not used to evaluate a document’s relevance to a query. Tests on the corpora with more suitable 

keyphrases showed th a t the T F x IN F  algorithm can significantly improve TFxID F-ranked results 

lists.

The T F  X INF algorithm is shown to provide more comprehensive contextual information than 

the relevance propagation method, which focuses on a particular form of contextual information, 

in which documents are deemed relevant to a query if their neighbouring documents are also 

relevant. The algorithm is also shown to provide qualitatively different information to the authority 

information provided by the link topology analysis methods, PageRank and HITS.

5.5 .2  W eb Spam  and Search E ngine P erson alisation

The use of VSM methods such as term  frequency in Web information retrieval has fallen out of 

favour due to its susceptibility to manipulation by authors of Web spam documents (Gyongyi and 

Garcia-Molina, 2005; Metaxas and DeStefano, 2005). In T F x ID F  ranking schemes, the criteria 

for a high rank in a search engine result set for a particular query can be controlled entirely by the 

author of the document content, by including a query term  multiple times, for example. For this 

reason, search engines that are based on document authority or trust measures, such as PageRank, 

have had greater success at avoiding manipulation.

Although a TF x INF-based ranking scheme initially appears to be susceptible to the same form 

of manipulation as T F x ID F , the use of a probabilistic model to identify suitable T F x IN F  values 

adds a greater degree of freedom to the ranking application. In this chapter, the probabilistic model 

was generated by inspecting the T F x IN F  values of keyphrases and non-keyphrases in training 

documents, and updating the probability distribution of the keyphrase or non-keyphrase class 

accordingly. If Web spam documents are incorporated in the training data, the TF x INF values 

of terms tha t occur in these documents could heavily influence the probability distributions in 

order to penalise unseen documents th a t contain query term s that have similar T F x IN F  values. 

An alternative learning scheme would be to add a third category to the model - ‘spam term ’, 

and annotate all terms in Web spam documents in the training data  with this tag. Documents 

containing a query term  tha t is classified as Web spam may be given a lower rank as a result. 

Alternatively, instead of simply using the query term  to calculate the probability that the document 

is a spam document, the entire set of terms in the document could be used to calculate this 

probability. The result is a Web text classifier, tha t is described in the Future Work section of the 

conclusions to this thesis (section 8.4).
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Since the mechanism used to  determine document relevance is a hidden probability model, as 

opposed to  any measure th a t is extrinsically calculable, this system is more difficult to circumvent 

and manipulate than  a VSM model using a term  frequency measure such as T F  x IDF. Furthermore, 

as the probability model can be changed, updated and refined as more training examples, or newer 

training examples axe added, Web spam documents tha t succeed in circumventing the system may 

be able to do so only temporarily.

Another advantage of using a probability model in a document ranking application is th a t it 

allows a laxge amount of individual personalisation of search engine behaviour. This is described 

in more detail in section 8.4.

5.5.3 R ecom m endations

Based on these observations, we can recommend th a t T F x IN F  be included as a component of a 

m ulti-part Web search engine, th a t combines information provided by TF x IDF and link topology 

analysis measures such as PageRank. The use of T F x IN F  in this way adds little overhead to 

the query time cost of existing Web-based search engines, as the T F x IN F  value of a term  in a 

document can be added to the index off-line, or calculated quickly at query time by inspecting the 

indexed term frequency values of a document and its neighbouring documents.
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Chapter 6

Web Corpus H om ogeneity

The growth of the World Wide Web has led corpus linguists to turn their attention towards it as a 

source of language corpora (Volk, 2002; Kilgarriff and Grefenstette, 2003). The Web has a number 

of im portant advantages over traditional corpora, in tha t it is a vast, freely available resource, and, 

importantly, is potentially more representative of widespread language use. This difference arises 

from the unrestricted nature of authorship on the Web. Documents can be w ritten and published, 

not by a controlled number of authors, but by anyone with the technical ability to upload content. 

W'ith the development of the modern Web trend of user-generated content, as described in chapter 

1, authorship is extended to a yet wider pool of language producers, as access to a Web hosting 

server is no longer a requisite for publishing on the Web, and the technical knowledge required to 

upload content has been reduced.

This unrestricted quality of Web authorship allows for a broad range of language variation in 

terms of subject domain (known as sublanguage (Kittredge, 1982)), register and d i a l e c t . T h i s  

variety is ideal for an information resource from which language corpora are to be generated, due 

to the added flexibility, but it also poses problems for linguists seeking to generate these corpora. 

Different applications require different levels of homogeneity with respect to some or all of these 

variables. Sublanguage homogeneity has been shown to be an im portant factor in the success of 

autom atic translators (Kittredge, 1985), while Biber (1993) demonstrates tha t register variation 

(or heterogeneity in the register of corpora) is im portant for general corpus-based analyses, and 

specifically for the development of part-of-speech taggers and syntactic parsers, as differences in 

the linguistic patterns of registers are averaged, resulting in a generalisation of the resultant model. 

However, Gildea (2001) and Sekine (1997) show tha t for domain-specific statistical parsing models, 

homogeneous training data are much more useful than heterogeneous training data  for accurate 

parsing of unseen data.

Homogeneity is also im portant in the generation of Language Models. Language Models (Ponte

^D ialect here is an um brella  term  th a t  includes language variation according to  region, as well as idiolects, 

sociolects etc.
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and Croft, 1998) are used in a variety of NLP applications, such as speech recognition and machine 

translation, as well as in information retrieval. Language Models assign probabilities to n-grams 

according to their frequencies in a language resource. These probabilities are then used to predict 

the next word in a sequence (in applications such as speech recognition) or, in information retrieval, 

to assign retrieval values to a document. The retrieval value of a document is calculated according 

to the probability tha t a language model based on the document will generate the query terms. 

The problem of data  sparseness is typically addressed by assigning default probabilities to terms 

missing from a document according to their frequencies in a corpus containing the document 

(Ponte and Croft, 1998). The degree to which this default probability is a suitable approximation 

of the true probability of a term in a document is related to the degree to which the document 

is representative of the corpus. Documents are more likely to be representative of a corpus if the 

corpus is homogeneous (Rose et al., 1997). In the case of highly heterogeneous corpora, clustering 

techniques are often employed in order to identify and make use of homogeneous subsets of the 

corpus (Kurland and Lee, 2004).

Therefore, the degree to which a corpus should be homogeneous or heterogeneous with re­

spect to sublanguage, register or dialect depends on the purpose to which the corpus will be 

put. Domain-specific applications are better trained on homogeneous domain-specific corpora, 

while more generalised applications th a t are required to be domain-independent require the most 

heterogeneous corpora possible (i.e. a corpus with large language coverage). In either case, the 

homogeneity of the corpus should be known.

How can corpus homogeneity be measured on the Web? In fact, issues of language variation and 

homogeneity are more pronounced on the Web due to its unrestricted nature, and the hyperlink 

structure of the Web offers a useful device for its measurement and detection. In general, though 

not always, the presence of a link between two documents suggests a user-specified relationship 

between them. This relationship is usually seen to  be domain-related, i.e. the subject of the two 

documents may be related, but can also be an indicator of other similarities, such as similarities 

of language -  linked documents are likely to be w ritten in the same language^ -  and, in the case 

of webloggers linking to related webloggers, there may be a similarity of dialect or register.

This chapter describes how TF x INF can be used to measure the homogeneity of Web cor­

pora. We evaluate this method on a set of corpora generated from the Wikipedia Web site, using 

an information theory measure based on user-annotated document categories as a gold standard 

measurement of homogeneity. We then compare our measure with existing link-free measures, 

described in the following section, on the same corpora.

^This excludes th e  special case of links to  tran s la tio n s o f th e  curren t page.
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6.1 Background: M easuring Corpus H om ogeneity

Corpus homogeneity has been studied using traditional unstructured text corpora (Kilgarriff, 1997; 

Kilgarriff and Rose; Rose et al., 1997), but little work has been carried out on the topic in the 

specific case of hyperlinked corpora such as the Web. Kilgarriff (2001) treats corpus homogeneity 

as a variant on corpus similarity, using word frequency lists generated from a corpus in order to 

measure its homogeneity. A corpus is repeatedly split randomly into two subcorpora, and word 

frequency lists are calculated for each of the subcorpora as well as for the overall corpus. The two 

subcorpora are then treated as separate corpora and Kilgaxriff proposes two measures tha t can be 

used to evaluate their similarity.

The first is Spearman’s rank correlation coefficient, which tests if there is a correlation between 

the relative popularity of a term  in one corpus and its relative popularity in the other. The relative 

popularity of a term  is determined by its rank in the ordered word frequency list for the corpus. 

This is calculated for the top n words in a corpus. A coefficient value close to 1 indicates similarity 

of subcorpora.

The second measure is which is used in this case as a non-statistical measure (i.e. without 

a null hypothesis), is calculated as

by the number of words used in the calculation (n), and this normalised measure is known as CBDF 

(Chi By Degrees of Freedom). A low CBDF value indicates subcorpus similarity.

These measures are calculated on a series of partitions of a corpus and their average values give 

an indication of corpus homogeneity.

Cavaglia (2002) uses document similarity measures, instead of corpus similarity measures to  cal­

culate homogeneity. The homogeneity of a corpus is the maximum distance, or minimum similarity 

value, between two documents in the corpus. The document similarity measures used are

• relative entropy, which is a measure for comparing two probability distributions

• - this measure is used as above, but the word frequency lists are generated from individual

documents as opposed to corpora

• log-likelihood, which gives a better approximation of the binomial distribution than  for 

events (words) with frequencies under 5

Cavaglia also validates the hypothesis th a t text classification on homogeneous corpora requires 

fewer training examples than classification on heterogeneous corpora.

(6 . 1)

for each word in each subcorpus, where O is the observed frequency of the term and E  is the 

expected frequency according to the frequency of the term  in the overall corpus. This is normalised
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Neither paper above uses Web data, and they are therefore unable to avail of the link structure 

available in Web corpora. This work describes a manner in which this structure can be used to 

measure corpus homogeneity.

6.2 Incorporating h ypertext links

This section describes our method for incorporating TF x INF in a measure for corpus homogeneity. 

We compEire T F  x IDF distributions generated from the overall corpus and T F  x IDF distributions 

from local subsections of the corpus, in order to  gauge the overall cohesiveness of a corpus. The 

local subsections of the corpus are defined by the link structure of the corpus and the T F x ID F  

values of terms in these subsections are equal to their T F x IN F  scores. Similarity between the 

distributions will suggest homogeneity. In this chapter, the log version of TF x INF is used due to 

its property of being equal to T F  x IDF if the subsection contains the entire document collection.

6.2.1 A p p lica tion  o f T F x I D F  to  h om ogen eity

In a homogeneous corpus, under the assumption th a t documents discussing the same topic will 

tend to contain similar words,^ the same words are im portant in the entire corpus. The distribution 

of the TF X IDF values of each term  in each document in the corpus will contain a small number 

of popular (high frequency), bu t relatively low values, due to their higher document frequency, 

resulting in lower IDF. In a heterogeneous corpus, on the other hand, there will be more im portant 

words, but each of them will individually be much rarer, as the words th a t are considered im portant 

in one subset of documents will be different to those considered im portant in another. This 

will result in a significantly different T F x ID F  distribution, with the popular values being more 

spread out (less frequent) and higher (higher IDF). However, the distributions of T F x ID F  in 

the subject-specific subsets will remain similar to those of a homogeneous corpus. Therefore, in 

order to measure the homogeneity of a corpus, it suffices to compare the distributions of subject- 

specific subsets of the corpus with the overall distribution. However, such subsets are not typically 

available. After all, if it were possible to identify subject-specific subsets of the corpus, this 

information could be used directly to determine its homogeneity.

The TF X IDF values of the subject-specific subsets will be calculated using TF x INF, as de­

scribed below.

^Topics are used in this context, but the assumption is also true of documents written in the same language 

(French docum ents are more likely to be linked to other French documents, for example), or, to a lesser extent, 

language varieties or sublanguages (officially written documents are more likely to be linked to other officially 

written documents, e.g. in a government Web site, etc.) This chapter focuses on subject-related differences as a 

generalisation.
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6.2.2 A pplication of Content H om ogeneity to  the Web

An important assumption used in this work is that a hyperUnk between two documents in a hy­

pertext imphes a semantic relation of some kind between them. Certainly, two random documents 

are more likely to be connected by a hyperlink if they share a subject than if they do not. A 

collection of documents connected to each other by paths of hyperlinks of length n  is therefore a 

local subnetwork of the graph, with n being an estimator of the degree of semantic ‘closeness’ of 

the network. The subject-specific subsets required above are thus implicit in Web corpora. Web 

homogeneity can therefore be defined as the difference between the distributions of TF x IDF values 

in local subnetworks (their T FxIN F values) and the overall corpus distribution. Nonetheless, a 

certain amount of ‘content drift’ can occur when traversing links, to the extent that after traversing 

enough of these links, users will find themselves in a completely different subject domain. A local 

subnetwork may be homogeneous; however, the homogeneity of this network will typically decrease 

as its scope is extended. Therefore, the spread of the subnetwork is a factor in the identification 

of homogeneity.

6.2.3 T F xIN F „  described as the T F x ID F  o f local subnetworks

In this chapter, we interpret TF x INF to be a function of a subnetwork of documents, rather than 

explicitly as an indicator of document context. The size of the sub-network is determined by the 

path length n used to define the extent of the context set in chapter 3. We therefore use the 

subscript n to determine the specificity of the sub-network at any time.

6.2.4 Comparing T F x ID F  D istributions

In order to obtain the data used to generate the feature distributions, the TFxID F and TFxIN F„ 

values of each term in each document in the corpus are collected. The distributions axe discrete 

univariate distributions and can be compared using a probability-binning statistic (Roederer 

et al., 2001). The distributions are split into ten bins such that the sums of the values of the 

two distributions are equal for each bin. The ratios of T FxID F  and TFxIN F„ values of each 

bin are used to calculate the statistic. This statistic is normally distributed when the two 

data sets under comparison are equivalent. We can therefore generate a significance measure, t, 

by normalising the distribution. Under the null hypothesis that the two distributions are equal, t 

will be zero. A low t therefore indicates similarity between the distributions, and a high t indicates 

that the two distributions are very different. Note that while the t value is derived from statistical 

analysis, we are using it strictly as a similarity measure, and not as a statistical test.

We use the log form of TFxIN F„ due to its similarity to TFxID F. The log form has the 

property that as the size of the subnetwork n  increases, the TF x INF„ distribution approximates
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T F XIDF.'^ When each document is considered a neighbour of each other document (i.e. the corpus 

can be regarded as a fully connected graph), T F x IN F „  will equal T F x ID F  for each phrase, so 

the distributions will be equal. The core hypothesis tested in this chapter can therefore be stated 

as follows;

H y p o th e s is  1 The TFxINFn distribution of a homogeneous web will, at low values ofn,  approx­

imate T F x IDF more than that of a heterogeneous one (t will be lower).

The size of the subnetwork induced by n  will depend on the connectivity of the corpus. If a 

corpus has low connectivity, it might be necessary to raise the value of n  in order to ensure tha t 

the TFxINFn distribution contains sufficient information. The optimum value for n  is therefore 

corpus-specific. As n  increases, the computational cost of locating the subnetworks increases. 

Therefore, the optimum value for n  is the lowest value such tha t the difference between homoge­

neous and heterogeneous corpora is evident. In our experiments, we find th a t for a large range of 

Web types, connectivity is sufficiently high tha t a value of n =  1 is enough to clearly display this 

difference.

6.3 R esults

6.3 .1  T estin g  E nvironm ent

In order to test the technique described above, a large set of Web corpora, ideally with labelled 

homogeneity values, are required. Such corpora are, as yet, rare. Kilgarriff (2001) combines subsets 

of corpora according to varying proportions in order to generate a set of corpora with known 

similarity relationships. Web corpora are graph-like structures, however, and combining two such 

corpora results in bipartite graphs with no links between the two partitions. Such bipartite graphs 

are not representative of Web corpora, so an experiment using this method is less suitable for 

analysing Web homogeneity.

A corpus based on the Wikipedia encyclopaedia (Denoyer and Gallinari, 2006) exists, however, 

which contains both hyperlinks and annotated categories tha t can be used to infer a homogeneity 

value. The homogeneity identification technique is initially evaluated on this corpus using existing 

category labels as an extrinsic indicator of homogeneity, as described in section 6.3.2. Subsequent 

tests were carried out on artificially generated corpora in order to explicitly control the homogeneity 

of the corpora and to examine the effects of varying corpus parameters such as corpus size and 

connectivity. The corpora used in previous sections are largely unsuitable for this purpose due 

to their size and the lack of implicit or explicit homogeneity values. However, some tests were

is possible to use a different form of the T F x ID F  formula to give us the same relationship with the non-log 

form of TF x INF. Tests that were carried out using such a formula gave comparable results to those obtained using 

the log form, so we use this form here for simplicity
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carried out on corpora generated from the Java Web site,^ by assuming a correlation between 

homogeneity and, for example, the depth in a directory structure to which a Web document 

harvester is restricted, or the proportion of links such a Web harvester is perm itted to traverse

for this purpose as it is based on a strong hierarchical structure with clear semantic differences 

between subdirectories. This is in contrast to the other corpora where such differences were less 

evident.

6.3.2 Tests based on W ikipedia Corpus

The Wikipedia XML corpus (Denoyer and Gallinari, 2006) is a collection of XML documents 

based on the Wikipedia open content online encyclopaedia. The English section of the XML 

corpus comprises 659,388 documents. These documents are made up of text and links to other 

documents in the corpus. Almost all of the documents contain one or more subject categories, 

which axe manually annotated by users of the encyclopasdia. These categories are used to provide 

homogeneity values for document sets tha t are then compared to t  values obtained by the method 

of comparing T F x ID F  distributions described in section 6.2.4. Evidence of correlation would 

suggest tha t the method described in this paper is an accurate indicator of homogeneity.

In order to carry out this test, subcorpora of varying sizes are extracted from the W ikipedia 

corpus by following links from a random start document. The category-based homogeneity of 

each subcorpus can be regarded as a function of the combined generalities of the categories, in 

terms of the proportions of documents filed under each category. As a simple example, consider 

corpora consisting of documents of two distinct independent categories, A and B. One such corpus 

with, say, 90% of documents filed under category A and the remaining 10% filed under B should 

be considered more homogeneous than a corpus containing a uniform distribution of documents 

under A and B. One can therefore express a notion of corpus heterogeneity in term s of the entropy 

of the probability mass function of the category random variable C:

where p{c) =  P r{C  = c). Since the test corpus is annotated for category information, the prob­

abilities can be obtained by maximum likelihood estimation, adjusting the number of documents 

for occurrences of multiple labels.

W ith an extrinsic criterion for homogeneity thus established, the t values for T F  x IDF distri­

butions of these subcorpora are then calculated and the correlation between the two measures can 

be assessed in order to determine the effectiveness of the technique.

®h t t p : / / J a v a . s u n . c o m

from any given document in order to collect new documents. The Java Web site corpus was useful

( 6 .2 )
C
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T ab le  6.1: Results of multiple regression on Wikipedia data -  variable; log(t)
Variable Coefficient SE t p-value
Intercept 2.32 0.077 30.31 1.7E-32
log Corpus 
Size

0.066 3.999 15.54 2.0E-4

Cat. Ent. 0.219 0.028 7.701 7.1E-10

The t  values were found to have a strong relation on the logarithmic scale to the category entropy 

values. After applying the logarithm function to the t values, the coefficient of determination,

(for 88 da ta  points), was found to be 87%, indicating a strong positive correlation between t  values® 

and category entropy. The corpus size is varied in this experiment, and has an effect on both the t 

variable and the category entropy variable. By carrying out multiple linear regression analysis in 

order to separate the effect of corpus size on t  from the effect of category entropy (see table 6.1,^) 

it was found th a t category entropy has a strong positive effect on \og{t), as the null hypothesis 

tha t category entropy is not related to  log(^) was rejected with high probability {p < 10“ ®). As the 

number and generality of categories increase, the category entropy and t values increase, indicating 

higher heterogeneity.

6.3 .3  C om parison w ith  O ther H om ogen eity  M easures

Two alternative, link-free measures for corpus homogeneity used by Kilgarriff (2001), the Spearman 

rank correlation coefficient and CBDF, were described in section 6.1. Similar tests against category 

entropy were carried out with these measures on the Wikipedia corpus, and the results are shown 

in tables 6.2 and 6.3.

In the Spearman test (table 6.2), the category entropy variable was also shown to have a larger 

p value, which suggests tha t while the null hypothesis tha t category entropy is unrelated to the 

Spearman measure can still be confidently rejected (with a statistical significance level of over 

99.999%), it cannot be rejected with as much confidence as the test against log(i).

Likewise in the CBDF test (table 6.3), category entropy was shown to be significantly related 

to the CBDF measure (significance level of over 99%), but this significance level is much weaker 

than  in the test against log(i).

As both p values are statistically significant, this is a somewhat unreliable method of comparing 

the techniques. However, it suggests th a t the t value measure performs at least as well and possibly 

better than  these link-free measures in calculating the homogeneity of Web corpora.

®For the maximum subnetwork path length, n, the value of 1 was used for this test, as it gave the strongest 

results.
^In this table, SE =  standard error, t =  Student’s t-statistic, p =  probability of result under null hypothesis. 

Note - Student’s t statistic here is a function of the standard error of the mean and is unrelated to the t  value 

described in this paper
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T ab le  6.2: Results of multiple regression on Wikipedia data -  variable: Spearman /  term  count
Variable Coefficient SE t p-value
Intercept 0.001 1.6E-4 7.841 1.27E-10
Corpus Size -6.4E1-8 2.26E-8 -2.83 6.29E1-3
Cat. Ent. -1.4E-4 2.53El-5 -5.35 1.6E-6

T ab le  6.3: Results of multiple regression on Wikipedia data -  variable: CBDF -  20 degrees of
freedom_____________________________________________________________________________

Variable Coefficient SE t p-value
Intercept -162.91 91.19 -1.79 0.079
Corpus Size -0.02 0.013 -1.65 0.104
Cat. Ent. 38.71 14.5 2.67 9.87E-3

6.3.4 Applying link inform ation to  other hom ogeneity m easures

This method uses extra information, the hyperlink structure of the Web, th a t is not available 

to the homogeneity measures described by Kilgarriff (2001). In order to more fairly compare the 

performance of these measures with the one proposed in this chapter, the Spearman rank correlation 

coefficient was adapted to incorporate this information. The adaptation is unrelated to T F  x INF, 

and therefore allows us to determine the usefulness of TF x INF in this task by comparing it like- 

for-like with another hypertext-based method. The methods described in section 6.1 randomly 

partition the dataset and compare the term  frequency rankings between the two partitions. One 

advantage of the hyperlink structure is tha t it may allow us to identify partitions of the dataset that 

are more divergent than those obtained randomly. Under the assumption used in this work tha t 

hyperlinks typically connect related content, such a divergent partition can be generated by placing 

closely-linked documents in the same partition and unlinked documents in different partitions. We 

use a single-link clustering algorithm to group documents into clusters according to the hyperlinks 

between them. The algorithm is instructed to generate a set of clusters, which are then added to

two partitions. The number of clusters generated by the algorithm and order in which they are

added to the partitions are varied in order to create a set of partitions tha t are used to calculate 

the Spearman coefficients. The means of these coefficients are then calculated as before.

T h e  c lu s te rin g  a lg o rith m

A symmetrical adjacency matrix M  is generated from the hypertext graph. Each zero-valued entry 

in this matrix is set to a value indicating positive infinity. This matrix is then converted into a 

document distance matrix according to shortest path length between documents. This is carried 

out by iteratively setting each new value M- j  equal to the minimum of:

I min A/j

for all documents k connected by a hyperlink to i or j .
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This process is iterated for twenty steps, or until no values are changed by the above method, 

resulting in a distance matrix that can measiore path lengths of up to twenty hyperlinks. If a pair 

of documents with a shortest path length larger than twenty hyperlinks exists in the collection, 

their distance is considered to be infinite in order to reduce the computational time required to run 

the algorithm. The subcorpora we generate from the Wikipedia corpus are obtained by spreading

from a central location in the corpus. The resultant corpora are sufficiently connected that few

documents are more than six hyperlinks from each other. More sparsely connected collections may 

require a higher cut-off point.

The single-link clustering algorithm is initialised by generating a set C of clusters, each made 

up of a single document in the collection. A symmetric cluster distance matrix M  is maintained 

throughout the procedure, and this is initialised from the document distance matrix described 

above. At each stage of the procedure, the two closest clusters c ,̂ Cj are chosen by locating the 

smallest minimum distance between the documents in the cluster - the smallest value in the cluster 

distance matrix. These clusters are then combined and the resultant larger cluster replaces them 

in the cluster set. M  is then updated with the rows and columns representing the removed clusters 

replaced with a single row and a single column containing the minimum values contained in the 

removed rows and columns. This can be expressed as:

=  min (Mi,I,, (6.4)

for all 0 < a: < |C| — 1

where n is the index of the new cluster c„.

This process is repeated until the required number of clusters remain. These clusters axe 

ordered by increasing size. Variation in this section of the partitioning procedure is achieved by 

randomising the order of equal-sized clusters. Two empty subsets of the document collection are 

initialised. The documents in each cluster are then added in turn to the smallest subset. If a 

cluster is too large to be added to a subset without that subset containing more than half of the 

total documents in the collection (or one more than half, if the collection has an odd number of 

documents), that cluster is split into its two sub-clusters and these clusters are returned to the 

ordered list of remaining clusters. Once all clusters have been added to the subset, they are stored 

as a partition of the document collection. New partitions axe generated by re-randomising the 

order of equal-sized clusters in the cluster list. The Spearman rank correlation coefficients of each 

partition are then calculated.

L im itations to  th is technique

The objective of the standard Spearman method is to identify heterogeneity in document collec­

tions by generating a number of random partitions of the document collection and calculating the
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Spearman coefficient for each, on the understanding tha t the heterogeneity of a collection will be 

reflected on average in the diKsimilarity of the partitions. The hypertext-based method described 

above potentially increases the likelihood that a given partition will reflect the heterogeneity of 

the collection, but the clustering algorithm reduces the number of random partitions th a t can 

be generated from the collection. By reducing the number of clusters generated by the method, 

the number of possible partitions of the collection can be increased, but these partitions are less 

influenced by the hypertext, and are therefore potentially less divergent.

At the extremes, if the number of clusters is equal to the mmiber of documents, the method is 

equivalent to the non-hvperlinked version, and if the number of clusters is equal to two, only one 

partition of the collection will be possible, and will be based fully on the hyperlink structure. It 

is unlikely tha t the heterogeneity of the collection is reflected sufficiently strongly in the hyperlink 

structure tha t it would be identifiable in the Spearman rank correlation coefficient of one partition.

In contrast, the TF xIN F method described in this chapter does not treat the document content 

explicitly, but compares the global properties of the collection (the T F x ID F  distribution) w'ith its 

local properties (the T F x IN F  distribution). This removes the need to jjartition the dataset, while 

nonetheless incorporating the hyperlink structure.

R esu lts

We carried out experiments on the same datasets as those used to evaluate the other homogeneity 

measures, but varied the mmiber of clusters generated using the single-link method. This gave us 

a set of Spearman coefficient values for each dataset, which we then compared with the category 

entropy value using multiple regression as above. The results of the experiments are simmiarised in 

figure 6.1. with the result from the original non-clustered Spearman algorithm included for compar­

ison purposes. The p-values are comparable to the non-clustering algorithm in general, with greater 

statistical significance reported when two or three clusters are generated. An improvement is also 

rejiorted when more than sixteen clusters are generated. Between these extremes, the clustering 

method appears to give no significant improvement over the non-clustering Sj)earnian method, and 

the significance levels reported at the extremes are of a lesser degree than those obtained using the 

T FxIN F-based method. We can therefore conclude th a t T F x IN F  is a more eff'ective technique 

than clustering for the inclusion of hypertextual information in a corpus homogeneity measure.

6 .3 .5  T ests based on Java W eb corpora

A limited number of tests were carried out on collections based on the Java Web site. The collec­

tions were obtained using a Web spider program to extract the text and hyperlinks from a start 

page in the site. External links were discarded and the remaining links were used to locate and 

extract further pages. The following two tests were carried out on these corpora;
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F ig u re  6.1: p-values of Category Entropy variable in regression analysis against Spearman rank 
correlation coefficient using clustering method

D ire c to ry  re s tr ic t io n

When generating the corj)ora for this experiment, the links traversed by the Web spider were 

restricted to certain subdirectories of the Java W^b site. Assuming the content of a subdirectory 

is more homogeneous than the content of the parent directory (including the subdirectory), the t 

values for the subdirectory should be lower. In this test, two sets of ten corpora were generated. 

The first set was generated by allowing the spider to extract pages from anywhere in the Java Web 

site (starting at h t tp : / / ja v a .s im .c o m ) and the second set restricted the spider to documents in 

the Java tutorial^ section of the Web site. The assumption therefore was that the corpora based 

on the tutorial Web site would be more homogeneous than those based on the general site. If this 

assumption is correct, the f value should be lower for the Java tutorial corpora than for the general 

corpora, and this is the result that was obtained. Figure 6.2 shows the comparison of the t values, 

for n = 1, with 95% confidence intervals shown.

C o n n e c tiv ity  re s tr ic t io n

In this test, the spider was restricted to following only a proportion of the outgoing links from any 

given document. This required the spider to travel further from the start page in order to collect 

the same amount of documents, thus increasing the average path length between docinnents in 

* h ttp ://ja v a .su n .co m /d o cs /b o o k .s /tu to ria l/
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F ig u re  6.2: Comparison of t for Java anci .lava Tutorial corpora.

the  resuhan t corpus. According to  the  assum ption of relatedness of hyperlinked docum ents, this 

would result in a more lieterogeneous corpus. Web sjDiders following 1(J()%. 50% and 20% of the 

links from any site generated 10 corpora each. The tests were again applied to  the Java Web site. 

The nm nber of links in the resultant corpora were normalisc'd (by random ly trim m ing links from 

highly connected corpora) in order to  retain  a constant level of connectivity across corpora. Figure 

G.3 shows the results of the test, with 95% confidence intervals. As can be seen, the average t 

values were indeed lower for corpora w ith higher link j>roportions, i.e. lower average path  length 

between the docum ents. However, a,s the  link proportion decreases, the variation increases, as the 

effect of random ly choosing certain links over others becomes more prom inent. This is shown by 

the large confidence intervals in the results. As a result, the  outcom e of th is experim ent is not as 

conclusive as others.

6.3 .6  T ests based on Syn th etic  C orpora

In order to  exam ine the  effects of global properties of Web corpora on the  t  vahies and obtain

a gold standard  homogeneity vahie th a t can be com pared w ith the  value calculated by the

test, we have autom atically  generated several corpora. These “synthetic corpora” are hyperlinked

structures param etrised in term s of corpus size, connectivity, number o f topics and  probability o f

topic to topic links over topic-unrelated links.

The corpora were designed to  be an accurate sim ulation of a Web corpus, and  to  th a t end,

the d istribution  of the  in-degrees and out-degrees of tlie docum ents tend to  follow power laws

(Faloutsos et al., 1999; B arabasi and A lbert, 1999).*^ The connectivity of a corpus is therefore

®This is a general rule based on tlie scale-free nature of the Web. but not all Web collections follow it. The same 

tests were carried out using uniform distributions of in and out-degrees with equivalent results. The methodology
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Figure 6.3: Coinparisoii of t for Java corpora collected by traversing different proportions of links.

expressed as two exponents, one for the in-degree and one for the out-degree, as opposed to mean 

vahies. Each document in a corpus therefore contains one or more hnks to other documents, and 

one or more topic. The topics are selected from a finite set, and each docmnent is assigned one or 

more topics with uniform probability. A finite vocabulary of artificial phrases is generated, and a 

2D matrix associates each phrase-topic pair with a miiformly distriliuted jjrobability value. The 

content of a document is then made Tip of phrases randomly chosen, according to Zipf's law,'*' 

from the vocabulary, weighted by the probabilities in the matrix for the topic of that document. 

The generated corpus then has the following properties:

• Each phrase can appear in each docmnent, however, the content of documents tend to be 

related to its topic.

• A phrase can be associated with any number of topics to any degree.

• The homogeneity of the corpus can be controlled by changing the number of topics available 

to the docimients. In this way, the number of topics acts as a gold standard homogeneity 

measure.

The hypothesis to be tested is that, for low values of n, the f value of corpora with one or few 

topics, or high probability of unrelated document linkage, will be lower than the t values of corpora 

that contain more topics, or have lower probability of unrelated document linkage.

This hypothesis predicts two distinct results:

• The number of topics has a positive effect on the value of t.
presented above does not rely on th e  power law d istrib u tio n s of hyperlinks

^^Zipf's law sta te s  roughly th a t  term s in a corpus are d istrib u ted  such th a t a  few words are th e  m ost frequent.

while m ost a re  infrequent.
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• The probability th a t two documents with different topics are linked has a negative effect on 

the value of t.

These two effects are tested and reported separately. Note th a t the first effect follows from the 

intuitive definition of content homogeneity. The second effect can be interpreted as random homo­

geneity. If this probability is high, the link structure of the Web is not related to the content of the 

documents as identified by the terms therein. In other words, the assumption mentioned above 

th a t linked documents are, for the most part, semantically related, is violated. This can occur 

in isolated cases, such as alphabetical or chronological directories of unrelated subjects, and it is 

sensible to consider such webs to be nominally homogeneous, with no topic, as opposed to hetero­

geneous corpora, in which the topics covered by a document are the factors involved in determining 

the documents to which it is linked. In the general case, Web pages are linked to topically-related 

documents, so this is not expected to be a factor. The model allows for such situations, however, 

by controlling the percentage of links tha t are assigned randomly, regardless of topic.

C hoosing Param eters

Connectivity: In- and Out-degree

The literature describing the power law distributions of the Web offer the empirical values of 

the exponents of the in and out-degree distributions shown in Table 6.4 (Faloutsos et al., 1999; 

Barabasi and Albert, 1999; Donato et al., 2004; Litvak et al., 2006; Kogias and Anagnostopoulos, 

2003; Kleinberg et al., 1999; Broder et al., 2000; Bharat et al., 2001; Barabasi et al., 2000; Adamic 

and Huberman, 2002). The chosen values, in Zipf form, were 1 for in-degree and 0.8 for out-degree 

as they were the approximate average of the reported values. The distributions were implemented 

in Zipf form (Adamic) in order to facilitate sampling of the distribution — the Zipf distribution is 

based on frequency rank rather than  frequency itself. The out-degrees of the pages are calculated 

first, initialised by giving the page with the lowest rank exactly one outlink. After the out-degrees 

have been calculated, they are randomly assigned to pages according to the in-degree distribution.

Subnetwork size n

Early results showed th a t differences between the T F  x IDF and T F  x INF„ distributions were 

most evident for values of n  less than  5. The exact value depends on the connectivity of the graph. 

As expected, increasing n  tends to reduce the difference between the T F x ID F  and T F x IN F „  

distributions, and for the vast majority of cases, a significant level of homogeneity was evident 

when n =  1. This allowed us to restrict our later tests to n =  1, avoiding the computational cost 

of calculating T F x IN F „  for higher values of n. This is also in keeping with results in previous 

sections which show th a t T F x IN F  is most effective on context sets defined by a path  length of
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T ab le  6.4: Exponent values for in and out-degree distributions reported in the literature
In-degree

Power Law Zipf
Out-degree

Power Law Zipf
2.1 0.91 - -

2.1 0.91 - -

1.94 - -

2.09 0.92 2.72 0.58

2.1 0.91 2.45 0.68

2.1 0.91 2.45 0.68

1.73 1.37 1.7 1.43
1.8 1.25 1.8 1.25

1.62 1.61 1.67 1.49

2 1 2 1

- - 1.23 .81
- - 2.21 .82
- - 2.35 .74

n =  1.

Corpus size

The tests were carried out on corpora of up to 10,000 documents each. Each document contained 

up to fifty words.

C o m p arin g  t for c o rp o ra  w ith  1 o r 10 to p ics

Figure 6.4 shows the average values (with 95% confidence intervals) of t for 10 corpora of size 

10,000, 5 with 1 topic (homogeneous) and 5 with 10 topics (heterogeneous). The chart shows a 

clear difference between the t  values of homogeneous and heterogeneous corpora for n = 1.

Figure 6.5 shows the effect of changing n. The greatest difference between the homogeneous 

and heterogeneous averages axe at n =  1 and n = 2. As n  increases, the difference between the 

averages drop off, as expected, and at n  =  4 the differences are negligible. These results validate 

the hypothesis above th a t the number of topics has a positive effect on the value of t. Similar 

results were observed for different corpus sizes tha t also validate the hypothesis.

E ffect o f  re la tio n  o f links to  d o c u m e n t co n ten t

The second part of the hypothesis above is th a t t will decrease as the probability th a t unrelated 

documents are linked increases. In order to validate this hypothesis, we conducted an experiment 

to gauge the average difference between t values of pairs of related corpora.
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F ig u r e  6 .5 : E ffec t o f increasing n on t.
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A corpus pair is made up of a corpus A and a corpus B. These corpora contain the same 

documents and vary only by their link structure.

In corpus A, 90% of all links between documents connect documents that share a topic. The 

remaining 10% of the links are generated irrespective of topic; tha t is, every document has an equal 

chance of being the target of a link.

In corpus B, the links are reassigned so tha t the topic of the dociunents are ignored; 100% of 

the links are topic-free, and every document has an equal chance of being the target of the link, in 

every case. The hypothesis is validated by figure 6.6, which charts the average difference between 

the t values of the corpus pairs. Figure 6.6 shows tha t the difference in t values is significant (p <

250 I 
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„150
O  
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1

F ig u re  6.6: Differences between t values caused by link-topic relation.

0.05) for n = 1 ,2  and 3. Again, similar results were observed for other corpus sizes.

R e la tio n sh ip  o f t to  co rp u s  size a n d  c o n n e c tiv ity

The t values were found to be proportional to the corpus size to the power of an exponent

t oc s"

where s is the corpus size. This is a result of the operation employed to calculate the t value and 

was detected both on synthetic corpora and real Web corpora, although the exponent values vary. 

When comparing the homogeneity of corpora of different sizes, therefore, a normalising technique 

should be carried out, such as analysing the slope of the relationship between log t and log corpus 

size (assuming equivalent intercepts).

A weaker linear relationship exists between the connectivity of the graph and log t. These two 

relationships are shown in figure 6.7.
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Figure 6.7: t against corpus size & coiniectivity. Connectivity is displayed as an exponent of the 
Zipf law used to calculate document out-degree

6.3 .7  Sum m ary o f R esu lts

In the absence of explicit homogeneity gold standards for Wei) corpora, we validated our technicjue 

using several different indicators of homogeneity

• A mea.surement of the entropy of manually annotated categories in Wikipedia articles

• The directory structure of the Java W'eb site

• The depth of a document harvester operating on the Java Web site, controlled by the pro­

portion of links followed from any given site

• Direct control of document content using synthetic corpora

We found our measure to accurately identify corpus homogeneity according to each of these indi­

cators.

Existing work on the subject of corpus homogeneity proposed the use of the Spearman rank 

correlation coefficient and CBDF (Chi By Degrees of Freedom) to measure nonlinked corpus homo­

geneity. We compared these measures with our technique using the category entropy measurement 

on W'ikipedia, and evidence was found that our technique was more suitable for Ŵ eb collections 

than both of these measures. Given the reported connection between content homogeneity and 

NLP api^lication accuracy, the relationship between fimctional performance of these applications 

and this measure for homogeneity would be of interest. Future work will involve designing experi­

ments to investigate this relationship.
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6.4 C onclusions

We presented a method for applying TF x INF to the identification of content homogeneity in Web 

corpora. The method uses a probabihty-binning statistic calculation to compare the TF x IDF 

distributions of the overall corpus with distributions of subsets of the corpus defined by topic. The 

link structure of the Web, along with the assumption that connected W'eb documents are likely 

to share a topic, are used to define these subsets, allowing us to define the T F x ID F  values of 

local subsets as their TF x INF values. The technique was tested on two Web corpora as well 

as synthetic corpora. These tests enabled the investigation of alternative extrinsic homogeneity 

criteria: the Wikipedia corpus allowed evaluation against a category membership criterion, the 

•lava corpus covered homogeneity as reflected by organisation of content, and the synthetic cor­

pus allowed detailed study of a number of parameters. The technique was shown to be capable 

of identifying homogeneous or heterogeneous corpora, and favourable results were reported in a 

comparison between tliis technique and existing corpus homogeneity measures tha t do not use 

hyperlink information.
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Chapter 7

H om ogeneous Web Corpus 

Generation

In this section we present initial findings on the use of the Web-based homogeneity measure de­

scribed in the previous section to generate homogeneous corpora from unstructured Web docu­

ments. We describe an iterative procedure tha t filters hyperlinks according to  their impact on the 

homogeneity of the corpus when included. The procedure is tested on the Wikipedia Web site used 

in the previous section, and was found to significantly reduce the heterogeneity of the generated 

corpora, albeit at a substantial cost in terms of computation time.

7.1 Introduction  - Corpus G eneration on the W eb

As described in the previous section, the homogeneity of a corpus is an im portant param eter for a 

large number of natural language processing applications, such as speech recognition and machine 

translation, tha t use corpora as training data. Depending on the apphcation domain, linguists may 

require highly heterogeneous or homogeneous corpora as training data. Paxt-of-speech taggers and 

syntactic parsers, for example, require heterogeneous corpora (Biber, 1993), while domain-specific 

statistical parsing models and language models often require homogeneous training data (Gildea, 

2001; Sekine, 1997; Rose et al., 1997). There is therefore a need for linguists to be able to control 

the homogeneity of a corpus th a t they are using, and, in the case of corpus generation, th a t is 

being generated.

In the past, corpus generation was difficult and expensive, due in part to the lack of easily 

available source material. The Web provides a valuable data  resource for the creation of corpora; 

however, its semi-structured and unsupervised nature means tha t it is often difficult to ensure the 

content homogeneity of the contents of collections obtained from the Web. The Web is too large 

(and new documents are being added too regularly) to allow the comprehensive examination of all
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documents without incurring prohibitive costs.

Another problem associated with the generation of Web corpora is th a t the semantic roles of 

Web links are varied. Hyperlinks have a variety of semantic purposes, including subject specialisa­

tion or generalisation, or direction to more loosely or tightly related topics, as well as direction to 

semantically unrelated pages (such as the “this page is best viewed using Mozilla Firefox” variety 

of link). As a result, links cannot be relied upon to consistently point to related content to a 

constant degree. A supplemental restriction on the types of links traversed would allow greater 

control over the homogeneity of the generated corpora.

A sensible strategy would be to restrict the spreading to a specific URL prefix or domain. For 

example, a corpus containing governmental documents may be obtained by restricting the spread 

to URLs containing the .gov domain suffix. However, the Web is moving towards a paradigm of 

user-driven content and distributed Webs (see www.blogger.com, Wikipedia, MySpace) and Web 

hosts no longer necessarily determine the content of their sites. As a result, the URL directory or 

domain structure is less reliable as an indicator of content. A more robust method would be based 

solely on the content of the links, as opposed to the URL structure.

In the previous section, we provided and evaluated a Web-based homogeneity measure. In this 

chapter, we apply this measure to an autom atic corpus generation system for the Web. This method 

does not use domain names or URL directory structures to choose documents for a corpus, and 

can therefore be applied to any domain or cross-domain resource, regardless of its structure. This 

chapter proposes a method of ranking hyperlinks at any stage in the corpus generation according to 

the degree to  which they will affect the homogeneity of the overall corpus if added. A homogeneous 

corpus can therefore be obtained by adding only those links tha t have the lowest effect.

7.2 M ethod

In this section, we use the t-value measure described in the previous section to calculate the 

homogeneity of several prospective intermediary corpora, each one being the result of adding a 

different prospective link to an existing corpus. Each intermediary corpus is then ranked according 

to the value produced by this metric. The top r  documents are then added to the corpus, and links 

from these documents, if not already present in the corpus or the prospective list, are added to the 

list of prospective documents. This process is repeated until the desired corpus size is attained.

The value of r above controls the finesse of the procedure. A value of r  =  1 will mean th a t 

only the document th a t increases the heterogeneity of the corpus the least will be added at each 

iteration. At lower values of r, the resultant corpus is more likely to include documents tha t are 

further away from the start document, or documents (i.e. the hyperlink path is longer), since there 

may be closer documents tha t have a large effect on the homogeneity of the corpus and are therefore 

never added. The hypothesis tested in this chapter is that, despite this, doing so will result in a
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significantly more homogeneous corpus overall, than if documents are added indiscriminately (i.e. 

using a maximum value for r). The advantage of this must then he weighed against the fact that 

increasing r  will result in fewer iterations of the procedure, greatly speeding up its operation.

To begin the procediu’e, an initial list of prospective documents is required. This is obtained 

by initialising the corpus with a seed of s documents. To ensure a reasonably homogeneous initial 

seed, these documents should be connected in the Web graph.

An initial list of prospective documents from which to begin the procedure can be obtained from 

a single seed document (a-ssmning that this document contains at least one hyperlink), i.e. s == 1. 

However, the values obtained from the homogeneity measure are essentially meaningless when the 

corpus size is small, so the seed size can be increased without a significant loss of performance. 

This reduces slightly the operation time of the procedure. In the tests carried out here, the seed 

size was set to ten.

7.3 V alidation

We test the method described above using the Wikipedia corpus descril)ed in chapter G. The 

objective of the tests was to generate subcorpora from this corpus by spreading from a starting 

document, either by following all links indiscriminately from this start point, until the required 

subcorpus size is obtained, or by ranking links using the method described above. The expected 

results arc that the link ranking method described here will produce lower t-values, on average, 

and therefore more homogeneous corpora, according to the correlation between t-values and the 

category entropy described in the previous chapter.

The corpus generation procedure was carried out by selecting an initial document at random 

from this corpus, and then spreading from this document across the internal links to collect an 

initial seed of ten documents. The links from this seed were then collected and set as the initial 

list of prospective documents to add to the corpus. Because the homogeneity measure is sensitive 

to document size, the document sizes were normalised by considering only the first 80 terms in 

each document when calculating the homogeneity values. Using this method, subcorpora of 500 

documents were created at varying values of r. The purpose of the tests was to discover the degree 

to which varying r  affected the homogeneity of the resultant corpus according to t.

7.4 R esults

Figure 7.1 shows average homogeneity values for corpora generated under varying values of r 

as a proj)ortion of the homogeneity values of corpora generated when all prospective docmnents 

are added to the corpus at each step. When all docmnents are added, no weighting according 

to homogeneity is taken into account, and this is taken to be the benchmark against which the
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F ig u r e  7.1: Average t-values of generated corpora as a proportion of those generated when 
r=100%

m ethod can be compared. Here, the vahie of r for each test is calculated as follows:

r  =  p - \ L \  ( 7 . 1)

where L  is the list of prospective docum ents, and p i.s a proportion value, between 0 and 1. 

Figure 7.1 shows the relationship between p, on the X axis, and the degree to  which the procedure 

reduces t, or the heterogeneity of the resultant corpora (using the same seed), on the Y axis. 

When / • ; = ! ,  the hom ogeneity measure was not used - all docum ents in the prospective hst were 

added at each stage o f the iteration. The tests were carried out on thirteen different seeds, and 

for 12 different values of p  between 0 and 1. T he vertical bars show significance levels w ith  95% 

confidence.

Performing this procedure for any vahie of p <  0.95 gives a significant improvement in homo­

geneity. This suggests that the m ethod is capable of producing homogeneous corpora. As p  gets 

smaller, the amount of docum ents added at each stage is reduced, and the f value decreases, indi­

cating higher homogeneity. However, as shown in figure 7.2, the com putation tim e for each stage 

of the algorithm  also increases at a linear rate at each stage of the iteration. As more docum ents 

are added to the corpus, the list of the prospective docum ents grows, resulting in an increase in 

com putation tim e to  recalculate the hom ogeneity of the corpus for each prospective docum ent. 

This results in a polynom ial relationship between the intended corpus size and the tim e taken to
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generate th a t corpus. Reducing p  produces, on average, more homogeneous corpora, however, the 

confidence intervals shown on the chart are wide, indicating th a t a using a low p  value will not 

necessarily produce a more homogeneous corpus in all cases.

By increasing p  (and therefore increasing r) , the  com putation tim e is reduced. There is therefore 

a trade-off between the acceptable com putation time, and the  control of the  homogeneity of the 

resu ltan t corpus. However, it can be seen from figure 7.1 th a t the  most dram atic  reduction in 

heterogeneity (a drop of roughly 6%) can be achieved by setting  p  to  0.95. This essentially removes 

the  m ost dam aging 5% of links from the  corpora, a t a reasonably low increase in com putation time. 

This may be acceptable for some corpus generation tasks, and is still a significant improvement 

from naive spreading across the Web graph, following all hnks.
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F igu re 7.2: Tim e taken to  add each docum ent to the collection (r  =  1)

7.5 Conclusion

We presented a procedure for the  generation of homogeneous corpora from unstructured  Web 

sites. The m ethod is im restrained by Web flomain information and can therefore be ajiplied to 

any section of the  W'eb and across domains. This is im portan t as the  W^eb develops into a freer 

medium in which users have more control over content.

The procedure ranks prospective next steps in the corpus generation process (i.e. prospective 

docum ents to add a t any stage) with the t-value measure, and adds those docum ents w ith the
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lowest score.

The procedure was tested on the Wikipedia corpus, and it was found to result in homogeneity 

scores up to 20% better than simj^le spreading from a starting position on the Web. However, it is 

a computationally expensive method, with the computation time increasing on a polynomial basis 

as the corpus size is increased. A compromise solution is therefore suggested tha t allows a trade-off 

between homogeneity and com putation time, which may be acceptable for many applications.
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Chapter 8

Conclusions

8.1 Overview

The Web is an invaluable global information resource, unprecedented in term s of scale and acces­

sibility, and unique in terms of its democratic and unrestricted nature. One fundamental aspect of 

the Web that sets it apart from other large-scale information resources is the hypertext medium 

on which it is represented. The hyperlink structure of the Web offers an im portant source of infor­

mation to applications tha t is supplemental to document content. However, initial approaches to 

Web document processing either ignored this information, or used it to tackle a specific practical 

function, such as improving document ranking or Web-space visualisation.

This work interprets hypertext links as providing information about document ‘context’, and 

presents a flexible method for the incorporation of this contextual information in a variety of Web- 

based document processing applications. Contextual information is measured using a variation 

of the T F x ID F  term-weighting measure, T F x IN F  (Term Frequency by Inverse Neighbour Fre­

quency), that calculates the frequency of a term  in a document with respect to the frequency of 

the term in the document’s ‘context set’ -  the set of documents connected to the document by a 

path of hyperlinks up to a given length.

8.2 Sum m ary o f R esu lts

The value of the T F x IN F  measure was evaluated by implementing three Web-based document 

processing applications. The first two applications, autom atic keyphrase extraction and document 

retrieval, used a Bayesian probability model trained on sample data to incorporate T F xIN F . 

The third, a measure of content homogeneity in Web corpora, interprets T F x IN F  as a form of 

TF x IDF localised on subsections of a corpus bound by hyperlinks and therefore likely to be related 

in content. The distributions of T F x IN F  values and T F x ID F  values in the corpus are compared 

using a measure.
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8.2.1 A u to m a tic  K eyphrase E xtraction

A non-Web-based autom atic keyphrase extractor, KEA, was extended by including T F x IN F  as 

a feature in its Naive Bayes classifier. The application was evaluated on four corpora obtained 

from the Web. Documents in these corpora contained annotated keywords tha t were used to train 

and evaluate the classifier. A rise in the number of correctly identified keyphrases was reported 

for all corpora, with a maximum improvement of 89% in the large corpus obtained from the Java 

Web site. This result is obtained when using a context set of path length 1, and using only out- 

links (links from a document to elements of its context set). T F x IN F  KEA was therefore found 

to outperform the state of the art in domain-independent autom atic keyphrase extractors when 

applied to Web data. T F x IN F  KEA was found to perform slightly better when the training set 

and test set were drawn from the same corpus, bu t this domain-dependence did not inhibit its use 

in environments when domain-specific training d ata  was unavailable.

8.2 .2  D ocu m en t R anking

A document ranking post-processor was developed by adapting the probability model generator 

used in TF x INF KEA. A document relevance value (RSV -  Retrieval Status Value) with respect to 

a query was defined as the probability th a t the query terms were keyphrases of the document. The 

resultant ranking algorithm was applied as a post-processor of search engine result lists ordered by 

a selection of different ranking algorithms: T F  x IDF, T F  x IDF including a relevance propagation 

component (see section 2.2), and variations of the PageRank and HITS link-topology-based ranking 

algorithms (see section 2.1). The test sets used in chapter 4 were used here.

The post-processor was found to improve the precision-recall curves of the result lists ranked 

by the link-topology algorithms, showing tha t on local Web document collections (i.e. those with 

no external in- or out-links -  links to or from documents on a different domain), T F x IN F  provides 

information tha t is im portant and different to information about authority th a t is provided by 

these algorithms.

The ability of TF x INF to improve the results lists ordered by T F  x IDF was found to  be de­

pendent on the behaviour of the annotated keyphrases used to evaluate the method. In one corpus 

the keyphrases are too general, and in another, they are too specific to be accurate representations 

of document relevance. In two other corpora, where the keyphrases had a more moderate distri­

bution, TF X INF was able to improve the rankings of the result list to a greater degree than  the 

competing network-based method, Relevance Propagation.

8.2 .3  H om ogeneity

The T F  X INF homogeneity measure was evaluated on a corpus taken from the Wikipedia Web 

site, with manually-annotated category information. This category information was used to obtain
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extrinsic homogeneity values for subsets of the corpus, to which the TF x INF homogeneity measure 

was compared. The correlation between the two measurements was observed to be strong in 

comparison to other non-Web-based homogeneity techniques, and a variant of these techniques 

th a t uses clustering to incorporate Web information.

The method was also evaluated on synthetic corpora with controlled content homogeneity, and 

corpora obtained from the Java Web site. The homogeneity levels of these corpora were controlled 

using the URL directory structure of the site.

A corpus generation algorithm th a t uses the homogeneity measure was also developed and 

evaluated. This algorithm verified the hypothesis tha t corpus heterogeneity roughly increases as 

documents are added to the corpus, and attem pted to  mitigate this increase by selecting new 

linked documents according to  the degree to which including them would change the homogeneity 

of the corpus. Using this method to generate homogeneous corpora was found to increase average 

homogeneity by up to 20%, according to  the T F x  INF-based homogeneity measure, bu t did so at 

an expensive time overhead.

8.3 Discussion

The above results demonstrate the flexibility of TF x INF as a measure of contextual information 

in a variety of document processing applications. Existing work on the use of hyperlinks has been 

focused on particular applications, such as information retrieval or Web visualisation. In this work, 

context is defined externally to these applications and contextual information is represented as a 

term  weighting measure, allowing it to be used in a variety of unrelated applications.

Some works also use a restricted definition of context, weighting neighbours according to their 

similarity to a document or to  a query. This ignores the fact th a t related, but textually dissimilar 

content is nonetheless potentially useful contextual information. This work enables this more 

flexible definition of context by treating T F x  INF as a non-linear measure. In the keyphrase 

extraction and information retrieval chapters, this non-linear measure is interpreted by training a 

probabilistic model tha t estimates term  importance, or document relevance to a query, according 

to T F x  INF values.

Since document out-links are exhaustively defined in a docum ent’s HTML source, they are 

inexpensive to locate and traverse in comparison to in-links. TF x INF was found to require only 

document out-links. Therefore, T F x  INF values for terms in a document can be calculated on 

the fly, without recourse to a large-scale internal representation of the Web’s hyperlink structure, 

unlike HITS and PageRank. The complexity of the calculation of a T F  x INF value (or a probability 

value based on T F x  INF) is therefore constant after the contents of a document and its context 

set have been indexed. The indexing process is linear with respect to the docum ent’s out-degree 

and the size of the document and its neighbours. T F x  INF can therefore be used online (e.g. at
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query-time in an IR situation) with low computational cost. As a result, T F x IN F  technology is 

computationally inexpensive to include in existing IR applications. The low computational cost of 

T F  X INF is vital in Web IR, where the search space is of the order of several billion, and several 

million queries are carried out every day.

Another advantage of T F x IN F  is that, other than the model training stage required by some 

applications, it requires only information tha t is currently readily available on the Web: document 

content and out-links. Some works interpret hyperlinks according to unreliable data  sources, such 

as a hyperlink’s URL directory structure, or m etadata attached to links or documents, or are 

intended to be applied to  a finite document collection (e.g. T F x ID F ). T F x IN F  does not require 

such information, and can therefore be applied to a large range of Web sites and documents without 

user input. Web query languages allow the user to constrain the set of potential search results 

according to the contents of their context sets, bu t often require the user to have explicit knowledge 

of the site structure of the Web environment in which they expect result documents to be located. 

T F  X INF requires no such knowledge, and implicitly includes the contextual information without 

requiring a complex search query formulation. T F  x INF can therefore be applied in the background 

of IR  systems without requiring extra input from the user.

Ongoing work on the Semantic Web (Berners-Lee, 1999) aims to  codify relationships between 

Web documents in a machine-understandable form, in order to allow applications to intelligently 

interpret and act upon Web information. The practical feasibility of this project has been called 

into question, due to problems associated with comprehensive ontology definitions and the scale 

of the Web. Since T F x IN F  represents contextual information on the Web, it may be able to act 

as a bridge from the current system to the Semantic Web by using this contextual information to 

suggest possible semantic relationships between documents.

8.4 Future Work

This work described and evaluated three applications tha t benefit from the incorporation of con­

textual information. These applications provide a rounded impression of the scope of T F  x INF 

by demonstrating its use in the applied fields of information retrieval and document summari­

sation, and the field of corpus linguistics. Extensions to this work include the identification, 

implementation and evaluation of other document processing applications th a t can take advantage 

of contextual information in this way. Another direction for future work is the development of 

an application kit th a t uses and extends the applications described here to improve a Web user’s 

browsing experience.
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8.4.1 Potential A dditional Applications 

T ext C ategorisation  &: C lustering

Automatic text categorisation is the classification of documents into a predefined finite set of 

subjects or categories. A related problem is the unsupervised clustering of similar or related 

documents into undefined groups. The prevalence of content on the Web and the lack of a consistent 

classification scheme gives added importance to these tasks when applied to Web documents. 

Example applications of Web-based text categorisation are:

• Identification of Web Spam or Spamdexing: documents th a t attem pt to  undermine a search 

engine’s ranking system in order to obtain an artificially inflated rank. The identification of 

such documents is an automatic classification task that has great importance for the future 

of Web search engines. Various Spamdexing methods are described in Gyongyi and Gaxcia- 

Molina (2005) and Metaxas and DeStefano (2005) and include text and link-based methods. 

Therefore, to fully solve this problem, a Web-specific classification method is required, tha t 

will take both textual content and hyperlinks into account.

• Automatic clustering of Web log content or news documents: A feature of current trends on 

the Web (often described as Web 2.0) is the re-use, combination and integration of data from 

multiple sources {Mashups). Such re-use is possible due to the separation of presentation and 

content on the Web, using technologies such as XML and RSS. The intention behind these 

methods is to provide an ‘information push’ delivery paradigm, where users are actively 

presented with information that they may be interested in, to complement the ‘information 

pu ir paradigm used in Web search engines. For example, instead of requiring the user to visit 

several news W'eb sites daily, services such as Google News^ combine content from multiple 

sources and present them  to the user on one site, with related stories from different sources 

clustered together, or ranked in terms of their information value. The challenge for such 

services is the inexpensive automatic collection and categorisation of stories. Since news 

stories often contain links to previous stories on the same subject th a t provide the context 

to the story in question, a link-based classification algorithm is suitable for this purpose.

N on-W eb H y p ertex ts

Early hyperlink-based applications were applied to pre-Web hypertexts and hypertext-like struc­

tures induced from document collections with natural links, such as collections of academic articles 

with citation links between them. Other collections of manually-connected texts include e-mail and 

message board threads, in which previous messages are frequently referenced by newer messages. 

In such collections, a definition of context similar to th a t used in this work can be applied, and 

future work will entail the adaptation of these methods to such environments.

'http://news.google.com
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N o n -tex tu a l C ontent

W ith the onset of inexpensive broadband Internet connections, video, sound and image content has 

become much more widespread on the Web. Web sites such as YouTube are examples of the use of 

video as a communications medium th a t is no longer restricted to large media companies. As with 

other information sources on the Web, videos have a context set of other videos made by the same 

author, user-annotated descriptions and m eta-data, textual and video content found in hyperlinks 

from a document displaying the video etc. The interpretation of such content using the TF x INF 

system described here would require a textual transcript of the video content, raising questions 

of successful signal-processing and speech recognition. Also, in a multi-media setting, information 

in the context set will be categorised according to its source (description text, hyperlinked video 

content, hj'perlinked textual content etc.) allowing a potentially more detailed interpretation of 

context to tha t described here, as different information sources may provide different types of 

information about the video. Nevertheless, it is possible th a t a system similar to T F x IN F  may 

have a part to play in the interpretation and indexing of such videos in the future.

H y p ertex t G eneration

Previous works in the field of hypertext generation often employ a strategy of generating hyper­

links between textually similar documents (e.g. Kurland and Lee (2006)). However, this ignores 

the principal advantage of hyperlinks in document collections; that they allow the user to locate 

complementary or related sources of information, th a t may or may not be textually similar to each 

other. The probabilistic model used in the keyphrase extraction and document ranking algorithms 

described above may be used to identify possible candidate documents tha t belong in each other’s 

context sets. The probability of a link existing between two document can be calculated by iden­

tifying the T F  X INF values of terms in the documents and determining whether those values are 

more likely to occur in hyperlinked documents or non-hyperlinked documents.

8.4.2 An A pplication Kit

The applications described in this work can be of practical benefit to Web users, and future 

work will involve the development of an application kit tha t implements these applications. For 

example, many people use browsers (e.g. Mozilla Firefox) for which extension software can be 

easily developed. A Firefox extension based on T F x IN F  may contain the following functionality:

• Hovering the mouse pointer over a hyperlink gives an approximation of its information con­

tent. This information content is calculated by generating a keyphrase list for both  the source 

and destination documents (in the background), and reporting those keyphrases th a t are in 

the destination docum ent’s keyphrase list but not the source document’s. This would give 

information about the contents of the destination document th a t is not shared by the source
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document. Links could also be ranked or colour-coded according to the amount of keyphrases 

th a t the destination document shares with the source document. If the keyphrase lists are 

wildly different, this may be interpreted to  indicate a hyperlink that points to a document 

with little semantic connection to the current one.

• Automatic generation of hyperlinks to dictionary or encyclopaedia pages containing definitions 

of key phrases in the document. A Firefox extension th a t contains this functionality already 

exists^. No extra functionality would be added to this extension, but the existing keyphrase 

extractor (based on heuristics) would be augmented to use TF x INF.

• Web Visualisation: A visualisation of the Web graph could be simplified by clustering doc­

uments th a t share a query term  according to the T F x IN F  value of the term. Documents 

that each contain the query term and form a connected subsection of the graph would each 

have the query term in their context sets, and would therefore have low T F x IN F  values. 

Documents that contain the query term but do not have neighbours th a t contain the term  

would have higher T F  x INF values. Based on a user’s information need, a user may prefer to 

retrieve a document of either type, and visualisation software based on T F  x INF could help 

a user to make such a decision. An alternative to clustering is simply colour-coding graphic 

representations of nodes in the Web graph according to the TF x INF value of a query term 

in that document. A sample colour-coding W'eb visualisation tool has been developed (in 

Java) and is described in appendix C.

• Personalisation of ranking scores: An advantage of using a probability model in a document 

ranking algorithm is tha t the mechanism for ranking of a document is not inherent in the 

system, but is dependent on the distribution of the probability model. This allows the 

personalisation of a search engine by altering the probability distribution to  favour terms 

that have particular T F x IN F  values. This can be carried out automatically by training 

the probability model using relevance feedback. Since the only information required by the 

probability model is its TF x INF score, a client-side ranking algorithm need only store the 

probability model in the form of a set of histograms (or parametric distributions) for each of 

the classes, by default -  relevant and non-relevant. The server-side search engine can then 

return to the client a set of document titles and their T F  x INF scores with respect to a query, 

which are then ordered at client side by consulting the probability model. The model would 

be initialised to be equal to a generic model, following which, if a user adjudges a document 

to be relevant to a query, th a t information is fed back into the probability model. Likewise 

if a user adjudges a document irrelevant, th a t provides the model with negative information. 

In this way, the ranking algorithm will become more accurate in time, and will be capable of 

adapting to users’ specific needs or habits. In addition to  the default classes in the probability

^W ikiproxy: h t t p : / / u s e r s c r i p t s . o rg /s c r ip ts /sh o w /1 6 3 2
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model (relevant and non-relevant) it may be possible to improve search engine accuracy by 

including other scores according to the search habits of the user. For example, the relevance 

of documents to an encyclopaedic query may follow a different probability distribution to the 

relevance of documents to a shopping-based query. In this case, the user could specify at 

query time the type of query th a t they are making, and the probability model would contain 

the extra classes encyclopedia and shopping. Documents that achieve high probability scores 

for the class th a t matches the query would be given a stronger rank. The use of a probability 

model in a retrieval algorithm allows a large amount of personalisation in this way.

• Additional functionality, such as bookmark optimisation, is described in chapter 4.

8.5 C onclusion

In this thesis, the question of contextual information in Web documents is addressed. The principal 

contributions of this work are summarised below:

• A term-weighting scheme is proposed th a t incorporates contextual information from neigh­

bouring Web documents in an unrestrictive form. This scheme is capable of capturing the 

fact tha t a term may be common in a subsection of the Web, or specific to a particular 

document within tha t subsection. The scheme is highly flexible, in that it can be applied 

to a number of Web-based document processing applications, and does not use information 

resources that may be unreliable in Web documents, such as document or link meta-data, 

URL directory structure or hierarchy, or collection-based data.

• A Web-based autom atic keyphrase extractor is implemented based on a probabilistic classifier 

th a t uses this term-weighting scheme, and was capable of identifying a significantly larger 

amount of suitable keyphrases than the non-Web version of the algorithm.

• A framework for the inclusion of contextual information in a IR document ranking algorithm 

was proposed, and was found to provide complementary relevance information to T F x ID F  

and link topology schemes such as PageRank.

• A Web-based content homogeneity measure was introduced. This measure compared Web 

document contextual information to the overall corpus in order to determine the homogeneity 

of the overall collection. The measure was compared with non-Web based homogeneity mea­

sures and was found to  correlate more strongly with the variation of categories in collections 

of encyclopaedia documents.
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A ppendix A

3-point Precision Recall Average 

Test

Chi Square By Degrees of Freedom 

(CBDF)

HITS

In-degree

Information Retrieval (IR) 

KDE

KEA

Naive Bayes classifier

Glossary

A statistical test used to determine the independence of two 

categorical variables.

The test statistic divided by the degrees of freedom (number 

of terms used in the comparison) allowing the direct comparison 

of values calculated using a differing number of terms in a 

subcorpus comparison.

Hyperlink-Induced Topic Search (HITS) is an iterative algorithm 

used to identify authoritative Web pages by analysing the hy­

perlink structure of the Web graph surrounding them.

The in-degree of a W'eb page is number of Web pages with hy­

perlinks th a t connect to it.

The identification of informative documents or passages of text 

in a set of documents.

Kernel Density Estimation is a method for estimating the PDF 

of a random variable by generating a normalised sum of a set 

of normal ‘kernels’ centred around each example in the training 

set.

A Java application based on the Weka machine learning toolkit 

tha t builds a Naive Bayes model using training documents with 

annotated keyphrases and then uses the model to associate prob­

abilities to candidate keyphrases in unseen documents.

A probabilistic classifier based on supervised learning using 

Bayes’ theorem. The classifier assumes th a t feature probabil­

ities are conditionally independent of each other.
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Nearest Neighbour (NN)

NLP

Out-degree

PageRank

Precision

Probability Mass Function (PMF) 

Recall

Relevance Propagation (RP) 

Retrieval Status Value (RSV) 

Scale-free Network

Spearman Rank Correlation Coef­

ficient

The Nearest Neighbour classifier assigns to an unclassified ex­

ample the class of the nearest classified example in a multidi­

mensional space. A variant will assign the average class of n 
nearest classified neighbours.

Natural Language Processing is the study of the automatic gen­

eration and comprehension of natural human language.

The out-degree of a Web page is the number of distinct links on 

th a t Web page.

PageRank is an iterative algorithm th a t identifies prestigious or 

popular pages on the Web by assigning each page a score based 

on the sum of the scores of pages th a t link to it. It is the basis 

for the Google search engine.

In IR, Precision is a measurement of the accuracy of a search 

result set. It is calculated as the number of relevant documents 

divided by the total number of retrieved documents.

A Probability Mass Function is a function tha t assigns a proba­

bility to each possible value of a discrete random variable. It is 

equivalent to a normalised histogram.

In IR, Recall is a measurement of the completeness of a search 

result set. It is calculated as the number of relevant retrieved 

documents divided by the total number of relevant documents. 

Relevance Projjagation is a technique used in hypertext IR in 

which the retrieval status values (RSVs) of documents relative 

to  a query are influenced by the RSVs of neighbouring pages. 

The Retrieval Status Value of a document is a score assigned to 

it based on its relevance to a particular query, as determined by 

some IR algorithm.

A scale-free network is a form of complex network in which the 

degree distribution of the nodes in the network follows a power- 

law. The exponent of the power law remains constant as the 

size of the network changes. This form of network structure is 

evident in many ’real-world’ networks, including the Web.

A non-parametric measure of correlation between two random 

variables based on the rankings of ordered data.
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T F x ID F

T F x IN F

Vector Space Model (VSM)

Zipf law

A term-weighting measure in which the weight of a term is given 

by its normalised frequency in a document divided by the pro­

portion of documents in a set that contains the term. This is 

frequently used in traditional IR applications.

A variation of TF x IDF in which the term frequency is divided 

by the terms frequency in a ’context set’ of connected doc\inients 

in a hypertext, rather than its frequency in an overall document 

set.

The Vector Space Model is an IR model in which docmnents and 

queries are represented as vectors in a nmltidiniensional space 

in which each dimension represents a term in the vocabulary. 

This model can then be used to determine distances between 

documents and queries (in the case of IR) or distances between 

documents (in the case of text classification).

A probability distribution in which the probability of an event 

(e.g. a term in corpus linguistics, or the in-degree of a page in 

a hypertext) is in a power-law relationship with the rank of its 

frequency in an ordered list.
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A ppend ix  B

A pplication Structures

B .l  K ey phrase E xtractor

p u b l ic  KEA. K EA M odelBui lder

Builds a keyplua.se extraction  model from a set of train ing docm nents. G enerates a KEAFilter 

object and passes the tex tual content and keyphrases of each docum ent in a directory to  it. Saves 

the KEAFilter object a.s a Java object file when all docinnents have been pa.ssed.

p u b l ic  a b s t r a c t  KEA. W eb M o d e lB u i ld e r  E xtends: KEAModelBuilder

Generic T F  x IN F KEA model builder. A dapts the KEA model builder to  Web docum ents by in­

corporating hyperlink inform ation in the  docim ient representation passed to  the  KEAFilter object.

p u b l ic  KEA. T F IN F M o d e lB u i ld e r  E xtends: W ebM odelBuilder

C reates a TFINFFil ter  object. G enerates a context set by locating all docum ents connected by 

one out-link to  a  docum ent. Sends the ir contents to  the filter.

p u b l ic  KEA. G e n e ra lT F IN F M B  E xtends: W ebM odelBuilder

C reates a Genera lTFINFFil ter  object. A more general model builder th a t contains a generality 

field th a t  determ ines the  size of the  context set by m axinum i path  length. T he filenames of the 

docum ents in the  context set are sent to  the  filter.
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p u b l ic  KEA. KEAKeyphraseExtractor

A utom atically generates keyplirases for all clocinnents in a directory and com pares them  to anno­

ta ted  keyphrases in the  .key  files. Loads a KEAFilter model from a given filename. Reads each 

docinnent in tiirn  and passes its contents to  the  model. The five most likely keyphrases are then 

retrieved from the model, and ou tpu tted . After all docum ents have been processed, the  average 

nm nber of correct keyphrases are calculated and reported.

p u b l ic  a b s t r a c t  KEA. WebExtractor E xtends: K E A Key phrase E x trac to r

Generic class th a t adap ts  KEAKeyphraseExtractor to  incorporate hyperlink inform ation. Loads 

a model of type WebFilter

p u b l ic  KEA. TFINFExtractor E xtends: W ebE xtrac to r

Front-end keyphrase extraction class for T F x IN F  KEA. Loads a model of type TFINFFilter. 

G enerates a context set by locating all docum ents connected by one ont-link to  a docum ent. Sends 

their contents to  the  filter.

p u b l ic  KEA. GeneralTFINFExt E xt ends: W ebE x trac to r

A more general T F x IN F  keyphrase ex tractor class for T F x IN F  KEA. Loads a model of type 

GeneralTFINFFilter. Contains a generality field th a t determ ines the  size of the context set by 

maxinnm i path  length. The filenames of the  docum ents in the context set are sent to  the filter.

p u b l ic  KEA. KEAFilter E xtends:F ilte r

Contains the DistributionClassifier object th a t calculates the  keyplirase probablilities. This class 

converts a train ing  docum ent into a set of phrases (n-gram s). During the  m odel-building phase, 

these are stored in a dictionary table. Once all docm nents have been converted, the feature 

(T F x ID F  and First Occurrence) values for each phrase are calculated, and the  classifier object 

is built. During the extraction phase, the  feature values of each phrase are calculated and sent 

to  the  classifier. The classifier re tu rns a probability  d istribu tion  for the  classes <keyphrase, non- 

keyphrase>. The ]3hrases are then  ordered according to  the < keyphrase>  probability  value, and 

the  top five are re turned  to  the keyphrase ex tractor.
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p u b lic  a b s t r a c t  KEA. WebFilter E xtends: K E A F ilte r

Includes a T F  x INF feature in the classifier, th a t  is calculated by inheritors of th is class.

public abstract KEA. TFINFFilter Extends: WebFilter

Calculates T F x IN F  as the  ra tio  of T F  to  IN F (context set n =  1). INF is calculated by inspecting 

the contents of the  neighbouring docum ents, sent to  the filter by the TFIN FM odelBuilder or 

T FIN FExtractor  objects.

public abstract KEA. GeneralTFINFFilter Extends: WebFilter

C alculates T F  x IN F as the  ratio  of T F  to  IN F w ith a variable-sized context se t. The filenames of 

the docum ents in the  context set are obtained from the  model builder or ex tracto r classes. The 

contents of these docum ents are then read, and  used to  calculate INF.

B .2 D ocum ent R etrieval

B .2.1  M od N L P  w rapper for th e  B erk eleyD B  - ID X  m odule

public modnlp.idx.database. Dictionary

Serves as an in term ediate between the IR application and the database tables. A dds docum ents 

to the  database and allows the lookup of phrases.

public modnlp.idx.database. Dictionary

Serves as an  in term ediate between the IR  application and the  database tables. Adds docum ents 

to  the  database  and allows the lookup of phrases.

public search.idxWrapper. WebDictionary Extends: Dictionary

A dapts the  Dictionary class for the  Web. includes a  LinkTable object
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public abstract modnlp.idx.database. Table

Encapsulates BerkeleyDB and acts as a tem plate for all tabic classes.

public modnlp.idx.database. CaseTable Extends;Table

Stores a canonical (lowercase) form of a word along with all other forms in which it occurs.

public modnlp.idx.database. FileTable Extends:Table

Stores all files or URIs with an integer ID.

public modnlp.idx.database. WordFileTable Extends:Table

Stores words and the (integer) keys to files in which they occiu'.

public modnlp.idx.database.

WordPositionTable
Extends:Table

Stores words and the positions in which they occur in a document. One table is created for each 

document in the index.

public search.idxWrapper. LinkTable Extends:Table

Stores integer file keys with the keys of files to which they are linked.

B .2 .2  Indexer

Extends

Iinplements:Serializable

Generic class to represent a Web docmiient in the application. Includes a vector of out-links, and 

an optional vector of in-links.

public abstract search,maikelndex. Page
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p u b lic sea rch .in d ex S ea rch . IndexedPage Extends:Page

Specification of the Page class to be used with an index. Stores a value containing the munber of 

phrases in the document for quick reference.

public search.idxWrapper. IDXPage Extends: I ndexed Page

Page class for use with the ModNLP IDX module. Stores the integer file key for quick lookup in 

the database.

public search.makelndex. IndexMaker

Generates an index (stored in a Hashtable) by locating and downloading Web documents from 

a specified start URL. The hyperlinks from an indexed docmnent are added to a Queue and are 

downloaded and indexed in turn  until the index has reached a specified size or the maxinumi depth 

from the starting location has been reached.

public search. mcLkelndex. Extend.srlndexMaker

Threaded IndexMaker

Optimises the basic index maker by generating a sj)ecified number of IndexThread threads that 

process different Web documents in parallel, avoiding some of the time cost of waiting for slow 

Web pages to download.

public search.makelndex. IndexThread Extends:Thread

Reads a document from the top of the queue and downloads it. Sends the document to the 

IndexMaker object for inclusion in the index, and extracts all hyperlinks, for addition to the 

queue.

public search.makelndex. IDXIndexer Extends:Threaded Index Maker

Specification of the ThreadedlndexMaker, incorporating the ModNLP IDX module. Contains a 

WebDictonary object that provides the interface to the Berkeley Database.

public search.maikelndex. IDXIndexerFiles Extends: I DXIndexer
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Creates an index from a set of documents stored as . t x t  and . l in k s  files on a file system.

public abstract search. GenericSearcher 

Provides an interface for a search application on a generic index.

public search.idxWrapper. IDXSearch Extends:GenericSearcher

Implements GenericSearcher. Contains a WebDictonary object tha t provides the interface to the 

Berkeley Database. A SearchModel object provides access to a DistributionClassifier object, that 

generates document retrieval status values (RSVs) according to the TF xIN F values of the cjuery 

terms in the documents. When a cjuery is received, the database is queried, and the results are 

ranked according to their RSVs.

public search. idxWrapper. composite. Extends:!DXSearch

CompositeSearch

Extends IDXSearch to allow re-ranking of document result lists according to a series of ranking 

algorithms, stored as a vector of SearchOrder objects. This class encapsulates a linear composition 

of a number of ranking functions.

public search.indexSearch.keaSearch. SearchModel
interface

Provides an interface for all ranking algorithms based on a DistributionClassifier object. Imple­

mentations of this interface implement the feat.Vals method, generating the required feature values 

for the classifier.

public search.idxWrapper.composite. SearchOrder
interface

This is the standard interface for all ranking algorithm implementations. The interface provides a 

rearrange List method, tha t returns a result list tha t has been reordered according to the ranking 

algorithm.
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p u b l i c  a b s t r a c t  s e a r c h . id x W r a p p e r . com pos ite .

GenericSearchOrder
E xtends

lm plem ents:SearchO rder

Includes a proportion  value (q) and a  reference to  the WebDictionary. W hen docum ents are 

re-ordered, the ir original input score (if present) is combined w ith their score from th is rank­

ing algorithm , according to  a.  All im plem entations of docum ent ranking algorithm s (T F x ID F , 

T F x IN F , RP, PageR ank, HITS) are subclasses of this class.

p u b l i c  s e a r c h . idxW rapper. IDXTrainer Extends:T FIN FM odelB uilder

Subclass of TFIN FM odelBuilder  th a t  produces an IDXFilter model object.

p u b l i c  s e a r c h . idxW rapper.  IDXFilter E xtends:T FIN FFilte r

In ip lenients :SearchM odel

Connects the  docum ent index w ith the  probability  model stored in the  T F x IN F  Distribution- 

Classifier object. This class allow's feature values to  be calculated for a phrase by inspecting the 

W ebDictionary.

B .3 Corpus H om ogeneity

p u b l i c  s e a r c h . id x W ra p p e r .H o m o g e n e i ty .g e n e ra t i o n .  Controller

This class is the  m anager class for the hom ogeneity calculator. It contains a  W ebDictionary  object 

as an interface to  an indexed collection of docum ents, and a PB C alcR untim e object, th a t carries 

out the  hom ogeneity calculation.

p u b l i c  s e a r c h . id x W r a p p e r . Homogeneity. PBCalcRuntim e

C alculates the  t value for a corpus.
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B .4 D escription of Perl Scripts

B .4 .1  fileconverter.p l

This script converts an HTML document into its text and hnk components. Each line in the HTML 

file is processed in tu rn  as follows:

1 If the line is part of a script or style block then it is ignored

2 If the line contains a <meta keyword. . .> tag, then this tag is removed and the keywords 

are stored in a . key file.

3 If the line contains an <a> or < link>  tag, these axe removed, and the h re f  values are added 

to the links file.

4 If the hue contains a < sty le>  or < sc r ip t>  tag then the rest of the line and any subsequent 

data is ignored until closing tags are found.

5 All other tags are removed

6 The remaining text in the line is added to the text file.

B .4 .2 w ik ixm lconverter.p l

This script generates a subcorpus form the Wikipedia XML corpus, by converting XML documents 

into their text and link components. The Perl module XML: : Simple is used to convert an XML 

document into a Perl da ta  structure. XML elements marked “collectionlink” identify links to other 

XML documents in the corpus, and these are added to the document’s . l in k s  file. XML elements 

marked “content” contain text th a t is added to the . t x t  file.

The script is given the name of an XML file in the collection from which to  s ta rt the subcorpus 

generation. If no file is given, a random document from the collection is chosen. Each document 

is processed, followed by all documents it links to, until a subcorpus of a certain size is attained.

B .4 .3 se tsp litter .p l

This script splits a hyperlinked document collection into a test set and a training set using ‘Depen­

dency Splitting’, i.e. no document in the test set may link to one in the training set. A proportion 

value is provided to the script, specifying the size of the test set in relation to the overall corpus. 

The test set is built by iteratively adding to the test set those documents th a t have either no links, 

or just links to other documents in the test set. Once the test set reaches its desired size, or if no 

more documents can be added, the script ends.
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B.5 Stop List

The following list of stop-words is used in th e  KEA keyphrase exraction application:

a abaft aboard about above across

afore aforesaid after again against agin

ago aint albeit all almost alone

along alongside already also although always

am american amid amidst among amongst

an and anent another any anybody

anyone anything are aren’t around as

aslant astride at athwart away b

back bar barring be because been

before behind being below beneath beside

besides best better between betwixt beyond

both but by c can cannot

can’t certain circa close concerning considering

cos could couldn’t couldst d dare

dared daren’t dares daring despite did

didn’t different directly do does doesn’t

doing done don’t dost doth down

during durst e each early either

em english enough ere even ever

every everybody everyone everything except excepting

f failing far few first five

following for four from g gonna

gotta h had hadn’t hard has

hasn’t hast hath have haven’t having

he he’d he’ll her here here’s

hers herself he’s high him himself

his home how howbeit however how’s

i id if ill i’m immediately

im portant in inside instantly into is

isn’t it i t’ll i t’s its itself

i’ve j just k 1 large

last later least left less lest

let’s like likewise little living long

m many may m ayn’t me mid
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midst might m ightn’t

most much must

n near ’neath

needn’t needs neither

next nigh nigher

no-one nobody none

notwithstanding now 0

often on once

onto open or

oughtn’t our ours

over own P

perhaps plus possible

providing public q

rather re real

round s same

second several shall

shed shell she’s

since six small

someone something sometimes

such summat supposing

that th a t’d th a t’ll

their theirs their’s

there there’s these

they’re they’ve thine

thou though three

thru thyself till

too touching toward

’tween ’twere ’twill

u under underneath

unto up upon

V versus very

w wanna wanting

we we’d well

we’ve what whatever

whencesoever whenever when’s

which whichever whichsoever

who’d whoever whole

mme mmus more

m ustn’t my myself

need needed needing

never nevertheless new

nighest nisi no

nor not nothing

o’er of off

one oneself only

other otherwise ought

ourselves out outside

past pending per

present probably provided

qua quite r

really respecting right

sans save saving

shalt shan’t she

short should shouldn’t

so some somebody

soon special still

sure t than

th a t’s the thee

them themselves then

they they’d they’ll

this tho those

th ro ’ through throughout

to today together

towards true ’twas

’twixt two ’twould

unless unlike until

us used usually

via vice vis-a-vis

was wasn’t way

were weren’t wert

w hat’ll w hat’s when

whereas where’s whether

while whilst who

who’ll whom whore
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who’s whose whoso whosoever will with

within without wont would wouldn’t wouldst

X y ye yet you you’d

you’ll your you’re yours yourself yourselves

you’ve z
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A ppendix C

A pplication Descriptions

C .l W eb V isualisation  

C .1.1  A p p lica tion  Sum m ary

The Web Visualisation program is a Java-based tool designed to aid analysis of a localised section 

of the Web. Using this program, the context set of a document can be identified and analysed. 

The program can also be included in the graphical interface of a Web search engine, in order to 

provide the user with an idea of their whereabouts within the Web.

C .1.2  D eta iled  D escrip tion

The Visualisation tool is a graphical Java interface, developed with the Swing graphical framework. 

The tool uses the JUNG^ graph display module to present sections of a Web hypertext as a directed 

graph to the user. A hypertext is presented as a graph as follows:

•  The documents become graph nodes,

• The hyperhnks (<a> or < link>  tags in the HTML) become directed edges between nodes.

In the current version of the program, the graph edges are unweighted. In other words, the edges 

are all of equal strength, and their lengths in the display are determined only by the layout function.

The conversion of a section of hypertext to a directed graph uses a Perl module to generate a 

GraphML file from a directory structure. GraphML is a XML-based language th a t defines a graph 

using node tags to define the nodes in the graph and edge tags, with source and target attributes, 

to define edges between the nodes. The nodes contain id  attributes tha t are referenced by the 

edge source and target attributes.

The directory structure contains a local copy of an online Web hypertext. The documents in 

the hypertext are downloaded using a Web indexer tool developed as part of the project. Each

^ j u n g . s o u r c e f o r g e . com
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HTML file is converted to a text file and links file by a Perl module (see appendix B). The Text file 

contains the unformatted textual information contained in the HTML document, and the Links file 

contains a list of all the hyperlinks contained within the document. These are used to determine 

the edges between the documents.

The Visualisation tool then reads the GraphML file, and generates a JUNG graph object from 

it. The graph object is not displayed (it would usually be too large to display effectively as a 

whole), but stored in memory, and subgraphs are extracted and displayed based on user requests.

C .1.3  D isp lay  o f  Subgraphs

A user can request a subgraph in the following two ways:

• A list of the document nodes is displayed on the right hand side of the current version of the 

Visualisation tool. If the user selects one or more of these document nodes from the list, a 

subgraph centred on these nodes is displayed in the display pane.

• The Visualisation tool contains a search field tha t allows the user to enter a query (in the form 

of a word or phrase) and receive a list of the documents tha t contain the query. Elements

from this list can then be selected as with the list above.

C .1.4  Searching

Currently the search functionality included in the Visualisation tool is primitive, and is designed 

only to provide quick access to content-specific subgraphs, i.e. subgraphs centred on documents 

th a t contain specific keywords. The term to search for is entered into the text field, and the 

program finds every document tha t contains the term, and lists them in the second box on the 

right.

The Use Keyphrases checkbox, when selected, tells the visualisation tool to search the keyphrase 

files (files th a t contain keyphrases or keywords for each document), rather than the document text, 

when searching for occurrences of a term. This will usually give more accurate, but sparser search 

results. This can only be used when the Web contains annotated keyphrases (such as in the 

<meta keywords> HTML tags) or in conjunction with an automatic keyphrase extractor.

C .1.5  T h e  N atu re  o f th e  D isplayed Subgraphs

The Visualisation tool includes fields that change the parameters of the subgraphs presented in 

the display pane.

The depth field allows the user to choose the number of nodes to display in the subgraph by 

giving the maximum path length from the selected document to its neighbours. For example, a 

subgraph of depth 3 will contain all nodes tha t can be reached from the selected document node
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by Tip to three hyperhnks. A typical depth value is 1 or 2, depending on the connectivity (roughly 

equivalent to the hyperlink density) of the graph.

The Visualisation tool also includes an interlinked checkbox. When checked, the tool will 

display all the edges between nodes in the subgraph. When unchecked, only edges th a t form part 

of a path to the central node are included, and the paths nmst have length less than or equal to 

the designated depth. For example, if the designated depth is 2, and an edge exists between two 

nodes that are both minimum two hyperlinks away from the central node, then tha t edge would 

not be displayed, as it would be part of a path of length 3. If the designated depth is 1, only edges 

attached to the central node would be displayed. This functionality allows the user to have a clear 

view of the Web in relation to the selected node.

C .1 .6  N o d e  C olour C oding

One of the features of the visualisation tool is the ability to assign colours to the document nodes, 

relative to a search query, according to their contents and contexts. A low score is given a blue 

colour, and a higher score is given a red colour. Documents which don't contain the search term 

are coloured grey.

By default, the tool allows two coding schemes:

• Term Frequency (TF): ^^’hen the "Colour by SR" checkbox is unselected, the nodes are 

coloured simply according to the number of occurrences of the search term in the document. 

TF is measured on a logarithmic scale, so the log value of the term frequency is used to 

assign a colour to  the node. The minimum score is log(l), and the maximum is determined 

when a search query is processed.

• T F xIN F : T F x IN F  measures the ratio of the frequency of the search term in the document 

and the frequency of the term in the document’s context set (its neighbouring docmiients). 

For the purposes of T F x IN F , only out edges (hyperlinks from the document to  neighbours) 

are used to calculate the ratio. T F x IN F  is also measured on a logarithmic scale, so the log 

value of the ratio is taken to assign a colour. The mininmm ratio value is currently set at 

1/10. but it can be lower. Nodes with a lower T F x IN F  are coloured black. The maximum, 

as above, is determined when the query is entered.

C .1 .7  M odules  

JU N G

JUNG is a Java-based graph visualisation and layout tool tha t can load GraphML files. For more 

information, see: http://jung.sourceforge.net/
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fileconverter.p l

The fileConverter Perl script carries out the conversion from HTML page to text and link files. If 

the page contains a <meta keyw ord .. .> tag in its head then a .key file will be generated to store 

a list of the annotated keywords it contains.

keaT oG raphM L R ecursiveD irectories.p l

This module analyses a directory structure on the file system and generates a GraphML file tha t 

describes the downloaded section of the Web in the form of a graph of document nodes with 

hyperlink edges between them.

C.1.8 Future Work

The visualisation tool is currently in prototype stage, and can be improved and augmented in a 

number of ways;

•  Allow a user to  open a page simply by clicking on the node in the graph.

•  Allow weighting of edges, i.e. certain edges will be stronger or weaker according to crite­

ria such as a variation of TF x INF or non-content-specific criteria such as URL similarity. 

Currently, the edge lengths are determined only by the JUNG layout manager.

• Change the way in which JUNG sets the layout of graph. Currently JUNG is set to use an 

iterative system to spread the graph to the outer reaches of the space. Other techniques can 

be used to allow the user to easily see any hierarchy within the Web, for example.

•  Attach the tool to a search engine to create and rank the result set. The tool could be a useful 

addition to a search engine, and the use of a search engine would be an ideal replacement for 

the currently primitive inbuilt search functionality in the tool.

• Create a dynamic version of the tool tha t can be included in a Web browser, and performs 

analysis of the user’s current position in the Web on the fly, in the background, to give the 

user a clue about the content of nearby documents.

C.1.9 Conclusion

This report describes a prototype Web visualisation tool th a t uses JUNG graph display software 

to present a section of the World Wide Web as a graph of document nodes and hypertext edges. 

Nodes containing specific terms can be retrieved using a primitive search tool, and nodes can also 

be colour-coded according to content and context-related measurements. Context is defined as 

the content of neighbouring documents in the Web, where document neighbours are defined as 

documents connected to a document by hyperlinks. The tool is intended to be included as part of
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a search engine or as a Web browser add-on to give a visual idea of the content of nearby documents 

in the Web.

C.2 Threaded M odN L P  Indexer  

C.2.1 Purpose o f A pplication

The ModNLP Web Indexer harvests HTML documents from a localised subset of the World Wide 

Web and stores their contents in an index for future reference or analysis. The indexer was designed 

to be used in conjunction with a search engine so the following functionality is included:

• Web documents, once processed, need not be kept on the server, if disk space is scarce.

• Hyperlinks in the documents are retained and stored by the indexer.

• Word positions are stored in the index, as these are required to allow the search engine to 

provide contextual information for each search result.

• The search engine is cross-platform compatible, so the indexer is also required to be cross­

platform compatible, and is programmed using Java and Perl.

C .2.2 D escription of A pplication

The ModNLP Indexer is a multi-threaded, top-down Web harvester and indexer. The default 

parameters for the program axe a start page, the maximum path length from the root to documents 

to be indexed (the depth) and the number of concurrent threads.

Each thread is a form of spider agent tha t downloads a page from the Web, extracts the links 

from th a t page and adds the links to the queue of pages to download.

The majority of the time cost of the application is taken up with downloading the required 

document from the Web. The speed of this operation is often limited by the speed of the Web 

server th a t hosts the document, as opposed to  the bandwidth available to the indexer, so increasing 

the number of threads running concurrently allows multiple document requests to be carried out 

at the same time, thus reducing this time cost.

C .2.3 A pplication O peration

The actions of each spider can be summarised into three distinct steps:

1 Downloading

The page is downloaded to tem porary storage by an external Java component (LinkGetter).

2 Conversion

The downloaded version of the page is split into text and link files by a Perl program. The
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text file contains the textual content of the HTML page (all markup information and links 

are removed). The links file contains a list of the targets of all the href links (contained in 

< link>  and <a> tags) contained in the document.

3 Processing and Indexing

The text file is tokenised (converted to a list of phrases and words), and the information 

is added to the index. The link files used to add new pages to the queue of pages to be 

processed, and are stored in an internal copy of the Web structure, so tha t they can be 

added to the index during the post-processing stage. Finally, the page URL is stored in a 

list of processed pages, to ensure th a t it is not passed over again by a different spider, or the 

same one following a loop.

C .2.4 A pplication term ination and post-processing

The Web spiders will term inate when all the documents up to the desired depth from the start page 

have been added to the index. The final step is to add the link structure, stored in the internal 

copy of the Web, to the index. This is required in order to obtain the contextual information 

required by the model builder and the search engine.

C.2.5 A pplication Versions

There are two versions of the ModNLP Indexer, the Web-based version and the command-line 

version.

V ersion 1: C om m and Line

The command-line version of the application is in the form of a collection of Jar files and Perl and 

Shell scripts. The advantage of the command-line version is that it is easier to install than the 

Web version, and it has fewer system requirements. However, this version of the program can only 

be operated and supervised locally, i.e. by one user logged in to one machine, as opposed to the 

distributed Web version. Another disadvantage of the command-line version is th a t it currently 

has no user interface associated with it, so threads cannot be added or removed, and the user 

cannot easily supervise the operation of the indexer.

V ersion 2: W eb-based Version

The Web version uses J2EE servlet technology to allow the user to remotely run and supervise 

the indexer. This version of the indexer is packaged as a WAR file, separate Jar files and Perl and 

Shell scripts. After installation on the Web server, the indexer can be initialised and run remotely 

from any machine. This is helpful in the context of the search engine experiment, as the training 

system and the search systems are also accessible from any machine. The Web version contains a
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simple user interface, operated from a Web browser, so it is easier to use than the command-line 

version.

C .2.6 Com ponents

• linkgetter.jar

The LinkGetter Jar is an independent module tha t downloads a Web page and stores it in 

a specified location. Only the HTML text of a Web page is downloaded. Embedded images 

or other media are not considered . The LinkGetter module is compatible with h ttp  proxy 

servers and any proxy information, including authentication information is stored in XML 

form in paxams. tx t .

• fileConverter.pl

The fileConverter Perl script carries out the conversion from HTML page to text and link 

files described in step b above. If the page contains a <meta keyword. . .> tag in its head 

then a .key file will be generated to store a list of the annotated keywords it contains.

• search, war

This is the Web archive tha t contains the servlets for the indexer (as well as those for the 

search engine), and includes the Jars below.

• srsearch.jar

This is the main Jar for the program tha t contains the indexer classes themselves.

• configHandler.jar

This Jar contains utility classes for use with XML configuration files.

• je.jar, idx.jar, gnu-regexp-LL4.jar

These Jars contain classes th a t make up the ModNLP index application. The ModNLP 

index is an adaptation of the Berkeley Database for use with natural language processing 

applications.

C .2.7 Installation &: Use 

W eb A pplication

1 Extract the zip file in the root directory of the servlet application.

2 Open config.xml in a text editor and edit the following:

• Proxy information

• Search and feedback URLs (change hostname and port number)

3 Deploy the WAR file on the web server.
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4 Go t o /search/IDXIndexMaker?report

5 Call the following commands on the UI;

• Create (creates the index object)

• Depth (sets the depth param eter of the indexer)

• Domain (sets the domain of the indexer. Spiders can index pages th a t have URLs 

beginning with this domain)

• Index (gives the start page of the indexer and starts the first spider)

6 Add more threads. (This will speed up the indexing process)

C om m and-line

1 Extract the zip file

2 Open config.xml in a text editor and edit the following:

(a) Proxy information

(b) Search and feedback URLs (change hostname and port number)

3 Call the command:

Java - c la s s p a t h  l i b / i d x . j a r :l i b / j e . ja r /g n u -r e g e x p -1 . 1 . 4 . ja r  s r s e a r c h . j a r  < staxt>  

<depth> -n  <numThreads> - v  < v erb o s ity  l e v e l  0-4> -1  f i l e l i s t . t x t

C .2.8 S ystem  R equirem ents

G eneral

• Java vl.4.2

• Perl vS.8.8

• 256mb RAM

C .2.9 W eb V ersion

• J2EE enabled server, e.g. Tomcat 4

C .2.10 C urrent L im itations & Future W ork

• MIME types from H TTP headers are not yet read by the indexer. The indexer therefore 

attem pts to download all files regardless of their file type, other than explicitly hard-coded 

exclusions determined by Windows file extensions. Analysis of the H TTP headers would 

prevent the indexer from attem pting to analyse unsuitable files.
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• The cut-ofF criterion for the indexer is depth only at the moment. Depending on the con­

nectivity and density of the web being analysed, this can give an unpredictable number of 

pages to be indexed, which results in the indexing procedure taking an unpredictable amount 

of disk space and time. An alternative would be to set a limit on the maximum number of 

pages or dictionary size in megabytes.

• There is no security protection on web user interface. This would be required if the indexer 

were to be made widely available in its current form.

• The LinkGetter module is currently not compatible with the secure HTTP protocol. There­

fore the indexer cannot process any URLs with the h t t p s : prefix.

C .2.11 W orkflow

In itia lisation

1 The following settings are initialised from the config.xml file.

(a) Proxy information

(b) File to  store the list of indexed pages

2 The IDX Dictionary object is created.

3 A Queue object to contain the list of pages to be indexed, is initialised. This is a first-in,

first-out queue, with newly found pages added to the end of the queue (breadth-first search).

4 A Vector object is created to contain the list of indexed pages.

5 The first spider is created to index the start page.

Indexing Spider

Each spider thread follows the following control flow
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Algorithm C.l: Indexing
1 Index :
2 loop
3 if the spider has received an instruction to stop
4 tell the indexer that the spider has stopped
5 exit loop
6 else pick the next page from the queue
7 if this is equal to the first of a series of pages that were
8 skipped for being over the maximum depth
9 tell the indexer that the spider has stopped
10 exit loop
11 else if the page has already been indexed
12 ignore this page
13 else if the page exceeds the maximum depth
14 if the last page did not exceed the maximum depth
15 set the current page as the first in a series of skipped pages
16 add this page to the end of the queue
17 else
18 download the page
19 split it into its text and link components
20 add the textual component to the index
21 for each line in the links file loop
22 create a new page object from the URL
23 add a reference to the new page in the link vector of
24 the initial page
25 if the new page is already in the queue , or in the vector of
26 indexed pages
27 if the depth of the page in the queue is greater than the
28 new depth , which is the current depth of the spider + 1
29 reduce its depth
30 recursively carry out 28 and 29 for each of
31 the links of this page, with the new depth incremented
32 by one each time
33 else , add the page to the queue , with a depth of the current
34 depth of the spider + 1
35 end
36 end

Algorithm C.2: Termination
1 On termination:
2 The queue of non-indexed pages is serialised and saved to disk
3 A list of indexed pages is saved as a text file,
4 The links between documents (stored in the link
5 vectors of a page object)
6 are stored in the links database ,
7 The databases are closed, all data in memory is flushed to disk
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A ppendix D

Corpus Analyses

D .l  C om parison o f D ocum ent Size to  T F x IN F  K EA  effec­

tiveness

In this section, the effectiveness of the simple TF x INF formula:

t fT F x IN F  =
n f

is investigated in relation to the size of the documents it affects. Table D .l shows the mean and 

standard deviation values of log document sizes (in bytes) grouped according to whether TF x INF 

KEA returns a greater or smaller number of correct keyphrases than standard KEA for each 

document^. An analysis of variance was carried out on these data in order to decide whether the 

differences in the means are statistically significant, and the results Eire shown in table D.2. For 

two out of the four corpora (NolO and BigJava), the means were found to be statistically different. 

This is consistent with the confidence intervals of each mean shown in figure D .l. In the other 

two corpora (Small Java and Oireachtas) the means are not significantly different, allowing us 

to conclude th a t while there is some evidence that T F x IN F  performs slightly better on smaller 

documents, this effect is not consistent. Normalising the TF component of TF x INF by dividing 

by document length (in phrases) results in poorer KEA scores as demonstrated by figure D.2. The 

effect of document size on TF x INF is therefore ignored in this analyis.

D .2 C om parison o f link frequency to  T F x IN F  K EA  effec­

tiveness

In this section, the relationship between T F x IN F  KEA scores and link frequency is discussed. 

The link frequency measure used here is the reciprocal of Link Density (Almind and Ingwersen, 

'50% sample taken from each corpus and used as test set. The remaining 50% is used to train the KEA model
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T able  D .l :  Meanis (and standard deviations) of log (base 10) document sizes in each corpus, 
grouped according to the effect tha t T F x lN F  has on keyphrase extraction of the document. +: 
T F x IN F  KEA returns more correct keyphrases than standard KEA. —: T F x lN F  KEA returns 
fewer correct keyphrases than standard KEA.

Corpus T F x lN F  effect mean (sd) count

All 3.887738 (0.3485326) 126
Small Java -1- 3.898032 (0.3547606) 37

- 3.996027 (0.4062680) 12
All 3.663664 (0.2758740) 166

NolO -h 3.545242 (0.2906066) 39
3.761992 (0.1778436) 15

\i 3.623494 (0.3658239) 452
Oireachtas -1- 3.610348 (0.2601024) 92

- 3.715244 (0.3016441) 35
All 3.811893 (0.3901865) 871

Big Java -1- 3.665901 (0.2850054) 358
- 4.016178 (0.4329574) 25

T able  D .2: One-way ANOVA of docinnent size against T F x l N F  KEA effect (statistical signifi­
cance denoted by *)

Source DF SS MS F P

Small Java
Treatment 0.128504075 2 0.064252037 0.513282492 0.599441542
Error 21.53073716 172 0.125178704
Total 21.65924124 174

NolO
Treatment 0.647031562 2 0.323515781 4.330962845 *0.014310561
Error 16.20954207 217 0.074698351
Total 16.85657363 219

Oireachtas
Treatment 0.284160957 2 0.142080479 1.144314162 0.319224769
Error 66.05425074 572 0.124162125
Total 66.3384117 578

Big Java
Treatment 6.90013742 2 3.45006871 26.00792016 *8.57853E-12
Error 165.9508307 1251 0.132654541
Total 172.8509682 1253
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1997), and is defined as the number of out-Iinks a document contains, divided by its size. Figures 

D .3-D .14 show the hnk frequencies of each of the corpora used in the KEA experiments, grouped 

as in section D .l.

The data are not normally distributed, but a notable difference can be seen between the vari­

ances of the "positive” charts and the smaller variances of the “negative” charts. This suggests that 

the performance improvement due to TF x INF is most evident at times when the link frequency 

deviates from the mean. In particular, when the hnk frequencies are high, T F  x INF is, pre­

dictably, more likely to find correct keyphrases. However, at low link frequencies in the Small Java 

and Oireachtas corpora, TF x INF also performs well. TF x INF is therefore effective in keyphrase 

extraction even when a small innnber of links are available.
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F ig u re  D.3: Small Java [all]: Histogram of link frequencies of all documents
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F ig u re  D.4: Small Java [positive]: Histogram of link frequencies of documents for which TF x INF 
KEA finds more correct keyphrases than standard KEA
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F ig u re  D.5: Small Java [negative]: Histogram of link frequencies of documents for which TF x INF 
KEA finds fewer correct keyphrases than standard KEA
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F ig u re  D.6: NolO [all]: Histogram of link frequencies of all documents
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F ig u re  D .7; NolO [positive]: Histogram of link frequencies of documents for which T F x IN F  KEA 
finds more correct keyphrases than standard KEA

F ig u re  D .8: NolO [negative]: Histogram of link frequencies of documents for which T F x IN F  
KEA finds fewer correct keyphrases than standard KEA
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F ig u re  D . l l :  Oireachtas [negative]: Histogram of link frequencies of ciocmnents for which 
T F x IN F  KEA finds fewer correct keyphrases than standard KEA

F ig u re  D .12: Big Java [all]: Histogram of link frequencies of all documents



F ig u re  D.13: Big Java [positive]: Histogram of link frequencies of documents for which TF xIN F 
KEA finds more correct keyphrases than standard KEA

F ig u re  D.14: Big Java [negative]: Histogram of link frequencies of documents for which T F x IN F  
KEA finds fewer correct keyphrases than standard KEA
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