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Abstract 

Anti-Neutrophil Cytoplasmic Autoantibody (ANCA)-Associated Vasculitis (AAV) is a 

group of systemic autoimmune disorders characterised by severe inflammation of the 

small blood vessels. Unusually for an autoimmune disease, AAV primarily affects older 

individuals, however the reasons behind this later-in-life development remains unknown. 

Although chronological age is widely accepted as an important factor in AAV 

development, biological ageing, a concept defined by ageing-specific cellular and 

molecular biomarkers as opposed to chronological time, has received little attention in 

this disease. With various measurement techniques now available, biological age has been 

shown to correlate closely with both lifespan and health span, making it an interesting 

approach for the risk assessment of age-associated diseases. Despite biological age 

measures being a superior method of capturing how the ageing body can lead to disease, 

biological age has not been assessed in AAV.  

 

Accelerated ageing, which can be determined using these measures of biological age, is 

often associated with a chronic, low-grade inflammation, a process known as 

“inflammageing”. A key early step in AAV development is the reaction of autoantibodies, 

known as ANCAs, with innate immune cells leading to their activation and subsequent 

inflammatory response. The effect that age has on these cells in the context of AAV 

remains unclear.  

 

Additionally, recent evidence indirectly links AAV pathology and type I interferon (IFN) 

proteins, a family of innate immune cytokines. The inflammation seen in certain 

autoimmune conditions, termed type I interferonopathies, is largely due to an 

overproduction of these type I IFNs and their responses. Our lab has also noted a 

dysregulation of type I IFN regulated genes with age, possibly indicating a role for these 

cytokines in the process of inflammageing. However, to our knowledge this protein 

family are yet to be comprehensively assessed in AAV.  

 

Therefore, during this PhD project we aimed to investigate the relationship between 

ageing and AAV activity. Our work has demonstrated that AAV patients experience age 

acceleration compared to healthy controls, using a DNA-methylation (DNAm) based 

measure of biological age. We have shown that chronological ageing can affect certain 
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immune functions specific to particular immune cell types in response to ANCA 

stimulation. Finally, we demonstrated that type I IFN signalling is not systemically 

dysregulated in AAV and therefore AAV should not be considered a type I 

interferonopathy. Overall, our work indicates important roles for the biological 

mechanisms associated with ageing in the pathogenesis of AAV. 
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Lay Abstract 

Anti-neutrophil cytoplasmic autoantibody (ANCA)-associated vasculitis, or AAV, is an 

autoimmune disease that causes severe damage to the small blood vessels and nearby 

organs. Although rare, AAV is a serious disorder that if left untreated can result in organ 

failure and subsequent death. AAV predominantly affects older individuals, however the 

reasons behind this later-in-life development remains unknown. Although chronological 

age, a measure of time, is widely accepted as an important factor in AAV development, 

biological ageing, a measure of biological changes, has remained unstudied in this disease. 

Various scientific techniques are now available that measure biological ageing and these 

measurements have proven to be excellent predictors of lifespan and individual risk of 

disease development.  

 

Accelerated ageing, which can be determined using measurements of biological age, is 

often associated with poor health outcomes possibly due to the influence that age can 

have on various aspects of the immune system. The effects that age has on the function 

of key immune cells known to be involved in AAV development remains unclear.  

 

Type I interferons are a family of proteins with several immune functions. When these 

proteins become over-produced, they are known to cause certain autoimmune conditions 

named type I interferonopathies. These proteins are also known to become dysregulated 

with age, however, whether these proteins are overexpressed in AAV is unknown.  

 

Therefore, we aimed to study the relationship between ageing and AAV activity. We have 

shown that biological ageing is accelerated in AAV patients. We have also noted that some 

immune responses are altered with age in response to stimulation with important triggers 

of AAV activity. Finally, we have demonstrated that type I IFN immune responses are not 

dysregulated in AAV patients and so AAV should not be classified as a type I 

interferonopathy. Together, this body of research reveals a role for the biological effects 

of ageing in AAV
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1 Introduction 
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1.1 Ageing 
 
Ageing can be defined as a progressive accumulation of physical, psychological and 

social changes over time eventually leading to impaired physical and cognitive function 

and an increased risk of death [1]. It is the biggest risk factor for the most prominent 

diseases in the world today including neurodegenerative disorders [2], cardiovascular 

disease [3, 4] and cancer [5] and so, with an ever-ageing population, gerontological 

research has received much interest in the scientific and medical community. A major 

focus of such research has been to identify cellular and molecular changes that occur with 

age in an attempt to better understand age as a risk factor for disease and to develop means 

of prolonging the average health span [6, 7]. With this in mind, a number of hallmarks 

have been described that characterise the cellular processes associated with ageing. These 

include genomic instability, epigenetic alterations, loss of proteostasis, deregulated 

nutrient-sensing, mitochondrial dysfunction, cellular senescence, stem cell exhaustion, 

altered intercellular communication, chronic inflammation, dysbiosis and disabled 

macroautophagy [1, 8]. This cellular and molecular approach to ageing is often referred 

to as “biological ageing” (Figure1.1.1). These hallmarks are associated with changes to 

all bodily systems and, importantly, biological ageing has been shown to correlate 

strongly with both lifespan and health span, representing a superior approach of disease 

risk assessment when compared to chronological time [7, 9-11]. Numerous methods have 

been described that measure the biological age of a sample, each of which have their own 

advantages and disadvantages, the most accurate predictors of biological age to date are 

thought to be epigenetic clocks [10, 12, 13].  
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Figure 1.1.1: 

 

 

Figure 1.1.1The Hallmarks of Ageing  

Biological hallmarks of ageing as outlined by Lopez-Otin et al. and the current techniques and 

tools utilised to measure biological ageing that are based off of these hallmarks [1, 8, 14]. 
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1.2 Epigenetics and Epigenetic Clocks as tools for quantifying 

biological ageing  

 

1.2.1 Epigenetics 

As mentioned above, genetic and epigenetic regulation are key components of ageing, 

particularly biological ageing. Deoxyribonucleic acid (DNA) refers to the genetic code 

found within every cell of an organism. Despite all cells containing the same sequence of 

DNA, each cell is capable of differentially expressing genes within this sequence, 

allowing for various functions and phenotypes to arise and this differential gene 

expression is regulated by epigenetic modifications [15, 16]. Epigenetics describes a 

change in the transcriptional output of the genetic code without changing the DNA 

sequence itself and importantly, these changes are thought to be both hereditable and 

reversible. Various mechanisms of epigenetic modifications have been described to date. 

These include DNA methylation, histone modification and epigenetic alterations 

regulated by various non-coding ribonucleic acids (RNAs) [17, 18]. These modifications 

begin at development where each cell eventually acquires a generally stable epigenetic 

pattern that regulates their transcription allowing for cellular differentiation and the 

formation of specific cell types and functions [19]. Environmental factors such as 

nutrition [20], smoking [21], and alcohol consumption [22] have been shown to greatly 

impact epigenetic signatures and, unsurprisingly, these epigenetic modifications are 

known to accumulate with age [1]. Interestingly, certain epigenetic modifications that 

occur in response to environmental influences, particularly early on in life, have been 

associated with a myriad of diseases ranging from cardiovascular disease and metabolic 

disorders [23-25] to autoimmune diseases and cancer [26, 27]. With these changes being, 

in theory, reversible, epigenetic drugs and therapies have become a promising field of 

research [28].  

 

1.2.2 DNA Methylation    

DNA methylation is an epigenetic mechanism involving the transfer of a methyl group, 

via methyl transferases, onto the C5 position of a cytosine nucleotide in the DNA 

sequence. The majority of DNA methylation modifications occur on cytosines present on 

regions of the DNA known as cytosine-phosphate-guanine (CpG) islands. These CpG 

islands refer to regions of the genome greater than 200 base pairs (bp) in length that are 

primarily composed of CpG dinucleotides (a cytosine nucleotide bound to a guanine 
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nucleotide by a phosphate bond). Many of these islands are found within the promotor 

regions of DNA. Methylation of these sites often act to suppress gene expression by either 

recruiting transcriptional repressors or inhibiting the binding of transcription factors to 

DNA (Figure 1.2.1) [29, 30]. 

 

Figure 1.2.1 

 

Figure 1.2.1 Methylation of CpG Sites Represses Gene Transcription 

The addition of a methyl group to the cytosine of a CpG dinucleotide located on a CpG island 

situated on the promoter region of a gene results in transcriptional repression and so the gene is 

no longer expressed [14, 29, 30]. 

 

1.2.3 Epigenetic Clocks 

With the recognition of epigenetic alterations as a hallmark of ageing came the 

development of epigenetic clocks; tools that are currently regarded as the most accurate 

estimators of biological age [1, 8, 10, 13]. It has been shown that a number of CpG sites 

become either hypomethylated or hypermethylated with age [31]. By measuring specific 

CpG methylation sites and using computational algorithms to analyse this data, epigenetic 

clocks can be modelled for human samples that estimate the approximate age of the 

sample donor. A number of clocks have been described to date, each with their unique 

advantages and disadvantages. These include, but are not limited to, Horvath’s clock [31], 
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Hannum’s Clock [32], Levine’s PhenoAge clock [9], Lu’s GrimAge clock [10] and 

ELOVL2 methylation clocks [12, 33].  

 

The first of these clocks to have been described, so called first generation epigenetic 

clocks, were Hannum’s blood clock and Horvath’s multi-tissue clock in 2013 [31, 32]. 

While Hannum’s clock was mathematically derived from a total of 79 specific CpG sites 

in human blood, Horvath’s clock measures a set of 353 CpG sites in human tissue chosen 

using a penalized regression model using a transformed version of chronological age as 

an outcome measure. Unlike Horvath’s clock, as Hannum’s clock was developed on 

human blood samples it is highly influenced by changes in blood cell composition. 

Importantly, these clocks were able to identify outliers of biological age i.e., individuals 

whose epigenetic age diverged from their chronological age. With this, epigenetic age 

acceleration (EAA) could be measured as the difference between the epigenetic age of an 

individual and their corresponding chronological age and importantly this difference was 

shown to be an accurate marker of mortality risk.  

 

With the aim of increasing the ability of epigenetic clocks to detect morbidity and 

mortality, second generation clocks were constructed including Levine’s PhenoAge clock 

and the GrimAge clock [9, 10]. Both use novel two-step approaches to epigenetic clock 

modelling involving the incorporation of DNA methylation-based markers associated 

with factors of morbidity and mortality. Both of these second generation clocks have been 

shown to correlate much more strongly with mortality, multi-morbidity and health span 

in comparison to the first-generation clocks making them extremely useful in the risk 

assessment of many diseases [9, 10].  

 

Although the above clocks are well utilized in the world of biological ageing research, 

they do require extensive sequencing of the entire genome making it quite a costly venture 

with complex analysis. With this in mind, the creation of a single gene epigenetic clock 

has been a highly investigated avenue which could allow for a much more widespread 

implementation of epigenetic ageing analysis with potential diagnostic value.  

 

ELOVL2 is a protein-coding gene that codes for an enzyme involved in the long-chain 

fatty acid elongation cycle, therefore acting as a master regulator of polyunsaturated fatty 

acids [34]. Interestingly, the methylation status of ELOVL2 has been shown to be one of 
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the most powerful methylation predictors of not just chronological age, but also biological 

age [12, 35, 36]. Several studies have noted an overall hypermethylated state of ELOVL2 

with age, corresponding to decreased gene expression and this decreased expression has 

recently been reported to contribute to the ageing phenotype, including mitochondrial 

dysfunction, cellular senescence, and stem cell exhaustion [12, 34-36]. With this in mind, 

epigenetic clock models have been created based off the methylation status of a small 

numbers of CpG sites surrounding the promoter region of ELOVL2 alone. This allows for 

biological age estimations of human samples through the analysis of a single gene marker, 

making for a much more feasible and accessible means of calculating biological ageing 

[12, 33]. 

 

Due to these clocks being excellent predictors of morbidity and mortality they are 

extremely useful tools in the risk assessment of older individuals. These clocks are now 

being exploited to predict multi-morbidity, premature mortality, risk of disease 

progression/relapse and the effects of age-reversal drugs [37-39]. However, several 

questions regarding the feasibility of these clocks as biomarkers of ageing and disease 

remain, specifically regarding the effect of pharmacological treatment on epigenetic clock 

measures. Sehl et al. investigated the effects of radiotherapy and chemotherapy on the 

epigenetic ageing profiles of breast cancer patients. Interestingly they found that 

epigenetic age acceleration significantly increases post-treatment, and this may be a result 

of increased cellular senescence, however, the long-term effect that this has on patients 

remains to be determined [40]. On the other hand, Fahy et al. looked at the effect that 

drug administration has on DNAm epigenetic ageing in healthy individuals, publishing 

one of the few papers to suggest the possibility of age reversal by pharmacological 

intervention [37]. This paper outlined the results of the TRIIM (Thymus Regeneration, 

Immunorestoration and Insulin Mitigation) trial, a study aimed to investigate the 

possibility of using recombinant human growth hormone (rhGH) in combination with 

dehydroepiandrosterone (DHEA) and metformin to reverse signs of immunosenescence 

in healthy older males. They concluded that the administration of these drugs resulted in 

increased predicted human lifespan based on DNAm epigenetic age estimators. However, 

it is worth noting that results varied depending on the DNAm clock model used and only 

the GrimAge predictor showed a persistent effect post-treatment [37]. Both of these 

studies show contrasting results in response to various drug treatments, but both have 

highlighted a potential role for immune modulation in the mediation of the changes. 
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1.3 The Immune System 
 
It comes as no surprise that both health span and biological ageing are highly associated 

with immune system changes. Our immune system can be broadly categorised into innate 

and adaptive immunity with specialised immune cell types associated with each [41-43]. 

The innate immune system, which includes neutrophils, eosinophils, 

monocytes/macrophages, natural killer (NK) cells and dendritic cells, is the initial 

detector and responder of threats and rapidly initiates and propagates inflammatory 

responses [41, 42]. The adaptive immune system on the other hand, which includes T and 

B lymphocytes, is largely thought of as a far more specialised and targeted defence 

mechanism and is responsible for the generation of long-term protective immunity against 

pathogens. It requires innate immune signals, antigen presentation and time to initiate this 

response (Table 1.3.1) [41, 43].    
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Table 1.3.1: 

Cell Type Function Percentage of 

Leukocytes in 

Adult 

Peripheral 

Blood 

Phenotypic 

Identifiers 

Innate Immune 

Cells 

   

Monocyte 

  

• ROS production 

• Cytokine production 

• Antigen Presentation 

• Differentiation into 

macrophages and 

dendritic cells 

2-10% CD14+, CD16, 

CD11b+ 

Macrophage 

 

 

• Phagocytosis 

• Antigen Presentation 

• Cytokine Production 

Variable CD14+, 

CD11b+,  

HLA-DR+ 

Neutrophil 

 

• NETosis 

• Phagocytosis 

• Degranulation - enzyme, 

proteases and cytokine 

release 

• Chemotaxis 

• ROS Production 

40-70% CD15+, 

CD66B+ 

Eosinophil 

 

• EETosis 

• Degranulation 

• ROS Production 

• Chemotaxis 

0.5-5% CD11B+, 

CD62L+, 

SIGLEC8+ 

Dendritic Cell 

 

• Phagocytosis 

• Antigen Presentation 

• Cytokine Production 

1-2% CD11c+,  

HLA-DR+ 

(Markers 

dependent on 

dendritic cell 

subtype) 

NK Cell 

 

• Cell killing (pathogens, 

infected and cancerous 

cells etc.) via cytokine, 

granzyme and perforin 

production 

10-30% CD56+ CD3- 
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Adaptive 

Immune Cells 

   

B Cell 

 
 

• Antibody production 

• Immune memory 

• Cytokine/chemokine 

production  

5-10% CD19+ 

T cell

 
 

• Cytotoxicity 

• Regulation and 

homeostasis of immune 

response  

• Cytokine/chemokine 

production 

• Immune memory 

20-60% CD3+ CD4+ 

CD8+ (Markers 

are dependent 

on T cell 

subtype) 

Table 1.3.1: Cells of the Immune System  

The name, function, frequency in the peripheral blood and common phenotypic markers of 

primary immune cells of both the innate and adaptive immune systems [14, 41-45]. 

 

1.3.1 Immune cells 

Neutrophils 

Neutrophils are the most abundant immune cell type in peripheral blood, accounting for 

up to 70% of total leukocytes [45]. They are thought to be short lived multi-lobed cells, 

with a half-life of only a few hours, however, reports of longer-lived neutrophils have 

recently been published [46]. Neutrophils represent a heterogenous population of cells 

with phenotypic and functional diversity in both homeostatic and disease settings [47]. 

Their primary function is in the protection against and killing of invading microbes and 

they deploy multiple mechanisms to carry this out. Cytoplasmic granules are key to this 

function, and, in the case of a neutrophil, three subtypes of granules exist each of which 

are comprised of various enzymes and proteins: azurophilic (primary) granules, specific 

(secondary) granules and gelatinase (tertiary) granules. One way in which a neutrophil 

can protect against invading pathogens is through phagocytosis, a process through which 

a microbe is sensed, tracked and engulfed by the cell. Once engulfed, the pathogen is 

transported to the azurophilic granules where it is destroyed by antimicrobial enzymes, 

proteins and the alkaline environment. Neutrophils can also degranulate, during which 

the neutrophilic granules are sequentially released, often into a phagosome to prevent host 

cell damage, facilitating the killing of any microbes as well as stimulating further immune 
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and inflammatory responses [48]. Additionally, neutrophils can undergo NETosis, a 

specialised form of programmed cell death in which nuclear chromatin condenses and 

fuses with the granules to form a net-like structure known as a neutrophil extracellular 

trap (NET). These NETs are expelled from the neutrophil into the extracellular space 

where it is capable of physically trapping pathogens for future phagocytosis as well as 

directly killing and degrading pathogenic components via granular enzymes and proteins 

[48-50]. Finally, neutrophils also release chemokines, cytokines and reactive oxygen 

species (ROS) further propagating inflammation at the sites of infection and recruiting 

and activating other immune cell types [48]. 

Monocytes 

Monocytes are mononuclear myeloid cells that make up approximately 10% of 

leukocytes in peripheral blood [45]. These cells are derived from bone marrow precursors 

which enter the circulation where they can migrate to specific tissues and organs and 

differentiate further into macrophages or dendritic cells. Monocytes function primarily in 

host defence, being major stimulators of innate inflammation through the production and 

release of both pro- and anti-inflammatory cytokine, chemokines and reactive oxygen 

species. Monocytes are also capable of clearing infections through phagocytosis and have 

roles in homeostasis and wound healing as well as in the activation of the adaptive 

immune response through antigen presentation [51, 52]. Three subtypes of monocytes are 

recognised based on the expression of the FcIII receptor CD16: classical monocytes 

(CD14++CD16-), intermediate monocytes (CD14++CD16+) and non-classical 

(CD14+CD16++). These subsets have been shown to be both phenotypically, 

transcriptionally and functionally distinct [52].  

Eosinophils 

Eosinophils, along with neutrophils, are a subpopulation of multi-lobed granulocytes that 

accounts for less than 5% of leukocytes in the peripheral blood [45]. They are derived in 

the bone marrow where they rely on IL-5 to regulate their maturation and differentiation. 

Similar to neutrophils, they are thought to have a very short half-life of just a few hours 

in peripheral blood, however, can survive as tissue resident cells for several weeks [53]. 

Very like neutrophils, eosinophils contain granules that are vital for their function. 

Eosinophilic cytoplasm’s are thought to possess approximately 200 granules each 

containing numerous proteins including but not limited to major basic protein, 

eosinophilic derived endotoxin, eosinophilic cationic protein and eosinophil peroxidase 
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which mediate pathogen killing through degranulation and eosinophilic extracellular trap 

(EET) formation. Although less abundant than neutrophils, eosinophils are larger cells 

that are capable of releasing and producing multiple cytokines and chemokines, making 

them a crucial initiator and propagator of the innate immune response [53, 54]. Their 

primary function is in the protection against multi-cellular parasites such as helminths 

however they are also involved in the proliferation, activation, and differentiation of T 

cells [53].  

T Cells: 

T cells are specialised lymphocytes of the adaptive immune system that originate in the 

bone marrow and mature in the thymus where they are trained to express unique T cell 

receptors that recognise specific antigens. Multiple subsets of T cells have been described 

to date including the classical subsets CD4+ helper and CD8+ cytotoxic as well as other 

subsets that include natural killer, innate-like and  T cells. CD4+ T cells can also be 

further categorised into subsets that include Th1, Th2, Th17 and Treg cells, each of which 

are associated with specific immune responses. The main functions of T cells are in the 

direct killing of pathogen infected host cells, the production of cytokines to further induce 

inflammation and also to regulate the immune response ensuring both the production of 

inflammation but also the resolution of this when needed in order to prevent tissue 

damage [43, 45].  

B Cells: 

B cells are specialised cells of the adaptive immune system that are produced in the bone 

marrow and migrate to secondary lymphoid organs (e.g. the lymph nodes and spleen) 

where they undergo functional maturation [43, 45]. Their primary function is to produce 

specialised antibodies that are capable of recognising and targeting hundreds of thousands 

of specific antigens. This incredible repertoire is possible through the functional 

rearrangement of the B cell receptor, (VDJH and VJL rearrangement), antigen-induced 

clonal expansion, class switch recombination (CSR) at the IgH locus, somatic 

hypermutation (SHM) of VH genes, and selection for increased affinity of a BCR for its 

unique antigenic epitope through affinity maturation [55]. B cells are also capable of 

differentiating into memory B cells following an encounter with a pathogen. Memory B 

cells can persist in the circulation for years following an initial encounter with a pathogen. 

Upon reinfection with the same pathogenic antigen, memory B cells are capable of rapid 
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proliferation and the production of specific antibodies targeting this pathogen, resulting 

in swift pathogenic elimination, often before any inflammation arises [56].   

1.3.2 Inflammation 

The generation of inflammation is a critical aspect of the immune response to biological 

threats and the detection of such stimuli leads to the rapid production and release of 

various inflammatory mediators such as cytokines and chemokines by surrounding cells 

[57]. Inflammatory cytokines are initially produced following activation of the innate 

immune system, which can respond to pathogen derived signals (pathogen associated 

molecule patterns; PAMPs) such as lipopolysaccharide (LPS), peptidoglycans [58] and 

N-formyl-methionyl-leucyl-phenylalanine (fMLP ) [59], as well as to signals of danger 

(danger associated molecule patterns; DAMPs), which include cholesterol crystals, uric 

acid crystals and other cellular components, such as DNA, leaked into the extracellular 

environment during tissue damage and necrosis [57, 60]. These PAMPs and DAMPs are 

sensed by conserved innate immune receptors, known as pattern recognition receptor 

(PRRs), that are expressed on both immune and non-immune cells. A number of pattern 

recognition receptors have been described to date including but not limited to Toll-like 

receptors (TLRs), NOD-like receptors (NLRs) and RIG-1-like receptors (RLRs). Binding 

of ligands to these receptors results in the activation of specific cell signalling cascades 

which leads to the activation of two main signalling pathways: (i.) the transcription factor 

NFκB pathway and (ii.) the interferon regulatory factor (IRF) transcription pathways 

(Table 1.3.1) [60-62]. While activation of the NFB pathway generally regulates the gene 

expression of inflammatory cytokines such as IL-6, IL-1β and TNF-α, the IRF 

transcription pathways, particularly IRF3 and IRF7, leads to the induction of type I and 

III IFNs (Figure 1.3.1) [63, 64]. These IFNs subsequently activate a broad anti-viral 

response in the body and their ability to activate and regulate other immune cells is a 

crucial step in activating adaptive immune responses required for induction of long-term 

protective immunity against a pathogen, including in the context of vaccination. Under 

homeostatic conditions these inflammatory processes are tightly regulated often through 

complex negative regulatory pathways allowing for the appropriate resolution of any 

inflammation once the threat has been removed [63, 65]. 
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Figure 1.3.1:  

 

Figure 1.3.1 NFB and IRF Transcription Signalling Pathways [14]. 
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1.4 Immune Changes with Age 
 

Ageing can cause alterations to the function of all immune cell types, often putting older 

individuals at greater risk of infection and disease (Table 1.4.1)[66]. Two major ageing 

immune phenotypes that have emerged as being strongly linked to health and disease as 

we age are inflammageing and cellular senescence. 

 
 

1.4.1 Inflammageing 

A failure to adequately control and resolve inflammatory responses can lead to tissue 

destruction and poor health outcomes [41]. As the human body ages, there is a propensity 

for low-level inflammatory responses to be chronically activated, a phenomenon known 

as “inflammageing” [67]. Multiple factors have been implicated in the development of 

inflammageing including long-term exposure to various antigens, adaptations to stress 

signals, changes in metabolic function, microbiome alterations and accumulation of 

cellular debris [68-73] and although much remains unknown regarding the molecular 

mechanisms that regulate inflammageing, it is clear that inflammageing plays a major 

role in the development and pathophysiology of age-related diseases. Hallmarks of 

inflammageing include elevated systemic levels of pro-inflammatory cytokines and 

acute-phase proteins, such as IL-6, TNF-α and CRP [6, 74]. Indeed many human studies 

on ageing have focused on these proteins as markers of inflammageing as their expression 

is elevated and often predictive of disease incidence in many ageing associated conditions 

such as frailty [67, 75], cardiovascular disease (CVD) [67, 76, 77], neurocognitive 

impairment [78, 79], cancer [80] and diabetes [81, 82]. How exactly the activation of a 

baseline pro-inflammatory state, like inflammageing, results in morbidity remains a topic 

of much research and seems to have various roles depending on the specifics of the 

disease. While multiple studies have suggested a heightened and overactive immune 

response to certain stimuli in older individuals [83], several studies have also shown that 

this chronic inflammation leads to a condition of refractory immune signalling meaning 

that when these vital innate immune pathways are slightly activated, they cannot be 

activated further to their full extent when needed [84]. A study by Shen-Orr et al. for 

example, found that in people with higher baseline inflammatory cytokines, many 

important immune cell types were unable to activate JAK-STAT signalling, an 

intracellular signalling pathway, to the same extent as people with lower baseline 
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inflammatory status. This chronic inflammation, quantified using a cytokine response 

scoring method, was shown to be clinically associated with markers of diastolic 

dysfunction and atherosclerosis, implicating increased basal inflammation as a causative 

factor of cardiovascular disease [85]. Interestingly, many hallmarks of ageing have been 

shown to contribute to this phenomenon of inflammageing, in particular, increased 

cellular senescence. 

 

1.4.2 Senescence and inflammation 

Senescence describes a cellular state in which the cell has lost long-term proliferative 

capacity yet does not undergo apoptosis and is still metabolically active [86]. It occurs in 

response to a number of triggers including cellular stress or DNA damage and has been 

reported to have important roles in processes such as embryogenesis, wound healing and 

ageing and their clearance has been shown to promote pathology such as fibrosis and 

pulmonary hypertension (Figure 1.4.1) [86-89]. Although cellular senescence is a part of 

normal homeostasis, protecting against afflictions such as cancer and fibrosis, the 

accumulation of these cells over time is thought to contribute to the process of 

inflammageing and the development of age-related morbidity and mortality through the 

loss of cell function [86, 87]. Several studies have demonstrated the negative impact of 

senescent cell accumulation with age. For example, Xu et al. showed that the 

transplantation of senescent cells into healthy mice results in decreased lifespan compared 

to controls leaving them more susceptible to frailty and tissue dysfunction [90]. Elevated 

numbers of senescent cells along with increased rates of cellular senescence are noted in 

humans that have been diagnosed with conditions associated with an accelerated ageing 

phenotype such as down syndrome [91] and progeria [92]. Human genome-wide 

association studies have also shown that variations in the INK4/ARF gene locus, which 

encodes for several key effector molecules of cellular senescence, correlate with 

increased susceptibility to diseases such as cancer and cardiovascular disease, suggesting 

a major role for these cells in age-associated disease [93, 94].  

 

A number of these senescent cells can take on an altered secretory phenotype, termed 

senescence-associated secretory phenotype (SASP) resulting in the production and 

release of various inflammatory cytokines, chemokines, growth factors and extracellular 

matrix proteases, thus strongly linking the accumulation of these cells with the 

inflammageing phenotype [90, 95]. The effect of removing/minimising the secretary 
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capacity of these cells is currently an area of huge research with several senolytic and 

senomorphic therapies being investigated in both mice and humans [90, 96-98].  

 

Figure 1.4.1: 

 

Figure 1.4.1: p16 and p53 mediated cellular senescent pathways [14]. 

 

1.4.3 Immunosenescence 

Immunosenescence refers to the functional decline of the immune system with age 

leading to the reduced ability to respond to new antigens and an increased susceptibility 

to infection and disease. Both Inflammageing and cellular senescence contributes to this 

phenomenon [99]. Although both innate and adaptive immune responses are affected 

(Table 1.4.1), due to their role in antigen specific responses, changes in T cell and B cell 

immunity with age are often regarded as the key drivers of this process. 

 

A major feature of immunosenescence is the reduction of naïve T cells accompanied by 

the accumulation of memory or memory-like T cells [99, 100], a phenomenon that is 

partially explained by thymic involution which begins at puberty but increases 

exponentially later-in-life with only trace amounts of functional thymic tissue reported to 

remain in individuals over 70 [101]. This also results in the reduced ability to respond to 

new pathogens and a shrinkage of the T cell receptor repertoire over time. Furthermore, 
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chronic and repeated exposure to pathogens such as human cytomegalovirus and 

influenza virus results in the clonal expansion and proliferation of late-differentiated 

effector T cells that often exhibit features of replicative senescence again culminating in 

an overall change in the T cell profile of aged individuals and contributing to 

inflammageing [100]. T cells play a central role in modulating protective versus 

tolerogenic outcomes in response to antigens. The accumulation of cellular damage with 

age is also accompanied by the increased circulation of self-antigens such as circulating 

DNA which can contribute towards the breakdown of T cell tolerance with age. 

Breakdown in T cell tolerance has been reported to contribute towards immune activation, 

chronic inflammation and the development of autoimmunity [102]. 

 

B cell numbers can also decrease with increasing age as well as experience shifts in subset 

abundances; decreased mature, naive B cell frequencies with increased memory B cell 

frequencies [103]. As a result, a loss of B cell receptor diversity has been consistently 

reported in older individuals having implications on B cell activation and antibody 

production [104, 105]. While somatic hypermutation appears to remain unchanged in B 

cells with age, decreased B cell isotype switching occurs. This results in decreased 

antibody specificity and effector functions leading to a weakened ability to recognise and 

respond to new antigens and a decreased ability to distinguish self-antigens [106]. 

Similarly, to T cells, an increased propensity towards cellular senescence is seen with age 

in B cells contributing to the decline in B cell function and overall immunodeficiency. 

 

All of these immune changes leave older individuals more susceptible to both infection 

and disease. Age-associated changes to both the innate and adaptive immune system are 

also associated with the development of autoimmunity and autoimmune disease. 
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Table 1.4.1: 

Innate Immune Cells Dysregulation with Age 

Monocyte 

  

• Become major producers of the pro-inflammatory 

cytokines such as TNF contributing to a state of 

inflammageing [107].   

Macrophage 

 

 

• Shifts in macrophage polarization [108, 109] 

• Reduced/altered function; chemotaxis, phagocytosis, ROS 

production, signal transduction, apoptosis, antigen 

recognition and presentation, cytokine production etc 

[110] 

• Impaired autophagy and mitophagy [111] 

Neutrophil 

 

• Increased numbers [112] 

• Reduced function; chemotaxis, phagocytosis, ROS 

production, signal transduction and apoptosis [113, 114] 

• Increased production of neutrophil extracellular traps 

[112] 

Eosinophils 

 

• Decreased response to activation signals resulting in 

decreased degranulation and decreased ROS production 

[115] 

Dendritic Cell 

 

• Reduced/altered function; co-stimulatory molecule 

expression, cytokine production, antigen presentation, 

TLR-mediated signalling, chemotaxis and endocytosis 

[116, 117] 

NK Cell 

 

 

• Changes in subset abundances; increased CD56dim CD16+ 

cells and decreased CD56bright CD16- subsets which results 

in elevated cytokine production and cytotoxic granule 

release as well as decreased dendritic cell maturation, 

monocyte activation and T cell differentiation [118-120] 

• The accumulation of senescent NK cells indicated by 

CD57 expression [120] 

• Decreased NK cell activity on a per cell basis, reduced 

expression of NK cell receptors leading to decreased cell 

recognition and killing, and decreased production of 

cytokines and chemokines [117, 121] 
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Adaptive Immune 

Cells 

 

B Cell 

 

 

• Decreased Naïve B cells, IgM and IgD serum levels [99, 

103] 

• Increased memory B cells, ABCs, IgG and IgA serum 

levels [99, 103] 

• Restricted BCR repertoire, reduced class-switch 

recombination and AID expression [104] 

• Reduced antibody production [122, 123] 

T cell 

 

 

• Decreased naïve T cells and TCR diversity [101, 124, 

125] 

• Altered T cell subset proportions often leading to reduced 

antigen recognition and response [100, 126] 

• Altered activation, differentiation and cytokine 

production [101, 127] 

Table 1.4.1: Changes in Immune Cell Profiles with Age [14]. 
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1.5 Ageing and Autoimmune Disease 
 

Autoimmunity refers to the presence of antibodies, B cells and T cells that target self- or 

auto-antigens. Although autoimmunity is common, with many healthy individuals having 

some levels of autoantibodies present within their systems, these autoantibodies and 

autoreactive T cells can become pathogenic and result in damage to healthy tissues and 

organs, a feature that characterises an autoimmune disease [128, 129]. Just over 80 

distinct autoimmune diseases have been described to date with an estimated prevalence 

of about 3-5% worldwide. Interestingly, a clear sex bias has been noted in many 

autoimmune conditions, with females having an overall three-fold higher risk of 

autoimmune development compared to males [130, 131]. Although most forms of 

autoimmune disease develop in early to mid-adulthood, between the ages of 16 and 45, 

various autoimmune diseases have shown a later age of onset including diseases such 

giant cell arteritis, autoimmune pancreatitis, autoimmune thyroiditis, and ANCA-

associated vasculitis [130, 132, 133]. The reasons behind a later-in-life development for 

autoimmune disease is an area of great interest and the effect that later life age-of-onset 

has on disease outcome remains under-explored. 

 

Many of the molecular changes associated with age are thought to contribute to the 

development of age-associated autoimmunity and autoimmune disease. Several 

hallmarks of ageing have been shown to occur in patients with autoimmune disorders 

compared to healthy controls including genomic instability, epigenetic alterations, 

mitochondrial dysfunction, loss of proteostasis and cellular senescence [134-136]. 

Patients with age-related systemic lupus erythematosus for example, a systemic 

autoimmune disease with varied clinical manifestations and pathogenesis, have shown 

significant epigenetic alterations and genomic instability while rheumatoid arthritis 

patients, an autoimmune disease characterised by inflammation of the joint tissue, is 

accompanied by a loss of proteostasis and increased cellular senescence compared to 

healthy controls [26, 136-139].  

 

Age related changes in both the innate and adaptive immune system are known to 

contribute towards the development of autoimmune diseases later-in-life. Inflammageing 

for example, is thought to prime cells for activation in the absence of a known threat. 

Monocyte, macrophage, NK cell and neutrophil impairments with age have been shown 
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to contribute towards an inflammatory environment characteristic of autoimmune 

diseases (Table 1.4.1). Dysregulated autophagy, mitophagy and phagocytosis as well as 

impaired APC signalling by monocytes, macrophages and dendritic cells with age are 

also thought to increase autoreactivity and autoantibody production in older individuals 

[110, 140]. The prevalence of autoantibodies and autoreactive T cells increases with age, 

a feature thought to be largely driven by cellular senescence and immunosenescence [141, 

142]. Older individuals show increased levels of self-antigens such as circulating DNA 

due to increased cellular senescence and cell death. These increased autoantigen levels 

promote the production of autoantibodies and autoreactive T cells [143-145]. 

 

Although the links between ageing and autoimmunity are beginning to emerge, very little 

research is done regarding the role of age in the development of many of these diseases, 

including ANCA-associated vasculitis.  
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1.6 ANCA Associated Vasculitis 

Anti-neutrophil cytoplasmic autoantibody (ANCA)-associated vasculitis (AAV) is a 

group of relapsing-remitting systemic autoimmune disorders characterised by severe 

inflammation of the small blood vessels and surrounding organs [146]. AAV is a rare 

disease, with a reported annual incidence of 4.6-18.4 cases per 100,000 individuals, 

dependent on location [133, 147, 148]. Although rare, it is extremely life-threatening, 

with a 1-year mortality rate of >80% if left untreated, dropping to about 20% following 

treatment; rates that make clear the need for further research into this disease [149]. 

 

Three forms of AAV are recognised, each of which are associated with different clinical 

presentations: microscopic polyangiitis (MPA), granulomatosis with polyangiitis (GPA) 

and eosinophilic granulomatosis with polyangiitis (EGPA). Although all three classify as 

AAV based on small vessel inflammation and the common presence of ANCAs, each 

subtype is histologically and immunologically distinguishable [146, 150]. GPA and 

EGPA show granuloma formation compared to MPA and while EGPA is largely an 

eosinophil driven disease, often accompanied by asthma and allergy responses, GPA and 

MPA are predominantly thought to be neutrophil driven. Genetic and epigenetic variation 

between each subtype has also been reported and various responses to multiple treatments 

have been observed [135, 151]. While GPA is most commonly associated with 

autoantibodies that target PR3 proteins (anti-PR3 ANCA), MPA and EGPA often show 

positivity for autoantibodies against MPO (anti-MPO ANCA)(Table 1.6.1)[146, 150]. 
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Table 1.6.1:  

 GPA MPA EGPA 

Pathology Necrotising 

granulomatous 

inflammation effecting 

small to medium blood 

vessel (e.g., 

capillaries, venules, 

arterioles and arteries) 

Necrotising vasculitis 

predominantly 

effecting small to 

blood vessel (e.g., 

capillaries, venules, 

and arterioles) 

Necrotising 

granulomatous 

inflammation effecting 

small to medium blood 

vessel (e.g., 

capillaries, venules, 

arterioles and arteries) 

Granuloma 

Formation 

Yes No Yes 

Immune Cells 

involved 

Neutrophil Driven Neutrophil Driven Eosinophil Driven 

Asthma and 

eosinophilia  

No No Yes 

ANCA 

specificity 

Commonly associated 

with anti-PR3 ANCA 

(80-90% of cases) 

Commonly associated 

with anti-MPO ANCA 

(70-80% of cases) 

40% of cases have 

anti-MPO ANCA 

ANCA Staining 

pattern 

c-ANCA p-ANCA p-ANCA 

Systems 

commonly 

affected 

Respiratory tract, renal 

system, skin and rarely 

the PNS 

Respiratory tract, 

Renal system, skin and 

rarely the PNS 

Respiratory tract, 

circulatory system 

including heart, renal 

system, skin and PNS 

Geographic 

Distribution 

Most common in 

Northern Europe and 

America 

Most common in 

Southern Europe and 

East Asia 

Most common in 

Europe and America 

but extremely rare 

Table 1.6.1 AAV Classification: Clinical and immunological characteristics of GPA, MPA 

and EGPA. 

 
Although there are currently no curative measures for the treatment of AAV, remission is 

often induced and maintained through the use of various immunosuppressive agents. 

Cyclophosphamide (cyclo) and rituximab (ritux) are two of the most commonly 

prescribed remission induction therapies for these patients [152]. Cyclophosphamide is a 

DNA alkylating agent that has been in clinical use for over 40 years, revolutionising the 

treatment and survival outcomes of AAV patients. It targets and inhibits the cell cycle, 
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preventing cellular proliferation, including that of immune cells, resulting in the non-

specific systemic reduction of inflammatory responses [153, 154]. Rituximab on the other 

hand, gained approval for the treatment of AAV over a decade ago and has been noted to 

induce remission in AAV patients both on its own and in combination with other 

treatments [154, 155]. Rituximab is a monoclonal antibody that specifically targets 

CD20+ B cells, resulting in B cell depletion and a subsequent decrease in ANCA titres 

and immune responses in AAV patients. Despite drastically improving patient outcomes, 

both cyclophosphamide and rituximab can have various adverse effects on these patients 

and indeed the leading cause of death in treated AAV patients are treatment related 

complications [149, 156]. 

 

1.6.1 Immune Cells Involved in AAV  

Neutrophils 

Neutrophils are consistently reported as key cells involved in AAV development and 

progression [47, 50, 157, 158]. As the primary sources of MPO and PR3, the most common 

targets of ANCAs, neutrophils are thought to initiate immune intolerance via autoantigen 

release to which autoantibodies (ANCA) are produced. Following their production, 

ANCAs can then work to activate neutrophils resulting in the initiation of a pro-

inflammatory response and vascular damage, commencing a positive feedback loop of 

autoantigen release, ANCA production and neutrophil activation. Activated neutrophils 

are capable of adhering to vascular endothelial cells and migrating into the vascular wall 

where they can accumulate and undergo NETosis and degranulation releasing 

inflammatory cytokines, enzymes, ROS and chemokines. These activated immune cells 

are also capable of inducing cell apoptosis and tissue lesions resulting in vascular 

endothelial destruction and substantial tissue damage [50, 157-160]. The importance of 

these cells in the pathogenesis of AAV has been demonstrated in numerous studies 

throughout the years. Neutrophils are known to infiltrate the kidneys during active AAV 

and neutrophil numbers in AAV patients have been shown to associate with AAV 

pathology and increase with disease severity [158, 161, 162]. As well as this, neutrophils 

isolated from AAV patients have shown upregulated expression of both MPO and PR3 

compared to healthy controls, a feature that correlates with clinical outcomes in these 

patients [134, 163]. Neutrophils isolated from AAV patients also show increased 
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activation (degranulation, NETosis, cytokine release etc.) at baseline compared to healthy 

controls further demonstrating their pro-inflammatory role in AAV [50, 158]. 

 

Monocytes  

Although extremely important in the maintenance of innate immune responses, chronic 

and spontaneous activation of monocytes results in damage to healthy tissue and indeed 

this has been shown to occur in AAV [164, 165]. Although neutrophils are often regarded 

as the primary innate immune drivers of AAV, monocytes have also been shown to 

contribute to AAV pathology through the propagation of inflammation. Both in 

vivo and in vitro studies show that ANCAs upregulate activation markers such as CD14 

and TLR expression on monocytes [165]. Intermediate monocyte populations are 

increased in AAV patients compared to healthy controls and both MPO and PR3 have 

been shown to be preferentially expressed on these subsets. Ex vivo stimulation of 

monocytes with anti-MPO result in pro-inflammatory cytokine production such as IL-1β, 

IL-6 and IL-8, contributing to the pro-inflammatory environment of AAV [166]. 

Increased MCP-1 levels, a chemokine involved in monocyte recruitment and activation, 

has been reported to be elevated in AAV patient kidney biopsies and as such, monocytes 

and macrophages have been shown to be major infiltrates into the glomeruli of these 

patients [162, 167, 168]. As well as this, monocytes are thought to have a major impact 

on adaptive immune cells, in particular T cells during AAV. MHCII molecules are crucial 

antigen presenting molecules coded by the HLA genes and their expression is increased 

in monocytes isolated from AAV patients compared to healthy controls, having important 

effects on autoreactive T cell activation, recruitment and polarisation during active AAV 

[164, 165].  

 

Eosinophils 

Like many other immune cells, eosinophilia and dysregulated eosinophil activation can 

be harmful to healthy tissue and is highly associated with asthma and allergy as well as 

other autoimmune conditions including AAV, specifically EGPA [169]. EGPA patients 

present with eosinophilia and numbers of eosinophils have been shown to correlate with 

disease activity [162]. Clinical trials for drugs targeting eosinophils in EGPA are 

currently underway and are showing some success in the treatment of EGPA. Indeed, 

mepolizumab, a monoclonal antibody that targets IL-5, has become the first approved 
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drug for the treatment of EGPA that targets eosinophil maturation, activation, and 

survival [170].  

 

T cells  

T cell dysregulation has been noted in almost all known autoimmune diseases including 

AAV. T lymphocytes have been shown to infiltrate kidney tissues and other affected areas 

in AAV animal models and patients [162]. Polarisation towards a Th1 and Th17 response 

is associated with AAV pathology, propagating a pro-inflammatory environment. In 

addition to this numbers of Tregs are shown to decrease during active AAV and their 

function declines. The cytokines released by these T cells interact with other immune 

cells including neutrophils, monocytes and B cells, causing their recruitment and 

activation, further enhancing endothelial and vascular damage [171, 172]. 

 

B cells 

With autoantibodies being characteristic features of autoimmune disease, it is no surprise 

that B cell activity is associated with AAV. B cells produce the autoantibodies ANCA 

which are found in most cases of AAV and are linked to pathogenicity within these 

disorders. B cell depletion using the monoclonal antibody rituximab has become a very 

successful treatment option for AAV patients and has been shown to decrease circulating 

ANCA titres in these individuals [154, 155]. Despite this, treatment with rituximab 

increases the risk of severe and chronic infection and may not be a suitable treatment 

option for all patients. 

 

1.6.2 ANCA 

AAV is usually characterised by the presence of autoantibodies, ANCAs, most commonly 

directed against the proteins myeloperoxidase (MPO) or proteinase 3 (PR3). There are 

two main immunofluorescent staining patterns of ANCA; one showing cytoplasmic 

localisation of the staining (c-ANCA) which commonly associates with anti-PR3 and the 

second being a perinuclear pattern of staining (p-ANCA) which is usually specific to anti-

MPO ANCA. While c-ANCA is typically found in GPA patients, p-ANCA is associated 

more with MPA and EGPA vasculitis. Although very useful diagnostic biomarkers of 

AAV, the pathogenic role of ANCAs in AAV is still highly debated [173, 174]. Several 

studies have shown an association between ANCA titres and disease activity supporting 
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the idea that ANCAs propagate inflammation in AAV [155, 175, 176]. As well as this, 

rituximab, a monoclonal antibody that results in B cell depletion and decreased ANCA 

titres, has proven to be an effective treatment for AAV [155]. Furthermore, multiple 

animal models have been described that require the introduction of ANCAs to induce 

pathology, again hinting at their involvement in AAV development and progression 

[177]. In contrast to this however, Finkielman et al. reported only very weak associations 

between ANCA levels and disease activity in a cohort of GPA patients and noted that 

ANCA titres did not associate with time to remission or relapse [178]. As well as this, not 

all AAV patients show ANCA positivity. It has been reported that c-ANCA are present 

in 80-95% of new-onset GPA patients and p-ANCA in 70-80% of newly diagnosed MPA 

patients and only 30-40% of EGPA patients. However, it is worth noting that, particularly 

with EGPA, patients that are ANCA positive have a higher risk of granuloma formation 

and renal involvement compared to those without, hinting at a pathological role for these 

autoantibodies [179]. Additionally, ANCAs have been reported to occur in several 

diseases other than AAV as well as in about 5% of the healthy population, leaving their 

precise pathophysiological mechanism in AAV still to be determined [180, 181].  

 

One commonly accepted hypothesis for the role of ANCA in AAV is that an underlying 

disorder such as an infection results in the release of pro-inflammatory mediators, which 

bring MPO and PR3 to the surface of circulating neutrophils and monocytes. ANCAs 

bind with these now exposed FC receptor targets, resulting in immune cell activation, 

inducing a rapid onset pro-inflammatory response which damages endothelial cells and 

causes tissue injury [182](Figure 1.6.1).  
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Figure 1.6.1: 

 

Figure 1.6.1 Depiction of the immunopathology of AAV: 

 1. Following an unknown priming event, the neutrophilic proteins MPO and PR3 migrate to the 

surface of neutrophils and monocytes allowing autoantibodies (ANCA) to bind, causing cellular 

activation. 2. This activation results in the release of pro-inflammatory cytokines and chemokines, 

reactive oxygen species release and NETosis production. 3. This pro-inflammatory onslaught 

causes severe damage to the endothelial cells of surrounding blood vessels releasing DAMPs into 

the circulation. 4. Both the pro-inflammatory response and chemokines produced as well as the 

DAMPs released by dying cells works to attract other immune cells to the site of inflammation, 

primarily monocytes, which are capable of migrating through the endothelium, maturing into 

macrophages and becoming major producers of pro-inflammatory cytokines such as TNF and 

IL-1 . 

 

Although the precise role of ANCA in AAV is still unknown, a clear distinction can be 

seen between anti-MPO ANCA patients and anti-PR3 ANCA patients. Current research 

often categorises AAV solely by GPA, MPA and EGPA status, however, arguments have 

been made to categorise these patients further based on ANCA subtype, particularly 

during clinical trials and treatment reception [152, 183]. Although clinically similar in 

terms of histopathology and clinical outcomes, anti-MPO mediated AAV and anti-PR3 
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mediated AAV show differences in pathophysiology, genetic and epigenetic signatures, 

demographics, aetiology, clinical presentations etc. [134, 135, 151, 184, 185] [186] 

 

1.6.3 Anti-MPO AAV versus Anti-PR3 AAV 

MPO is a heme protein typically found within the azurophilic granules of a neutrophil 

and plays an important role in the maintenance of an alkaline environment within these 

granules as well as in the protection against microbes during degranulation and NETosis 

[187]. Although generally found within the cell, priming of a neutrophil with stimuli such 

as TNF can bring MPO to the surface where it may act as an adhesion molecule and 

promote cellular activation through the binding of anti-MPO ANCA [188]. PR3 on the 

other hand is a serine protease that plays an important role in protein degradation both 

intracellularly and extracellularly. Similar to MPO, PR3 can be found within the 

azurophilic granules of neutrophils, however in contrast to MPO, PR3 has also been 

shown to be constitutively expressed on the cell surface, an observation that may 

contribute to the production of anti-PR3 ANCA and allows the interaction between PR3 

and anti-PR3 antibodies resulting in cellular activation [189]. Despite being less 

commonly investigated, MPO and PR3 are also expressed on the surface of monocytes 

and binding of ANCAs to these targets results in oxygen radical production and the 

release of pro-inflammatory cytokines such as IL-8 [166]. Although overall, a higher 

incidence rate of AAV is noted in males compared to females, the male-to-female ratio is 

higher in anti-PR3 AAV compared to anti-MPO AAV [186]. Anti-PR3 AAV patients also 

show a higher frequency of granulomatous lesions, respiratory involvement, and a higher 

risk of relapse compared to anti-MPO patients [174, 185]. Despite this, anti-MPO patients 

often show greater renal involvement and worse renal outcomes compared to anti-PR3 

patients, a greater risk of cardiovascular events and an overall worse prognosis [184, 185]. 

Finally, several genetic and epigenetic factors have been associated with the presence of 

each autoantibody. Notably, while polymorphisms within the HLA gene region represents 

the biggest genetic risk factor of AAV, polymorphisms at distinct regions are associated 

with ANCA specificity. While polymorphisms in the HLA-DPB1 locus shows a strong 

association with anti-PR3 AAV, HLA-DQA and DQB1 polymorphisms show a stronger 

association with anti-MPO AAV [135, 151]. In terms of epigenetics, most epigenetic 

studies to date have focused on the genes encoding the MPO and PR3 proteins, MPO and 

PRTN3 respectively. A recent study by Jones et. al showed that DNA methylation around 
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these 2 genes was lower in active AAV patients compared to patients in remission and 

healthy controls and that this correlated with levels of circulating ANCA. As well as this, 

remission patients with higher methylation levels surrounding the PRTN3 gene showed 

prolonged relapse-free periods while those with lower methylation levels surrounding this 

gene showed a greater risk of relapse. The same observation was not noted with regards 

to the methylation of MPO. Interestingly these findings were independent of ANCA 

serotype in patients (Table 1.6.2) [134]. 

 

Table 1.6.2: 

 Anti-MPO ANCA Anti-PR3 ANCA 

AAV Subtype Association MPA and EGPA GPA 

Male: Female Ratio 0.3-1 1-1.9 

Age at diagnosis Often within the 6th-7th 

decade of life 

Often within the 5th-6th 

decade of life 

Immunofluorescent Staining 

Pattern 

P-ANCA C-ANCA 

Pathology Worse renal outcomes and 

higher morbidity 

Higher risk of respiratory 

tract involvement 

Genetics  HLA-DQA and HLA 

DQB1 polymorphism 

HLA-DPB1, SERPINA1 

and PRTN3 polymorphisms 

Table 1.6.2 ANCA Classification. Differences between anti-MPO and anti-PR3 ANCA 

AAV. 

Unusually for an autoimmune disease, AAV tends to develop later-in-life, with an average 

age of onset reported to be between the fifth and seventh decades of life, however the 

reasons behind this later-in-life development remain unknown [133, 147, 190]. Ageing is 

also known to effect the prognosis and outcome for AAV patients, with older patients 

experiencing increased mortality, end-stage renal failure and treatment-related 

complications compared to younger AAV patients, highlighting the influence that age has 

on both disease initiation and trajectory [191]. Of note, although not always the case, 

several studies have noticed a later age of onset for anti-MPO AAV patients compared to 

anti-PR3 patients, an observation that our lab have also recognised [184, 186, 192, 193]. 

Although chronological ageing is widely accepted to be a risk factor for AAV 

development, biological ageing is yet to be explored in the context of this disease. 
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Regardless of subtype, early diagnosis and treatment of these disorders is crucial in 

preventing serious organ damage and death. However, due to a lack of knowledge 

regarding the underlying biology of this disease, no curative measures are currently 

available for AAV. Treatment options generally rely on broad immunosuppression using 

drugs such as corticosteroids which dampen the uncontrolled inflammation. Although 

these treatments reduce the cell and tissue destruction created by immune dysregulation, 

the nonspecific nature of these treatments often results in adverse effects and poor 

outcomes for patients [194]. More specific and targeted treatment options are currently 

being explored in AAV in order to improve patient outcomes and, with this goal in mind, 

a better understanding of the specific mechanisms driving this disease is needed [154, 

195]. Considering the importance of neutrophils and monocytes in AAV activity, current 

research often focuses on innate immune responses [50, 157, 196]. Despite this, one 

aspect of the innate immune response that has received little attention in the context of 

AAV is type I IFN immunity.  
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1.7 Interferons and Type I Interferons  

 
Interferons are a family of innate cytokines that were first identified in the 1950’s and 

have long been associated with the anti-viral immune response. Three classifications of 

interferons have been described to date: type I IFNs which are comprised of numerous 

subsets (IFN-, IFN-, IFN- IFN-, IFN-, IFN- and IFN-), type II IFNs which only 

includes IFN- and type III interferons of which there are four subtypes (IFN-1, IFN-2, 

IFN-3 and IFN-4)[197].. Together this family of cytokines regulate hundreds of genes 

and have numerous effector functions. While type I and type III IFNs can be expressed 

by almost all cell types, type II production is thought to be T cell, macrophage and NK 

cell specific. Although all members of this family are crucial for efficient immune 

function, type I IFNs arguably have the most extensive range of immunomodulatory 

effects [64, 197, 198].   

 

1.7.1 Type I IFNs 

Type I IFNs are essential mediators of the innate immune response noted for their anti-

viral, anti-proliferative and immuno-regulatory properties [198]. With these cytokines 

having such essential and diverse roles in immunity, they are equipped with an extensive 

and complex production and regulatory system. As aforementioned, type I IFNs are 

formed through various signalling mechanisms involving the recognition of danger 

signals by specific receptors [199]. For many cells, the most common means of type I 

IFN production is via the interaction of RLRs, such as RIG-1, with viral or foreign 

components such as double stranded RNA [65]. However, the primary producers of type 

I IFNs during viral infections are plasmacytoid dendritic cells (pDCs) and these cells are 

known to utilise the Toll-like receptors, specifically TLR7 and TLR9, to carry out this 

process. Once produced, IFNs can act either as autocrine or endocrine molecules resulting 

in the upregulation of several gene products including the further production of type I 

IFNs themselves and various interferon regulated genes (IRGs) with numerous functions. 

Type I IFNs also act to stimulate negative regulators of type I IFN production such as 

SOCS1 and USP18 creating negative feedback loops which allow for the controlled 

production of these cytokines (Figure 1.3.1)[199]. 
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1.7.2 Type I IFNs as a Bridge Between Innate and Adaptive Immune Responses 

Type I interferons can act as both autocrine and paracrine cytokines and can have 

numerous and varying effects on different cell types, including effects on the migration, 

differentiation, and survival of multiple immune cells. Studies have demonstrated roles 

for these cytokines in NK cell cytotoxic activity, ROS production in 

monocytes/macrophages and neutrophils as well as antigen presentation by dendritic cells 

[200-202]. Indeed, the effect of type I IFNs on antigen presenting cells (APCs) such as 

dendritic cells are critical for the efficient activation of the adaptive immune response. T 

and B lymphocyte maturation and expansion are dependent on the efficient presentation 

of pathogen epitopes via MHC molecules on APCs. Not only do type I IFNs promote the 

maturation and survival of various APCs, but they also upregulate the expression of MHC 

and co-stimulatory molecules on these cell types [202, 203]. Additionally, type I IFNs are 

capable of inducing T cell activation and proliferation through the upregulation of various 

chemokines and cytokines including CXCL10 and CXCR3 [204]. Type I IFNs are also 

required for the maturation of B lymphocytes, upregulation of B cell survival factors and 

isotype switching following activation of these cells [205, 206]. 

 

The dysregulation of immune responses, including the chronic release of pro-

inflammatory mediators, can drive the development and progression of autoimmune and 

autoinflammatory disease. Due to type I interferons having such a major impact on both 

the innate and adaptive immune response, it is unsurprising that dysregulation of this 

family of cytokines has been reported to result in poor health outcomes including 

neurodegenerative disease, autoinflammatory disease and autoimmune disease [207-209]. 

Interestingly, dysregulated type I IFN signalling has also been noted with age [209, 210].  

 

1.7.3 Type I Interferonopathies 

The idea that an inadequate and uncontrolled type I interferon response could potentially 

be harmful was initially posed in the 1970s following Ion Gresser’s report outlining the 

lethal effect of type I Interferons on new-born mice [211]. Several years later, the first 

indication of type I IFNs having a pathogenic role in humans was reported by Lebon et 

al. regarding Aicardi-Goutier syndrome. However, it wasn’t until 2011 following a study 

on systemic lupus erythematosus (SLE) that the term type I interferonopathy was first 

coined, referring to a classification of autoimmune diseases characterised by the systemic 

dysregulation of type I IFN responses [212, 213]. Advances in scientific techniques and 
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screening assays such as next-generation sequencing have resulted in an increase in the 

number of known type I interferonopathies with up to 40 discrete genotypes described to 

date, and the recognition of a remarkably broad associated phenotypic spectrum [214].  

 

As previously discussed, one of the most well-defined interferonopathies described to 

date is Aicardi-Goutier syndrome, a disorder defined by Mendelian inborn errors that are 

linked to type I IFN production, resulting in systemically increased basal levels of type I 

IFN responses and this overproduction is largely accepted to be a key driver of the 

immunopathology observed in these patients [215]. Although there is some overlap in 

terms of genetic and immunological features between type I interferonopathies, allowing 

for type I interferonopathy signatures to be described and tested for, there are also large 

phenotypic variations between these diseases, with the only defined feature of 

commonality being type I IFN dysregulation [208, 216]. Skin involvement is frequent 

among this classification of autoimmune disease and innate immune cells, particularly 

neutrophils and monocytes, are often regarded as key drivers of pathogenesis. Other 

examples of type I interferonopathies include a monogenic form of SLE, dermatomyositis 

and Sjogren’s syndrome [207, 208, 217, 218].  

 

With the emergence of novel treatments designed to specifically target aspects of the type 

I IFN signalling pathway, it has become more important than ever to correctly recognise, 

classify and diagnose type I interferonopathies so that the best treatment plans can be 

provided to these patients [219].   

 

Although AAV shares both clinical and immunological similarities with known type I 

interferonopathies such as SLE and past studies have suggested a role for type I IFNs in 

AAV severity [50, 220], to our knowledge, type I IFNs have never been conclusively 

investigated as causative factors of AAV initiation or progression. Given the possible role 

of type I IFNs in ageing and inflammageing this analysis could also serve to explain the 

later-in-life development of AAV. 
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1.8 Study Design and Rationale 
 

1.8.1 Hypothesis 

We hypothesize that individuals with AAV experience accelerated biological ageing, 

increasing their risk of disease development and progression when compared to healthy 

individuals of similar chronological age. Considering the differences in chronological age 

at diagnosis between anti-MPO and anti-PR3 mediated AAV patients, we suggest that 

biological ageing may also differ depending on ANCA specificity. Furthermore, we 

propose that biological changes that occur with ageing contribute to the abnormal innate 

immune responses observed in AAV, specifically innate immune cell dysfunction. Finally, 

given the known changes in type I IFN signalling with age and the similarities between 

AAV and known type I interferonopathies, we hypothesize that systemic type I IFN 

regulated responses are dysregulated in AAV patient’s indicative of a type I 

interferonopathy. 

 

1.8.2 Specific Aims 

1. To determine the biological age of a mixed cohort of AAV patients via epigenetic 

clock analysis and determine whether epigenetic age differs depending on ANCA 

subtype, whether treatment effects these measures and whether these individuals 

experience accelerated ageing in comparison to a healthy control cohort. 

2. To investigate the effect of age on innate immune cell function in response to 

stimulation with ANCAs  

3. To determine whether type I IFN responses are dysregulated in AAV, 

characteristic of type I interferonopathies and to examine whether this profile 

correlates to disease activity. 
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Figure 1.8.1: 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.8.1: The Interplay Between Biological Ageing, Immune Dysfunction and AAV 

Development.  

Biological ageing is associated with abnormal innate immune cell function and IFN dysregulation. 

The effect that this has on AAV development and progression remains unclear [14]. 
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2 Materials and Methods 
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2.1 Reagents 
Product Company 

4% paraformaldehyde (PFA)  Santa Cruz, Texas, USA  

BD FACS lysing solution  BD Biosciences, Oxford, UK  

Bovine serum Albumin (BSA)  Thermo Fisher Scientific, Loughborough, 

UK 

Dextran  Sigma-Aldrich, Missouri, USA  

DMSO  Thermo Fisher Scientific, Loughborough, 

UK 

EDTA  Sigma Aldrich, Wicklow, Ireland  

Ethanol  Sigma Aldrich, Wicklow, Ireland  

Molecular Grade Ethanol Thermo Fisher Scientific, Loughborough, 

UK 

Molecular Grade Isopropanol Thermo Fisher Scientific, Loughborough, 

UK 

FCS  Sigma Aldrich, Wicklow, Ireland  

Hoechst dye  Thermo Fisher Scientific, Loughborough, 

UK  

Lithium heparin vacuettes  Greiner Bio-One, Kremsmunster, Austria  

NaOH  Sigma Aldrich, Wicklow, Ireland  

NH4Cl  Sigma Aldrich, Wicklow, Ireland  

OneComp beads  eBioscience, California, USA  

Percoll  GE healthcare, Uppsala, Sweden  

Phosphate buffered Saline (PBS)  Thermo Fisher Scientific, 

Loughborough,UK  

Power SYBR Green PCR Master  Bio-Sciences Ltd, Thermo Fisher 

Scientific, Loughborough, UK 

fMLP Sigma Aldrich, Wicklow, Ireland 

TNF Biolegend, Amsterdam, Netherlands 

PMA Sigma Aldrich, Wicklow, Ireland 

LPS Sigma Aldrich, Wicklow, Ireland 

Cytochalasin B Sigma Aldrich, Wicklow, Ireland 

Goat Serum Sigma Aldrich, Wicklow, Ireland 
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TMB Thermo Fisher Scientific, Loughborough, 

UK 

Permafluor Mountant Thermo Fisher Scientific, Loughborough, 

UK 

Roswell Parks Memorial Institute 

Medium (RPMI)  

Thermo Fisher Scientific, Loughborough, 

UK  

Trypan Blue  Sigma Aldrich, Wicklow, Ireland  

Tween 20  Fisher Scientific  

Virkon  Thermo Fisher Scientific, Loughborough, 

UK  

 

2.2 Kits 

Product Company 

High-Capacity cDNA Reverse 

Transcription Kit  

BD Biosciences, Oxford, UK 

DNase I, Amplification Grade Bio-Sciences Ltd, Thermo Fisher 

Scientific, Loughborough, UK 

PAXgene Blood RNA Kit (50) Qiagen LTD, Manchester UK 

PureLink RNA extraction kit Bio-Sciences Ltd, Thermo Fisher 

Scientific, Loughborough, UK 

EZ DNA Methylation Kit Zymo Research, Cambridge, UK 

PyroMark PCR kit Qiagen Ltd, Manchester, UK 

PyroMark 48 sequencing kit Agilent, Santa Clara, USA 

Hu IL-6 OptEIA ELISA Set BD Biosciences, Oxford, UK 

Hu IP-10 (CXCL10) OptEIA ELISA Set BD Biosciences, Oxford, UK 

Hu TNF OptEIA ELISA Set BD Biosciences, Oxford, UK 

Hu MCP-1 OptEIA ELISA Set BD Biosciences, Oxford, UK 

Hu MPO DuoSet ELISA Kit R&D Systems, UK 

Hu CCL19 DuoSet ELISA Kit R&D Systems, UK 
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2.3 Equipment 
Equipment Company 

96 well plate  Sarstedt, Co. Wexford, Ireland 

Centrifuge  Eppendorf Hamburg, Germany  

Eppendorf tubes  Sarstedt, Co. Wexford, Ireland 

FACS Canto II flow cytometer  BD, San Jose, USA  

Amnis Cellstream Flow Cytometer Luminex, Amnis Corporation, Seattle, 

WA  

FACs tubes  Thermo Fisher Scientific, Loughborough, 

UK 

Light Microscope  Olympus Corporation, Japan  

Multichannel pipette  Thermo Fisher Scientific, Loughborough, 

UK 

Pipettes (p2, p20, p200, p1000) Thermo Fisher Scientific, Loughborough, 

UK 

NanoDrop™ 2000/2000c 

Spectrophotometer.  

Labtech International, UK  

Ph Meter  Hanna Instruments, UK 

Pipette Gun VWR International Ltd., Ballycoolin, 

Dublin, Ireland. 

Pipette tips p2/p200/p1000  Sarstedt, Co. Wexford, Ireland 

Filter pipette tips p2/p200/p1000  Thermo Fisher Scientific, Loughborough, 

UK 

Pipettes 5/10/25ml  Corning, New York, USA 

Plate Reader  Molecular Devices, California, USA 

Syringes 10/50ml  Terumo N.V, Belgium 

Tissue culture plates 6/24  Sarstedt, Co. Wexford, Ireland 

MiniAmp Plus Thermal Cycler Applied Biosystems by Thermofisher, 

UK 

2100 Bioanalyzer Instrument Agilent, Santa Clara, USA 

Fluorescent microscope Olympus Corporation, Japan 

QuantStudio 5 Real-Time PCR Machine Applied Biosystems by Thermofisher, 

UK  
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2.4 Fluorescent and monoclonal antibodies 
Product Fluorochrome Clone Company 

Anti-histone Ab N/A H11-4 Merk Millipore Ltd. Ireland 

Goat anti-mouse 

IgG secondary Ab 

Alexa Fluor 568 N/A Thermo Fisher Scientific, 

Loughborough, UK 

CD15 PerCP-Cy5.5 W6D3  Biolegend, Amsterdam, 

Netherlands 

CD14 PE-Cy7 61D3 Biolegend. Amsterdam, 

Netherlands 

CD16 APC-Cy7 3G8 BD Biosciences, Oxford, UK 

CD45 PE HI30 BD Biosciences, Oxford, UK 

DAPI  Pacific Blue N/A Sigma-Aldrich , Missouri, 

USA  

Sytox Red APC N/A Invitrogen by Thermo Fisher 

Scientific, Loughborough, 

UK 

DHR-123 FITC N/A Invitrogen by Thermo Fisher 

Scientific, Loughborough, 

UK 

Anti-MPO PE 2C7  Bio-Rad, Co. Kildare, Ireland 

Anti-PR3 FITC W6M2  Abcam, UK 

CD45 Pacific Blue HI30 Invitrogen by Thermo Fisher 

Scientific 

Anti-PR3 mAb  N/A N/A Abcam, Cambridge, UK 

Anti-MPO mAb N/A N/A Origene, Germany 

Isotype IgG 

Control 

N/A IE2.2 Merk Millipore Ltd. Ireland 
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2.5 Buffers 
Buffer Components 

2% Dextran  2% dextran in PBS  

2% PFA  4% PFA in FACs buffer (1:1 ratio) 

Cell Culture Medium  RPMI-1640 + 0.5% BSA  

FACS buffer  2% foetal calf serum in PBS  

RBC lysis buffer  155mM NH4Cl, 0.1mM EDTA, 12mM 

NaHCO3 pH 7.4  

Blocking Buffer (Microscopy) 5% Goats serum in PBS 

 

2.6 Software 
Software Company 

FACSDiva software  BD Oxford, UK  

GraphPad Prism v9.1.1 software  GraphPad Software, San Diego, CA, 

USA  

Amnis Cellstream Software Luminex, Amnis Corporation, Seattle, 

WA 

Kaluza software Version 2.1  Beckman Coulter, USA  

QuantStudio™ Real-Time PCR Software 

1.3  

Applied Biosystems by Thermo Fisher 

Scientific, Loughborough, UK 

R (version 4.2.1) Free Software Foundation GNU Project, 

Austria 

Python (version 3.9.7) Python Software Foundation, Delaware, 

USA 

Image J Fiji National Institute of Health 

GeneSys software GeneSys software Company, California, 

USA 

Agilent bioanalyzer software Agilent, Santa Clara, USA 

Agilent PyroMark 48 software Agilent, Santa Clara, USA 

Biorender 2023 Biorender, Canada 

  



 

 
 

44 

2.7 RKD Participant Recruitment 

All AAV, disease control (DC) and healthy control (HC) participant samples used in this 

study were recruited using the Rare Kidney Disease (RKD) Registry and Biobank of 

Ireland (www.tcd.ie/medicine/thkc/research/rare.php) which has full ethical approval for 

the sampling and processing of human biological samples from the ethical committees of 

each participating hospital (St. Vincent's Hospital Research ethics committee, Tallaght 

Hospital Research ethics committee, St. James' Hospital Research ethics committee, and 

Beaumont Hospital Research ethics committee). All participants provided informed 

consent and biological samples were collected and stored in accordance with the RKD 

sample and data collection and management protocol from participating centres across 

the country. A detailed record of clinical and demographical data is also available for each 

participant which excludes any personal information that would allow for participant 

identification. 

 

2.8 Molecular Biology 
 

2.8.1 Bisulphite Conversion of DNA 

Bisulphite conversion of 500ng of DNA was carried out using the Zymo Research EZ 

DNA Methylation Kit. 5l of the normDNA was added to 5l of M-Dilution buffer and 

adjusted to a total volume of 50l using nuclease free water (NF-H2O). This was gently 

mixed by pipetting and incubated at 42C for 30mins. Following incubation 100l of CT 

conversion reagent was added to each sample and mixed. The samples were added to a 

thermocycler set at (95C for 30sec, 50C for 60mins) x16 cycles followed by a 4C hold 

for minimally 10mins. Following this 400l of binding buffer was added to a Zymo-Spin 

IC column placed inside a collection tube. Each sample was added into these spin columns 

and the sample mixed by inverting the columns several times. The samples were then 

centrifuged at full speed (>10,000g) for 30sec. The flow through was discarded. 100l of 

M-Wash Buffer was added to each column and the mixture centrifuged at full speed for a 

further 30sec. 200l of M-Desulphonation buffer was added to each column and left to 

stand at room temperature (RT) (20-30C) for 15-20mins. Once this incubation was 

complete the samples were centrifuged for 30sec at full speed. 200l of M-Wash buffer 

was then added to the column and centrifuged at full speed for 30sec. Following this a 

further 200l of M-Wash buffer was added to the columns and centrifuged at full speed 

https://www.tcd.ie/medicine/thkc/research/rare.php
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for 30sec. The column was then placed inside a microcentrifuge tube. 10l of M-Elution 

buffer was added directly into the column matrix and centrifuged at full speed for 30sec. 

This step is repeated for a final elution volume of 20l. The bisulphite converted DNA 

sample can be immediately used for downstream processes or stored long term at -80C.  

 

2.8.2 PCR Amplification for Pyrosequencing 

PCR Amplification was carried out following the Qiagen PyroMark PCR kit and protocol. 

Firstly, all reagents were removed from the freezer and allowed to thaw at room 

temperature. The reaction mix was then set up according to Table 2.8.1. 

Table 2.8.1: 

Component Volume per 

Reaction (l) 

Final Concentration  

PyroMark PCR Master Mix, 2X 12.5 Contains HotStar Taq DNA 

Polymerase, 1X PyroMark PCR 

Buffer and dNTPs 

Coral Load Concentrate, 10X 2.5 1X 

Primer A (Forward) 

AGGGGAGTAGGGTAAGTGAGG 

Variable 0.2M 

Primer B (Reverse) 

AACAAAACCATTTCCCCCTAATAT 

Variable 0.2M 

RNase-Free H20 Variable - 

Template DNA 

CCRTAAACRTTAAACCRCCRCRCRAAACCRAC  

Variable <500ng/reaction or 10-20ng 

bisulphite converted DNA 

Total Volume 25  

 Table 2.8.1 PyroMark PCR Reaction kit volumes per test 

 

A mastermix of the above reagents excluding the DNA was made and the mastermix was 

gently mixed through pipetting up and down before adding 20l of it to individual PCR 

tubes. 5ul of the template DNA was subsequently added to the PCR tube. NF-H2O was 

added to a PCR tube to act as a negative control. The thermocycler was programmed 

according to Table 2.8.2. The PCR tubes were placed inside the thermocycler set with a 

heated lid and the programme was started. Once complete, the PCR products were stored 

at 4-8C short term or at-20C for long term storage. All primers were designed using the 

PyroMark Assay Design software version 2.0.  
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Table 2.8.2:  

PCR Step Time Temperature 

(C) 

Cycles Comments 

Initial PCR 

Activation Step 

15min 95 1 HotStar Taq DNA 

Polymerase is 

activated by this 

step 

3 Step Cycling   45  

Denaturing 30sec 94   

Annealing 30sec 56   

Extension 30sec 72   

Final Extension 10mins 72 1  

Table 2.8.2: PyroMark PCR Reaction settings 

 

2.8.3 PCR Agarose Gel Electrophoresis 

To make up the 1.5% agarose gel 1.5g of agarose was added to 98.5ml of TBE buffer. 

This mixture was heated until the agarose was fully dissolved and then allowed to cool 

before adding 3ul of gel red nucleic acid stain. The mixture was subsequently added to a 

template, the comb inserted, and the gel allowed to set at room temperature. Once set, 3l 

of the ladder and samples were loaded into the appropriate wells and the power pack was 

switched on. The gels were allowed to run for 30-40 minutes before being imaged using 

GeneSys software.  

 

2.8.4 Pyrosequencing Using the PyroMark 48 

Pyrosequencing was undergone using the Agilent PyroMark 48 sequencer. The pyromark 

run was set up on the machine as an automatic run following the instructions outlined in 

the manual. All reagents were removed from the fridge/freezer and allowed to come to 

room temperature. The primers were then diluted to 4M in annealing buffer and all 

reagents pipetted into the appropriate cartridges following the instructions outlined on the 

machine (volumes are specific to each run). Once complete the cartridge lids were closed 

and locked. Injector priming and testing was then selected. During this time the PyroMark 

Q48 magnetic beads and sample were loaded into the PyroMark Q48 disk. This was done 

by vortexing the magnetic beads and immediately pipetting 3l of this suspension into 3-

5 wells. It is important to note that the magnetic beads will fall out of suspension quickly 
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due to their high density and so can only be pipetted for a brief period (3-5 wells) before 

requiring resuspension via vortexing. 10l of biotinylated PCR product was then added 

to the wells. If 10l was unavailable, then the remaining volume was made up with NF-

H2O. Once fully loaded the disk was inserted into the machine and locked into position 

using the lock nut. The programme was started by pressing the “start” button on the screen. 

Once complete the plate was discarded and the machine was cleaned by pipetting NF-

H2O into each cartridge in the volumes indicated on the machine. When the machine had 

completed the clean step the absorber strip was discarded, and the cartridge lids left 

slightly ajar to allow any residual liquid to evaporate. The machine was then turned off.  

 

2.8.5 Cell lysate RNA Extractions 

RNA extractions from isolated PBMCs were carried out using the PureLink RNA mini 

kit, following the protocols provided. 400l of the 70% ethanol solution was added to 

each of the previously isolated PBMC samples and vortexed until well mixed. 700l of 

this solution was added to separate, labelled spin cartridges inside a collection tube 

provided within the kit. The tubes were centrifuged at 12,000g for 20 seconds. The flow 

through was discarded and this step was repeated using the remaining sample. 700l of 

wash buffer I was then added to each cartridge, and these were again centrifuged at 12,000 

g for 20 seconds. Once spun the flow through was discarded and the collection tubes 

replaced. 500ml of wash buffer II was subsequently added to each tube and centrifuged 

at 12,000g for 20 seconds. The flow through was discarded and this wash step was 

repeated however this time spun for 1 minute. Each of the samples were then centrifuged 

for a further 2 minutes at 12,000g. The collection tubes for each sample were replaced 

with labelled eppys and 30l of NF-H20 was carefully pipetted into the centre of each of 

the spin cartridge filters, making sure not to touch the filter with the pipette tip. The 

samples were incubated for 1 minute at room temperature and subsequently centrifuged 

for 1 minute at 8000-10,000g. Spin cartridges were discarded, and the eluted RNA was 

quantified using a NanoDrop spectrophotometer and the samples stored at -80C for later 

use in cDNA synthesis and qPCR. 

 

2.8.6 Whole Blood Paxgene RNA Extractions 

Whole blood RNA Extractions were performed following the Paxgene RNA extraction 

kit protocol. Briefly, blood previously collected and stored at -80 degrees Celsius in 
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Qiagen Paxgene blood tubes were thawed to room temperature. They were then incubated 

at room temperature for a further 2 hours. Following incubation, the blood tubes were 

centrifuged at 4000g for 10mins. The supernatants were discarded, the pellet resuspended 

in 4ml of NF-H2O and the blood tube lid replaced. These were then centrifuged for a 

further 10mins at 4000g. Following centrifugation, the entire supernatant was carefully 

discarded, and the pellet was resuspended in 350l of buffer 1. This sample was added to 

a 1.5ml microcentrifuge tube (MCT) along with 300l of buffer 2 and 40l phosphokinase 

1. This mixture was vortexed briefly and then incubated for 10mins at 55 degrees Celsius 

using a shaker incubator set to 500rpm. The entire lysate was pipetted into a paxgene 

shredder column and centrifuged for 2mins at 20,000g. The resultant supernatant was 

transferred to a fresh MCT along with 350ul of molecular grade ethanol and briefly 

vortexed. 700l of this mixture was pipetted into a paxgene RNA column placed inside a 

2ml processing tube (PT) and spun at 20,000g for 1 minute. The flow through was 

discarded, the column placed inside a fresh PT and the remaining sample was added to 

the column and spun at 20,000g for 1 min. Again, the flow through was discarded and PT 

replaced. 350l of buffer 3 was added to the spin column and this was centrifuged for 

2mins at 20,000g. In the meantime, 10l of DNase 1 (RNFD) was added to 70l of RDD 

buffer for each sample processed and mixed by gently flicking. Following the spin, the 

supernatant was discarded and PT replaced. 80l of the DNase mixture was added to the 

spin column and left to incubate at room temperature for 15mins. Following incubation, 

a further 350l of buffer 3 was added to the column and this was centrifuged for 1min at 

20,000g. The supernatant was discarded, PT replaced, 500l of buffer 4 added to the spin 

column and the tube was centrifuged at 20,000g for 1min. Again, the supernatant was 

discarded, PT replaced, 500l of buffer 4 added to the spin column and the tube was 

centrifuged at 20,000g for 3mins. Following this, the supernatant was discarded, PT 

replaced, and the column was spun dry for 2mins at 20,000g. The spin column was then 

placed inside a labelled MCT, 40l of buffer 5 was added to the filter and this was 

centrifuged for 1min at 18,000g. This step was repeated twice. The eluate was then 

incubated at 65 degrees Celsius for 5mins. Following this it was immediately placed on 

ice, nanodropped and then stored in the –80C freezer.  

 

2.8.7 Bioanalysis 

Bioanalysis of each RNA sample was performed using an Agilent 2100 Bioanalyzer 

following the procedures described in the Agilent RNA 6000 Nano kit guide. In brief, the 



 

 
 

49 

electrodes were cleaned by resting them in the cleaning chip filled with 350l of RNAzap 

followed by NF-H2O for 30sec each. The gel was prepared by pipetting 550l of the RNA 

gel stock into a spin filter and centrifuging for 10mins at 1500g. This was then aliquoted 

into 65l aliquots to be stored at 4 degrees Celsius for 1 month. The gel dye mix was 

prepared by adding 1l of the RNA dye, which had been allowed to equilibrate to room 

temperature, to a 65l aliquot of the prepared RNA gel. This mix was vortexed well and 

centrifuged for 10mins at 13,000g. The gel dye mix, samples and ladder were then loaded 

onto the chip, being careful to add the correct reagent to the appropriate wells, centrifuged 

for 1min and read on the bioanalyzer (Figure 2.8.1). 

 

Figure 2.8.1: 

 

Figure 2.8.1: Representations of RNA Integrity values detected using the Agilent Bioanalyzer.  

(A.) Profiles of RNA samples isolated from whole blood of 12 healthy controls. (B.) An electropherogram 

representing one of the healthy control samples analysed. RNA quality in these samples is assessed by 

analysing degradation visible as either additional (A) bands or (B) peaks other than those of 28S and 18S. 
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2.8.8 cDNA Synthesis 

250ng of high-quality RNA was reverse transcribed into cDNA using the ThermoFisher 

High-Capacity cDNA Reverse Transcription Kit. The reagents provided were used 

according to the volumes outlined in Table 2.8.3. 

 

Table 2.8.3: 

 +RTase -RTase (control) 

10X Assay Buffer 2.5l 2.5l 

25X dNTP 0.8l 0.8l 

10X RT Random Primers 2l 2l 

Reverse transcriptase (RTase) 0.5l 0l 

NF-H2O 9.2l 9.7l 

Table 2.8.3: High-capacity reverse transcription kit component volumes per test 

 

15l of the appropriate master mix was added to the labelled PCR tubes followed by 10l 

of the RNA sample. Reverse transcription of the samples was subsequently carried out 

using a thermocycler set to the following conditions (Table 2.8.4): 

 

Table 2.8.4: 

 Step 1 Step 2 Step 3 Step 4 

Temperature (C) 25 37 85 4 

Time (mins) 10 120 5   

Table 2.8.4: cDNA synthesis thermocycler settings 

 

The cDNA produced was stored at -20C.  

 

2.8.9 Primer Design 

All primers were designed using the NCBI Primer BLAST database 

(https://www.ncbi.nlm.nih.gov/tools/primer-blast). Primers were designed to amplify a 

product of maximum 200 bps and to be intron spanning where possible (Table 2.8.5). 

Primers were synthesised by IDT technologies.  
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Table 2.8.5: 

Gene Forward Reverse Product 

Length 

18S GTAACCCGTTGAACCCCATT CCATCCAATCGGTAGTAGCG 

 

151 

b-actin ACAGAGCCTCGCCTTTGCC GATATCATCATCCATGGTGAGCTG

G 

 

70 

PPIA TGAGGTAAGGGGCCTGGATAC GTCTGCAAACAGAAGGCAAAAT 

 

173 

TBP TGACCCAGGGTGCCATGA GGGTCAGTCCAGTGCCATAA 

 

72 

RPS13 CTTTCGTTGCCTGATCGCC ACTTCAACCAAGTGGGGACG 

 

107 

RPL27 GGGTGGTTGCTGCCGAA GGTGCCATCATCAATGTTCTTCAC 

 

116 

OAZ1 CAGCAGCAGTGAGAGGGTC TCTGACTATTCCCTCGCCCA 

 

120 

STAT1 TGCGCGCAGAAAAGTTCCATT AGACATCCTGCCACCTTGTG 

 

171 

ISG15 GCGAACTCATCTTTGCCAGT AGCATCTTCACCGTCAGGTC 

 

91 

SIGLEC

1 

CTCTGCCTCTACCTCCACCT AAACACGCCTCCTTCTCCAG 

 

152 

IFIT1 AGCTTACACCATTGGCTGCT CCATTTGTACTCATGGTTGCTGT 

 

 

RSAD2 CCCCAACCAGCGTCAACTAT TCTTCTCCATACCAGCTTCCT 

 

147 

IFI27 ATCAGCAGTGACCAGTGTGG TGGCCACAACTCCTCCAATC 

 

107 

IFI44L ACCCCTAGAAACAGATATAGAACAA GACGGCTGCATCTTTCAACC 

 

163 

IFIT1 GGACCCACAAGAATGTGAAAGC TCACCATTTGTACACATCTCCACT 

 

85 

MMP8 AGCCAGGAGGGGTAGAGTTT GGCTTATTTATTCTGCTGAACAGT 

 

149 

ANXA3 ACCGCGCTTTGGATTAGTGT CAGCATCCACTGATGGGCTA 

 

123 

IL6 CCTTCTCCACAAACATGTAACAAGA TCACCAGGCAAGTCTCCTCA 

 

142 

TNFA CCTGCTGCACTTTGGAGTGA GAGGGTTTGCTACAACATGG 

 

143 

p21 TCTAGGAGGGAGACACTGGC TGTCTGACTCCTTGTTCCGC 

 

109 

ELOVL2 CCAAATCAGTAGAGTTCCTGGACAC

AA 

TTGTCCACAAGGTATCCAGTTCAA

GA 

 

140 

Table 2.8.5: List of Primers 
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2.8.10 Housekeeping Gene Selection  

All gene amplifications for human samples during this project were normalised to 

Ribosomal protein L27 (RPL27), which, using NormFinder.xla v0.953 and statistical 

measures of deviation, was selected as the most stably expressed gene across samples 

from a panel of potential normalisers: RPL27, 18S, ribosomal protein S13 (RPS13), 

peptidylprolyl isomerase A protein (PPIA), TATA-Box binding protein (TBP), beta-actin 

and ornithine decarboxylase antizyme 1 (OAZ1). The expression of these genes in 3 

samples from a healthy control (HC), disease control (DC), AAV remission and AAV 

active cohort were analysed for each normaliser. All genes tested showed stable 

expression across our cohorts indicating that all genes tested would be suitable 

housekeeping gene candidates (Figure 2.8.2). Although OAZ1 came out as the best 

housekeeping candidate gene using Normfinder (Figure 2.8.2 D), this gene showed very 

high baseline CT values corresponding to very low expression levels and higher deviation 

than other candidates (Figure 2.8.2 A-B). Standard deviation analysis isolated RPL27 as 

the most stable gene across samples (Figure 2.8.2 C), while Normfinder found this to be 

the second-best housekeeping gene candidate of the seven tested (Figure 2.8.2 D). 

Considering these results as a whole, RPL27 was selected as our housekeeping gene 

moving forward in all qPCR experiments.  
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Figure 2.8.2: 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

18S ACTB PPIA TBP RPS13 RPL27 OAZ1

std dev [± CP] 0.367134 0.35941 0.450079 0.391872 0.41342 0.342279 0.353246

std dev [± x-fold] 1.289788 1.282901 1.366115 1.312095 1.331839 1.267758 1.277431

coeff. of corr. [r] 0.558 0.661 0.787 0.553 0.726 0.72 0.668

C. 

D. 

B. 

A. 

Gene name Stability value Best gene OAZ1

HC VS DC VS AAV 18S 0.023 Stability value 0.011

ACTB 0.015

PPIA 0.013 Best combination of two genes RPL27 and OAZ1

TBP 0.014 Stability value for bestcombination of two genes 0.009

RPS13 0.014

RPL27 0.012

OAZ1 0.011
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Figure 2.8.2: Housekeeping gene analysis  

(A.) The absolute mRNA expression measured in 12 samples for each gene tested. (B.) The 

absolute mRNA expression of (i.) 18S, (ii.) ACTB, (iii) PPIA, (iv) TBP, (v.) RPS13, (vi) RPL27 

and (vii) OAZ1 measured in healthy controls (HC), disease controls (DC), AAV active patients 

(AAV Active) and AAV remission patients (AAV Remission). (C.) Summary of the deviation 

measured between samples for each gene using GraphPad Prism statistical analysis. (D.) 

Summary of Normfinder analysis results for each gene.  
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2.8.11 qPCR 

Primer Preparation: 

Each of the stock primers provided by IDT technologies were diluted in 250l RNA-free 

water to yield a 100nM stock solution. Working stock solutions of 10nM were prepared 

by adding 10l of the forward primer and 10l of the reverse primer to 80l of NF-H2O. 

0.4l of the working stock solution was added to each well of the qPCR plate which 

contained a total of 10l, yielding a final concentration of 0.4nM per well.  

 

cDNA Preparation: 

1 in 10 dilutions of the previously synthesised cDNA was prepared using NF-H2O.    

 

Master mix Preparations: 

A master mix containing 5l of SYBR green, 0.4l of the working primer solution and 

2.6l of NF-H2O was made for each well used in the qPCR for each gene tested.  

 

All prepared mixtures were briefly vortexed and spun before plating. A 384 well plate 

was clearly labelled and divided into suitable sections. 2l of the diluted cDNA was 

pipetted into the appropriate wells in triplicate, followed by 8l of the appropriate master 

mix solution. The plate was centrifuged for 30 seconds and analysed using the 

QuantStudio 5 qPCR machine.    
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2.9 Cell Isolation 
 

2.9.1 Neutrophil and PBMC Isolation 

Fresh whole blood was transferred into a 50ml falcon tube and an equal volume of filter 

sterilised 2% dextran was added to this. This mixture was slowly inverted 18-20 times 

and RBCs allowed to sediment by gravity by standing the falcon tube upright for 

approximately 30mins. Following this the supernatant from the blood/dextran mixture 

was removed into a fresh 50ml falcon, being careful to avoid taking any RBCs from the 

pellet. The supernatant was spun at 200g for 7 mins with no brakes. Once complete, the 

supernatant was discarded, and the pellet resuspended in 3ml of 55% percoll. This 

suspension was then slowly layered over 4.5ml of 65% percoll into a 15ml tube using a 

Pasteur pipette. The tubes were then centrifuged for 30 mins at 1500g with no brakes. 

Once complete the PBMC layer was (top layer of cells) was removed and placed into a 

fresh 50ml tube while the remaining supernatant was carefully discarded. The neutrophil 

and red blood cell layer was subsequently combined by gentle pipetting. PBS was added 

to both the neutrophil and PBMC suspensions and both samples were centrifuged for 

5mins at 400g with the brake on. Supernatants were removed and both pellets were gently 

resuspended in 10ml of RBC lysis buffer and incubated for 5mins at RT with frequent 

mixing. Cells were then washed and resuspended in 1-2ml of media (RPMI 0.05% BSA) 

for counting using Trypan blue.  

 

2.9.2 Cell Counting and Viability 

Cell viability was determined via trypan blue exclusion. A 1 in 100 dilution of neutrophil 

samples were prepared by adding 10l of the neutrophil cell suspension to 90l of trypan 

blue, mixing thoroughly by gently pipetting and then adding 10ul of this suspension to 

90l of trypan blue in a serial dilution. A 1 in 20 dilution of the PBMC samples were 

prepared by adding 5l of the PBMC cell suspension to 95l of trypan blue. At least 10l 

of the prepared dilution was then added to a haemocytometer after gentle pipetting up and 

down. This was viewed under a light microscope and the number of cells present in each 

of the corner squares of the haemocytometer grid were counted. The total cell count was 

calculated using the following formula: 

Number of cells / ml = (average cell count per haemocytometer grid X 104) x (dilution 

factor) 
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2.10 Functional Assays 
 

2.10.1 Microscopy 

Day 1 

Neutrophils were isolated as per the above protocol and resuspended at 1 million cells/ml 

in RPMI containing 0.5% BSA. 150l of this cell suspension was added to labelled eppys 

for each of the desired stimuli (UN, MPO, fMLP, and IgG) and time points (4hr, 3hr, 2hr 

and 1hr). 2ng/ml of TNF was added to the eppys designed to have the longest time point 

(e.g. 4hours) and incubated for 15mins at 37C. Following 15mins the appropriate stimuli 

were added to the appropriate eppys (5g/ml monoclonal anti-MPO, IgG control or fMLP) 

and left to incubate at 37C. The TNF priming step and stimulations were repeated for 

each time point (3hr, 2hr, 1hr).  Meanwhile, using a wax pen, small circles were drawn 

onto labelled poly-L-lysine glass slides. 30mins before the stimulations are complete, 

100l of each of the stimulated cell suspensions (approx. 1x105 cells) were added to their 

corresponding slides within the drawn circles and the slides were placed over a box with 

a wet tissue to reduce evaporation. Once all the stimulations were complete the cells were 

fixed by adding 4% PFA and incubated for 15mins at room temperature.  Following this 

the cells were washed by adding PBS into the corner of the wax circle outline, gently 

pouring off and repeating for a total of 3 washes. 150l of 0.5 % Triton X-100 was added 

to the slides for 1min at room temperature in order to permeabilise cells. The wash step 

was repeated 3 times. 100l of blocking buffer (5% goat serum) was subsequently added 

to the slides and incubated in a humid chamber for 1hr. Anti-histone antibody was diluted 

in blocking buffer to give a final concentration of 5g/ml and 100ml was added to each 

slide. These were incubated at 4C overnight in the humidity chamber. 

 

Day 2 

The slides were washed 3 times with 5min soaks in PBS. The secondary antibody (goat 

anti-Mouse IgG Alexa Fluor® 568 conjugate) was diluted to 10g/ml in blocking buffer, 

100l of this was added to each slide and these were incubated for 1hr in the humidity 

chamber. Following this the slides were washed 3 times with 5min PBS soaks. The DNA 

was then stained by adding 5g/ml Hoechst dye to the cells and incubating for 10mins in 

the dark. The cells were washed twice and then coverslips were mounted using 

PermaFluor mountant and allowed to dry. The coverslips were sealed using nail varnish 
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and slides were stored in the cold room until ready to analyse using an Olympus 

fluorescent microscope.  

2.10.2 Cell Preparation for Functional Assays 

Neutrophils and PBMCs were isolated as described above. In order to prepare for flow 

cytometry analysis, the desired cells were resuspended at 2 x106 cells/ml in media (RPMI 

0.5% BSA). 3ml of each cell suspension was added to a separate tube, loaded with 

2.5g/ml DHR123 together with 5g/ml Cytochalasin B and incubated in the dark for 10 

minutes at 37ºC. Following this 98l of the cell suspension was added to appropriately 

labelled wells of the 96 well plate (Figure 2.10.1). Wells intended for the 4hr stimulation 

were subsequently primed by incubation with 2ng/ml TNF in 2l aliquots for 15min at 

37˚C with gentle mixing at 5 minute intervals. These wells were then left unstimulated or 

stimulated with either 5g/ml monoclonal anti-MPO or IgG antibodies, 150g/ml anti-

PR3 monoclonal antibody, 5g/ml of fMLP for neutrophils or 0.1g/ml PMA as a positive 

control for monocyte activation in 100l aliquots. The 96 well plate was then left to 

incubate for 2hrs and 45mins at 37C with intermittent gentle mixing. Following this the 

priming step and stimulation steps were repeated for the 1hr wells. The plate was then 

placed back in the incubator to incubate at 37C for the remaining hour. Once complete, 

the plate was spun at 100g for 10mins and the supernatants were carefully pipetted from 

each well into a new, labelled 96 well plate for storage at -20C. 200l of 2% FACs buffer 

was added to the remaining cell pellets and centrifuged for 10mins at 100g. The 

supernatants were discarded, and the wash step repeated. The cells were then fixed by 

adding 100l of 2% PFA and incubating at RT for 10mins. Once complete, 100l of 2% 

FACs buffer was added, and the cells centrifuged at 100g for 10mins. Supernatants were 

discarded and the wash step was repeated. The cells were resuspended in 100l of 2% 

FACs buffer and kept at 4C in the dark overnight before being analysed by flow 

cytometry.  
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Figure 2.10.1: 

 

Figure 2.10.1: Example Plate plan for day 1 flow cytometry cell prep.  

 

During the 4 hour incubation period for the flow cytometry plate, further preparation for 

supernatant and cell lysate collection was undergone. Provided enough cells were 

obtained, 1ml of PBMCs at 2x106 cells/ml and 1ml of isolated neutrophils at 5x106 

cells/ml were added to appropriately labelled wells in a 12 well plate (Figure 2.10.2). All 

wells were primed using 2ng/ml TNF incubated for 15min at 37C with gentle mixing 

at 5 minute intervals. Wells were then either left unstimulated or stimulated for 4 hours 

with either 5g/ml monoclonal anti-MPO or IgG antibodies or 150g/ml anti-PR3 

antibody. 5g/ml of fMLP, 100ng/ml PMA or 100ng/ml of LPS was used as positive 

controls. Following the 4 hour incubation, the supernatants of each sample were removed 

and put in labelled Eppendorf tubes and were centrifuged for 2mins at 12,000g. 

Meanwhile 600l of RNA lysis buffer provided within the PureLink RNA extraction kits 

was added to each well of the 12 well plate. Once centrifugation was complete, the 

supernatants were carefully transferred into fresh labelled Eppendorf tubes, being sure 

not to disturb the pellet, before being stored at -20C. The wells now containing cell 

lysates were then scrapped using the filtered tips and pipetted into their corresponding 

cell pellets left from the centrifugation step. These cell lysates were stored at -80C. 
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Figure 2.10.2: 

 

 

Figure 2.10.2: Example Plate plan for day cell lysate and supernatant cell prep.  
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2.10.3 Neutrophil and PBMC Flow Cytometry  

The DNA dyes, Sytox red and DAPI, were removed from the freezers and allowed to 

thaw. Meanwhile an antibody mastermix was made following the concentrations 

described in Table 2.10.1. This antibody mastermix was added to the appropriate wells of 

the 96 well plate. This was incubated in the dark at RT for 15mins. During this time the 

nuclear dye mastermix was made using 5nM Sytox red and 0.3nM DAPI diluted in flow 

buffer. Once the incubation was complete 100l of flow buffer was added to each well 

and the plate was then centrifuged for 10mins at 100g. Once complete, supernatants were 

discarded and 200l of the nuclear dye mastermix was added to the appropriate wells and 

the plate was incubated for at least 20 mins in the dark at RT. The samples were then run 

either on the Luminex cellstream or BD Canto flow cytometers.  

Table 2.10.1:  

Marker Clone Fluorophore Cellstream 

Channel 

Concentration 

CD15 WD63 PerCP-Cy5.5 C6 0.2g 

CD14 61D3 PE-Cy7 D1 0.2g 

CD16 3G8 APC-Cy7 B1 0.2g 

CD45 HI30 PE D4 0.2g 

DAPI N/A Pacific Blue A2 0.3nM 

Sytox Red N/A APC B6 5nM 

DHR-123 N/A FITC C3 5g/ml 

Table 2.10.1 NETosis and ROS assay flow panel 

 

2.10.4 Whole blood Cell Flow 

100l of whole blood was added to a FACS tube with an equal volume of 2% FACS 

solution. A mastermix of the desired antibodies (see Table 2.10.2) was added to the blood 

sample and incubated at RT for 20 minutes. Once complete, 2ml of 1 x BD FACS lyse 

solution (Stock solution 10x, prepared with ultra-pure H2O) was added to the tubes, 

vortexed gently and incubated for 15 minutes in the dark at RT. Following this incubation, 

1ml of PBS was added to the samples, vortexed and spun at 400g for 5 minutes. 

Supernatants were discarded, the pellets were resuspended in 2ml of PBS and spun again 

at 400g for 5mins. This wash step was repeated twice more or until the supernatant runs 
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clear. The cell pellets were then resuspended in 300l of 2% FACs buffer and stored at 

4C in the dark until acquired on the BD Canto flow cytometer.  

 

Table: 2.10.2 

Marker Clone Fluorophore Volume Concentration 

CD15 WD63 Per-CPCy5.5 1l/ test 0.2g 

CD14 61D3 PE-Cy7 1l/test 0.2g 

CD16 3G8 APC-Cy7 1l/test 0.2g 

CD45 HI30 Pacific Blue 1l/test 0.2g 

Anti-MPO 2C7  PE 5l/test 2.5g 

Anti-PR3 W6M2  FITC 1l/test 0.25 g 

Table 2.10.2 Whole blood surface expression flow panel 

 

2.10.5 ELISA 

ELISAs were carried out following the protocols specific to each kit (BD Biosciences for 

IL-6, TNF, MCP-1 and CXCL10; R&D systems for MPO and CCL19). Firstly, the 

capture antibody was added to each well and left to incubate at 4C overnight. The plates 

were washed three times with PBS 0.05% tween before being blocked with assay diluent 

(10% FCS PBS:BD biosciences, 1%FCS PBS: R&D systems) and left to incubate at room 

temperature for 1hr. The plates were again washed thrice, and the standards/samples were 

added to the appropriate wells. These were left to incubate for at least 2 hours at room 

temperature. Following this the plates were aspirated 5 times and for the BD Biosciences 

kits i.e., IL-6, TNF, MCP-1 and CXCL10, 50l of the working detector (detection 

antibody and streptavidin HrP) was added and left to incubate for a further hour. For the 

R&D kits, MPO and CCL19 ELISAs, the detection antibody and streptavidin were added 

to the plates in two separate steps separated by a 5-wash interval; the first involving the 

addition of the detection antibody to the wells followed by a 2 hour incubation period and 

the second involving the addition of the Strep-HrP to each well and a 20min incubation 

period. Following this the substrate solution was added to each well and the plate left to 

incubate for up to 45mins. Once complete 25l of stop solution (1M sulfuric acid) was 

added and the plate was immediately analysed using a plate reader. 
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3 Biological age in AAV 
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3.1 Introduction 

 
Biological ageing refers to a measure of molecular and cellular changes characteristic of 

physiological deterioration that are associated with chronological ageing [13]. With 

chronological age being one of the biggest risk factors for some of the world’s most 

prominent disorders, the use of biological ageing in the risk assessment of age-related 

disease has become a novel and interesting area of research. AAV is a relapsing-remitting 

autoimmune disease that, unusually for an autoimmune disease, tends to develop later-in-

life [133, 147, 190]. Several studies have also reported age-of-onset differences between 

AAV patients based on ANCA subtype i.e. between anti-MPO and anti-PR3 mediated 

AAV [192]. Although chronological ageing is widely accepted to be a risk factor for AAV, 

biological ageing is yet to be explored in the context of this disease.  

 

Several measures of biological age have been described to date, however arguably the 

most accurate tools to measure this parameter are epigenetic clocks, specifically DNAm-

based clocks which measure the methylation of a series of specific CpG sites along the 

genome and use computational algorithms and modelling to predict ageing [9, 10, 12, 13, 

31, 32]. Perhaps the simplest and most cost effective of these clock models is the ELOVL2 

DNAm clock which measures the methylation surrounding a small number of sites within 

the ELOVL2 gene promoter region, a gene whose methylation status is highly correlated 

with both chronological and biological ageing [12, 33, 34]. Importantly however, despite 

these clocks being considered a superior method of biological age analysis, the effect that 

environmental factors, such as treatment, have on these measures remains unclear. Very 

few studies to date have included treatment as a variable in their analysis, however those 

that have, have recognised the impact that pharmacological intervention can have on 

DNA methylation and epigenetic age acceleration [40][37]. Sehl et al., for example, 

reported an increase in epigenetic age acceleration in breast cancer patients post 

chemotherapy and radiotherapy treatment [40]. In contrast to this, Fahy et al. showed that 

pharmacological intervention can decrease epigenetic ageing in a cohort of healthy male 

participants [37]. Further investigations into the effect of various treatment types on these 

clocks are clearly warranted as treatment history is a factor that is often overlooked in 

studies that use DNAm clocks to analyse biological ageing in a disease setting.  
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This study therefore aimed to explore biological age in the context of AAV using an 

ELOVL2 clock model of epigenetic ageing. We investigated whether AAV patients exhibit 

DNAm-based age acceleration compared to healthy controls, whether biological ageing 

differs between anti-MPO and anti-PR3 mediated AAV patients and whether treatment 

with the anti-inflammatory drugs, cyclophosphamide and rituximab, two commonly used 

remission-induction therapies for the treatment of AAV, affects DNAm-based epigenetic 

ageing measures. With the continuous emergence of drugs such as senolytics that target 

certain age-associated biological processes [90, 96, 97, 221], whether the risks of 

chronological ageing translate onto a cellular level in AAV is of great interest and 

biological age modelling of AAV patients could provide further insight into the 

underlying pathogenesis of this disease. 
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3.2 Study Design and rational  
 

3.2.1 Hypothesis 

Chronological age is a well-recognised risk factor for AAV development however 

biological ageing is largely understudied in these disorders. We hypothesised that 

individuals diagnosed with AAV experience accelerated biological ageing, as measured 

by ELOVL2 DNAm clock modelling, leaving them at increased risk of morbidity and 

mortality. Considering the differences in chronological age at diagnosis between anti-

MPO and anti-PR3 mediated AAV, we also hypothesised that biological age differs 

depending on ANCA subtype. Furthermore, we suggest that induction treatment with 

either cyclophosphamide, a DNA alkylating agent, or rituximab, a monoclonal antibody 

that results in B cell depletion, may affect DNAm age measures in these patients.  

 

3.2.2 Specific Aims 

• To determine whether AAV patients experience DNAm epigenetic age acceleration 

compared to age-matched healthy controls. 

• To determine whether epigenetic ageing differs between ANCA subtypes. 

• To investigate the effect that treatment with cyclophosphamide and/or rituximab has 

on the epigenetic age of these patients. 

 

3.2.3 Sample Selection 

Whole blood EDTA samples were previously collected from AAV patients through the 

RKD biobank following the protocols outlined in section 2.7. DNA samples were isolated 

and stored from these patients. RKD databases were scanned for DNA samples collected 

from treatment naïve GPA/MPA participants that had either MPO or PR3 ANCA 

positivity and all available samples were selected for use in this study. Paired samples 

that had been collected following a first round of induction treatment with either 

cyclophosphamide and/or rituximab from the same patients were then identified and 

selected for use. Finally, age-matched healthy controls were chosen from available 

biobank samples.  
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3.2.4 Specific Methods 

Validation analysis was carried out using epigenetic methylation array data obtained from 

collaborators in TILDA and The University of North Carolina, Chapel Hill, USA [134, 

222]. ELOVL2 analysis was undergone using samples obtained from participants 

recruited through the RKD biobank as outlined in section 2.7. Bisulphite conversion of 

DNA, PCR amplification and pyrosequencing were undergone as described in sections 

2.8.1-2.8.4. qPCR was carried out following our method outlined in section 2.8.11.  

 

3.2.5 Data Analysis and Statistical tests 

Raw epigenetic data was processed and analysed using R (version 4.2.1) in collaboration 

with Matt McElheron. “DNAm Epigenetic Age” was modelled as previously described 

[12, 33]. In brief, multiple linear regression was used to model ELOVL2 methylation as a 

predictor of chronological age in healthy control samples, adjusted for smoking status. 

This model was then used to generate “DNAm epigenetic age”, the predicted age of an 

individual based on their ELOVL2 methylation and smoking status; 

 

𝐴𝑔𝑒𝐷𝑁𝐴𝑚
=  𝑓(𝐷𝑁𝐴𝑚 , 𝑆𝑚𝑜𝑘𝑖𝑛𝑔) = β̂0 + 𝛽̂1(𝐷𝑁𝐴𝑚) +  𝛽̂𝑆𝑚𝑜𝑘𝑖𝑛𝑔 + 𝜖𝑖̂  

   where 𝜖 ~ 𝑁(0, 𝜎̂2)  

 

Two conventional metrics of accelerated DNAm epigenetic age were derived; 

“Difference” referring to the absolute difference between the predicted age of an 

individual and their chronological age, and “Residual” referring to the residual of 

regressing predicted age over chronological age. In both metrics, a positive value refers 

to advanced accelerated ageing, while a negative implies decelerated ageing. Statistical 

analyses and visualization of epigenetic data was performed using R (version 4.2.1) and 

Python (version 3.9.7). 

 

Genetic data was log transformed before analysis and normality was tested using a 

Shapiro-Wilk test. Spearman correlation analyses were used to determine correlation 

coefficients and statistical significance for each correlation. The strength of these 

correlations was defined following published guidelines with Spearman correlation 

coefficients greater than 0.5 deemed strong, those below 0.3 deemed weak associations 

while those between 0.3 and 0.5 are acknowledged as moderate associations [223, 224]. 
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Statistical significance between cohorts was analysed using unpaired t tests with the 

exception of treatment analysis between paired treated and treatment naïve samples in 

which case paired t tests were utilised.  
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3.3 Results 
 

3.3.1 Methylation of the ELOVL2 Promoter Region can be used to Create 

Accurate DNAm Clocks 

DNAm epigenetic clocks are extremely useful tools in the measurement of biological 

ageing [13]. However, many clocks require extensive sequencing of the genome which 

can be a very costly venture [225]. Various studies have therefore explored the use of 

single gene markers in the development of DNAm clocks [12, 33]. ELOVL2 is a protein 

coding gene whose methylation has been shown to correlate strongly with chronological 

age and so, the methylation of several probes surrounding this gene alone has been used 

in multiple studies to estimate the chronological age of a biological sample [12, 33]. We 

therefore wanted to explore this approach of DNAm ageing and following statistical 

protocols outlined by Garagnani et al. we investigated the ability of 3 methylation sites 

along the ELOVL2 promoter region  (positions Chr6:1104466;ID cg21572722, 

Chr6:11044655;ID cg24724428 and Chr6:11044644;ID cg16867657) to predict 

biological ageing using previously acquired EPIC chip DNA methylation data from the 

TILDA dataset [12]. Using this model of DNAm ageing, each methylation probe analysed 

showed a strong and significant correlation with chronological age. In order to ensure that 

ELOVL2 methylation analysis is also an appropriate measure of biological ageing, as 

opposed to simply chronological ageing, we correlated our DNAm age scores to the 

GrimAge, PhenoAge and Horvath clock scores previously measured in TILDA [222]. 

Epigenetic age as measured by markers of ELOVL2, GrimAge, PhenoAge and Horvath 

clock scores correlate strongly and significantly with each other (Figure 3.3.1). Finally, 

we tested the viability of these models on a small cohort of AAV patients using data 

obtained by Jones et al. in Chapel Hill [134]. Again, a strong and significant association 

with chronological ageing was found with ELOVL2 DNAm age according to each probe 

(Figure 3.3.2) as well as strong and significant associations with the Horvath methylation 

age and PhenoAge calculated for each sample. Together these results validate the use of 

ELOVL2 methylation clocks for biological age assessment. 
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Figure 3.3.1 

(a.) 

TILDA 

Participant 

Demographics 

 

All Males Female 

Sex (n)  498 252 246 

Age, median 

(range) 

 

61 (50-87) 61 (50-86) 62 (50-87) 

CRP, median 

(range)  

 
1.8 (1-112) 1.87 (1-112) 1.68 (1-40.35) 

Creatinine, 

median (range) 

 
78 (44-148) 86 (49-148) 69 (44-116) 

 

(b.) 
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Figure 3.3.1 ELOVL2 methylation age analysis of the TILDA Cohort.  

Both demographic and methylation data previously acquired using the Illumina 850K EPIC 

methylation chip was obtained on a cohort of 498 older individuals. (a.) Basic demographic 

information of the TILDA sample cohort (b.) Correlations between epic methylation chip data on 

3 specific methylation sites along the ELOVL2 promoter (cg21572722, cg24724428 and 

cg16867657) chronological age, Horvath’s age, PhenoAge and GrimAge of each individual. 

Spearman correlation analysis was used to generate correlation coefficient values (R values) and 

to determine the significance of these relationships (p values).  
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Figure 3.3.2: 

(a.) 

Chapel Hill 

Participant 

Demographics 

 

HC AAV Active AAV Remission 

n  4 9 9 

Sex, Male: Female 

(%Male)  

 1:1 

(50) 

5:4 

(56) 

5:4 

(56) 

Age, median (range) 
 

54.5 (47-57) 53 (24-82) 55 (27-85) 

ANCA Specificity, 

Anti-PR3: Anti-MPO 

ratio 

 

N/A 6:3 6:3 

 

(b.) 
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Figure 3.3.2 ELOVL2 methylation age analysis in the Chapel Hill Cohort. 

Both demographic and methylation data previously acquired using the Illumina 450K Infinium 

BeadChip was obtained on a cohort comprising 22 samples obtained from 13 individuals, 4 of 

which were healthy controls with the remaining 9 being AAV patients. (a.) Basic demographic 

information of the Chapel Hill sample cohort (b.) Correlations between epic methylation chip data 

on 3 specific methylation sites along the ELOVL2 promoter (cg21572722, cg24724428 and 

cg16867657) chronological age, Horvath’s age and PhenoAge of each individual. Spearman 

correlation analysis was used to generate correlation coefficient values (R values) and to 

determine the significance of these relationships (p values).  
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3.3.2 Participant Demographics 

Once our proposed methods were validated, we selected a cohort of healthy controls and 

AAV samples to investigate. Demographic information on each participant used for this 

study is shown in the table below (Table 3.3.1). 142 DNA samples from 121 individuals 

were used in this study consisting of healthy controls (HC; n=24), treatment naïve (Txt 

N; n=97) and paired treated (Txt; n= 21) AAV patients. Treated samples consist of a 

sample matched to a treatment naïve sample from the same participant following their 

first encounter of induction treatment with either cyclophosphamide or rituximab. Doses 

prescribed to each participant vary.  
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Table 3.3.1: 

Participant 

Demographics 

 

HC AAV Txt N AAV Txt 

  
 

Anti-

MPO 

Anti-

PR3 

Anti-MPO Anti-

PR3 

n 
 

24 58 39 9 12 

Age, median 

(range) 

 
62.5 

(52-83) 

72 

(40-

86) 

60 

(23-84) 

69 

(41-

82) 

59 

(48-

85) 

Sex, Male: Female 

(%Male) 

 11:13 

(46) 

27:31 

(47) 

24:15 

(62) 

5:4 

(56) 

10:2 

(83) 

Smoking Status, n  Current  3 5 3 2 0 

 Previous 16 23 15 5 8 

 Never 5 23 11 2 4 

 Unknown 0 7 10 0 0 

AAV Diagnosis, n 

(%) 

GPA 
N/A 

2 

(3) 

24 

(62) 

0 

(0) 

7 

(58) 

 MPA 
N/A 

56 

(97) 

15 

(38) 

9 

(100) 

5 

(42) 

BVAS, median 

(range) 

 
N/A 

14 

(6-29) 

17 

(2-34) 

0 

(0) 

0 

(0) 

CRP (mg/dL), 

median (IQR) 

 

N/A 

19 

(6-

55.5) 

62 

(24-198.25) 

5 

(1.5-

30.5) 

5 

(1.75-

7.25) 

Creatinine 

(mol/L), median 

(IQR) 

 

N/A 

286 

(189-

432) 

166 

(82-433) 

163 

(140-

189) 

126 

(96-

221) 

Immunosuppression 

treatment, n (%) 

 

     

 
Cyclophosphamide N/A N/A N/A 4 4 

 
Rituximab N/A N/A N/A 5 5 

 Both N/A N/A N/A 0 3 

Table 3.3.1 Participants Demographics 

Participants have been divided into either healthy control (HC), treatment naïve AAV patients 

(AAV Txt N) or treated AAV patients (AAV Txt). AAV patients are further subdivided by ANCA 

status (anti-MPO or anti-PR3). A summary of participant demographics including age, sex, and 

smoking status is shown as well as clinical characteristics such as AAV diagnosis, Birmingham 

Vasculitis Activity Score (BVAS), C-reactive protein (CRP) cytokine levels, creatinine and 

treatment type. IQR; interquartile range, N/A; not applicable. 
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3.3.3 Individuals with AAV Experience Epigenetic Age Acceleration and This Is 

Independent of ANCA Subtype 

In order to explore biological ageing in AAV we measured the methylation status of 7 

CpG sites surrounding the ELOVL2 promoter region (positions Chr6:11044661, 

Chr6:11044655, Chr6:11044644, Chr6:11044647,  Chr6:11044642, Chr6:11044640 and 

Chr6:11044634) following methods previously validated by Zbieć-Piekarska [33]. 

Multiple linear regression modelling using the mean methylation of all 7 CpG sites 

adjusted for smoking status was used to calculate epigenetic ageing in each sample. 

Epigenetic age acceleration (EAA) was calculated in each cohort using the residuals for 

each sample. With this model of DNAm ageing, we showed that Txt N AAV samples 

exhibit significantly increased DNAm epigenetic age compared to healthy controls 

(Figure 3.3.3a, i). Ageing residuals were also significantly higher in AAV patients 

compared to healthy individuals indicating accelerated biological age in these patients 

(Figure 3.3.3a, ii).  

 

As multiple studies have reported differences in chronological age at diagnosis between 

anti-MPO and anti-PR3 mediated AAV we also investigated whether ANCA subtype 

affects DNAm ageing. DNAm age measures and EAA did not differ with ANCA 

specificity (Figure 3.3.3b). 
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Figure 3.3.3: 
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Figure 3.3.3: Analysis of ELOVL2 DNAm age in Txt N AAV patients and healthy controls 

Whole blood samples were obtained from treatment naïve AAV patients (AAV Txt N; n = 97) and 

age-matched healthy controls (HC; n = 24). DNA was extracted from each sample, bisulphite 

conversion and PCR amplification of the ELOVL2 gene performed, followed by pyrosequencing 

to measure the methylation percentage of 7 CpG sites surrounding the ELOVL2 promoter region. 

Simple multi-linear regression of this data was used to create a model for DNAm epigenetic 

ageing. (a.) (i) The correlation between epigenetic age and chronological age and (ii) the 

difference in EAA calculated between healthy controls (grey) and AAV Txt N patients (orange) 

measured using the residual. (b.) AA Txt N samples were further categorised as either anti-MPO 

AAV patients (Anti-MPO; n = 58) (purple) or anti-PR3 AAV patients (anti-PR3; n = 39) (green) 

(i) The correlation between epigenetic age and chronological age and (ii) the difference in EAA 

calculated between anti-MPO AAV patients and anti-PR3 AAV patients measured using the 

residual. Spearman correlation analysis was used to generate correlation coefficient values (R 

values) and to determine the statistical significance of these relationships (p values) while 

unpaired t tests were used to calculate statistical significance between calculated residuals (p 

value).   
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3.3.4 Induction Treatment with Cyclophosphamide and/or Rituximab Decreases 

DNAm Ageing in AAV Patients 

The effect that immunosuppressive treatment has on epigenetic clock analysis remains 

unclear. AAV patients are routinely prescribed cyclophosphamide or rituximab as a 

remission induction therapy and, given their mechanisms of action, it is possible that these 

treatments will influence epigenetic ageing [152]. Interestingly, treatment was shown to 

significantly reduce DNAm epigenetic age in AAV patients, bringing each measure closer 

to those seen in healthy controls (Figure 3.3.4a). Despite treated patients being 

chronologically older than treatment naive patients, treatment naïve patient samples 

showed increased DNAm age and ageing residuals in comparison to their treated 

counterparts (Figure 3.3.4b). These results hold true for both cyclophosphamide and 

rituximab treated patients (Figure 3.3.4d). Although all anti-PR3 AAV samples showed a 

consistent decrease in DNAm epigenetic age and EAA following treatment, not all anti-

MPO AAV samples followed this pattern with 3 individuals showing an increase in both 

DNAm epigenetic age and ageing residuals post-treatment compared to pre-treatment 

(Figure 3.3.4c).  
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Figure 3.3.4:
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Figure 3.3.4 The effect of treatment on epigenetic age analysis 

Whole blood samples were obtained from paired treatment naïve AAV patients (AAV Txt N) and 

treated AAV patients (AAV Txt) (n = 21) as well as age-matched healthy controls (HC; n = 24). 

DNA was extracted from each sample, bisulphite conversion and PCR amplification of the 

ELOVL2 gene performed, followed by pyrosequencing to measure the methylation percentage on 

7 CpG sites surrounding the ELOVL2 promoter region. Simple multi linear regression of this data 

was used to create a model for DNAm epigenetic ageing. (a.) (i) The correlation between 

epigenetic age and chronological age and (ii) the difference in epigenetic age acceleration 

calculated between healthy controls (grey), AAV Txt N patients (orange) and AAV Txt patients 

(blue) as measured using the residual. (b.) The difference in (i) chronological age, (ii) epigenetic 

age and (iii) EAA, measured as a residual, calculated for each AAV patient pre- and post-treatment. 

(c.) The difference in (i.) chronological age, (ii) epigenetic age and (iii) EAA, measured as a 

residual, calculated for each AAV patient pre- and post-treatment categorised by ANCA subtype.  

(d.) The difference in (i.) chronological age, (ii) epigenetic age and (iii) EAA, measured as a 

residual, calculated for each AAV patient pre- and post-treatment categorised by treatment type. 

Spearman correlation analysis was used to generate correlation coefficient values (R values) and 

to determine the statistical significance (p values) of the relationships depicted in (a)(i). All 

remaining statistical analysis was preformed using either unpaired (healthy control vs AAV) and 

paired (Txt N vs Txt) student t test. 
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3.3.5 Epigenetic Age Acceleration Does Not Correlate with Markers of Systemic 

Inflammation, Disease Activity or Kidney Function  

In order to investigate potential explanations for the effect that treatment has on AAV we 

correlated age residuals with CRP, a cytokine that is often used clinically to measure 

systemic inflammation (Figure 3.3.5a), the Birmingham Vasculitis Activity Scores 

(BVAS) for each patient, a score given to AAV patients based on their clinical symptoms 

at the time of sampling (Figure 3.3.5b) and creatinine a common biomarker of kidney 

function (Figure3.3.5c). Only weak correlations were noted between ageing residuals and 

each marker. 

 

Figure 3.3.5: 

 

Figure 3.3.5: Correlation of epigenetic age acceleration with clinical measurements of 

AAV 

EAA data, as measured by the residual, calculated for AAV Txt N (n = 97; blue) and AAV Txt (n 

= 21; orange) samples were correlated with matched (a.) CRP, (b.) BVAS and (c.) Creatinine 

levels. Spearman correlation analysis was used to generate correlation coefficient values, 

indicated in the table, and to determine the significance of these relationships. No strong or 

statistically significant correlations were observed. 
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3.3.6 Epigenetic Age Acceleration as Measured by ELOVL2 is Independent of 

Whole Blood Composition and Sex 

Blood cell composition is known to effect epigenetic clock measures. Treatment with both 

cyclophosphamide and rituximab is known to alter blood cell composition [13, 32]. For 

this reason, we correlated our results to individual cell counts for each sample. EAA does 

not correlate with total leukocyte (Figure 3.3.6a), neutrophil (Figure 3.3.6b), lymphocyte 

(Figure 3.3.6c), monocyte (Figure 3.3.6d), eosinophil (Figure 3.3.6e) or platelet (Figure 

3.3.6f) counts.  

 

Males have been reported to experience increased DNAm epigenetic age compared to 

females correlating to a greater risk of age-related mortality and morbidity [38, 226]. In 

order to assess any sex specific differences, we segregated male and female data and 

compared results. Although males did trend towards increasing EAA, as measured using 

residual values, in each of our cohorts, no significant differences were noted between 

sexes (Figure 3.3.7).   
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Figure 3.3.6:

 

Figure 3.3.6: Correlation of DNAm epigenetic age acceleration with leukocyte cell counts in 

AAV patients  

EAA data, as measured using residual values, calculated for AAV Txt N (n = 97; blue) and AAV 

Txt (n = 21; orange) samples were correlated with corresponding leukocyte cell counts measured 

for each participant upon sample collection. Cell count data includes (a.) total white blood cell 

counts, (b.) neutrophil cell counts, (c.) lymphocyte cell counts, (d.) monocyte cell counts, (f.) 

eosinophil cell counts and (f.) platelet cell counts. Spearman correlation analysis was used to 

generate the correlation coefficient values indicated in the table and to determine the significance 

of these relationships. No significant correlations were noted.  
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Figure 3.3.7: 

 

 

 

 

 

 

 

 

 

 

Figure 3.3.7: Sex-specific analysis of DNAm epigenetic age acceleration  

EAA data calculated for each sample analysed in this study were analysed on the bases of sex. No 

differences between males or females were noted when analysing (a.) healthy control samples 

only, (b.) AAV Txt N samples segregated by ANCA subtype or (c.) AAV samples segregated by 

treatment status. Statistical analysis was preformed using a student t test. 
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3.3.7 ELOVL2 Gene Expression is Significantly Diminished in AAV Patients 

Compared to Healthy Controls While a Trend Towards Increased p21 

Expression Occurs 

In order to explore whether the methylation differences noted between AAV samples and 

healthy controls translate into transcriptional effects, ELOVL2 gene expression was 

measured in a small cohort of individuals from whom we had collected an RNA sample 

paired to the DNA samples that underwent methylation analysis. AAV samples show 

significantly decreased ELOVL2 gene expression compared to healthy controls (Figure 

3.3.8a, i). ELOVL2 gene expression was also shown to negatively correlate with the 

corresponding mean ELOVL2 methylation percentages calculated for each sample 

(Figure 3.3.8a ii).  

 

Decreased ELOVL2 expression has been reported to result in increased cellular 

senescence. We therefore measured the expression of p21, a genetic marker of cellular 

senescence, in our cohort. A trend towards increasing p21 expression in AAV samples 

was seen compared to HC however this did not reach statistical significance (p=0.13) 

(Figure 3.3.8b).     
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Figure 3.3.8: 

 

Figure 3.3.8: ELOVL2 and p21 Gene Expression in AAV compared to HC.  

RNA samples were obtained from healthy controls (HC; n=15) and treatment naïve AAV patients 

(Txt N AAV; n=10). qPCR was used to quantify gene expression and all data is shown relative to 

the expression of the endogenous control gene RPL27 and analysed following the delta CT 

method. (a.) Relative gene expression of (i) ELOVL2 and (ii) the correlation of these values with 

their corresponding ELOVL2 percent methylation. (b) Relative gene expression of p21. Gene 

expression data are represented as a log transformed value. Unpaired t tests were used to analyse 

statistical significance between our healthy control and Txt N AAV cohort while Pearson 

correlations were used to calculate correlation coefficients and statistical significance for the 

correlation analysis.  
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3.4 Discussion 

 
ANCA-associated vasculitis is a set of autoimmune diseases that, unusually, occur later-

in-life, making chronological age a major risk factor for these disorders. Despite this, 

biological ageing, a much stronger predictor of age-related morbidity and mortality, has 

been largely overlooked in AAV. In this study we show for the first time that AAV patients 

experience accelerated biological ageing as measured by our ELOVL2 DNAm clock 

model suggesting a role for age related mechanisms in the development and progression 

of this disease.  

 

As there is growing evidence and support to further categorise AAV according to ANCA 

subtype as well as there being multiple reports that indicate a younger chronological age 

of onset for anti-PR3 AAV compared to anti-MPO AAV, we investigated differences in 

DNAm epigenetic age between the 2 subtypes. Although no significant differences were 

noted between our anti-MPO and anti-PR3 AAV samples in terms of DNAm epigenetic 

age or EAA, differences in EAA in response to treatment were seen between the two 

groups. We noted that in contrast to anti-PR3 AAV patients, anti-MPO AAV patients do 

not show a significant decrease in EAA following treatment. Interestingly anti-MPO AAV 

patients have been reported to have worse outcomes and a lower response to treatment 

compared to anti-PR3 AAV patients and this may be reflected in our results [184, 186].  

 

It is very important to note however, that this perceived difference regarding the response 

to treatment between anti-MPO and anti-PR3 AAV patients was driven by the presence 

of three individuals that, in contrast to every other donor, displayed increased EAA post 

treatment compared to pre-treatment. More specific analysis regarding ANCA subtype 

and titres, BVAS, CRP, creatinine, cell counts, sex, treatment type, treatment dose and 

time from treatment were undergone on these individuals in comparison to all other 

samples with the only point of commonality noted between these individuals being ANCA 

subtype; all three individuals were shown to be anti-MPO positive AAV patient donors. 

There are however many other variables that may have influenced these results including 

organ and tissue involvement, the presence of comorbidities, vasculitis damage index 

scores, ethnicity, socio economic status etc. Unfortunately, with such small numbers it 

may be difficult to draw any conclusions from this data.  
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We found that treatment with either cyclophosphamide or rituximab abrogates DNAm 

age acceleration in AAV patient samples. In a report published by Fahy et al., treatment 

of healthy male adults with recombinant rhGH in combination with DHEA and metformin 

resulted in decreases in DNAm epigenetic ageing [37]. Fahy et al. also noted that markers 

of systemic inflammation and local morbidity as well as changes in the immune landscape 

of these individuals occurred post-treatment, indicating a potential link between 

inflammation and epigenetic ageing [37]. Although similar decreases in DNAm 

epigenetic age were observed in our AAV cohort following treatment, quite surprisingly, 

when correlating the EAA of these patients to measures of inflammation, kidney function, 

disease activity and immune blood cell composition, no strong or significant correlations 

were noted leaving us uncertain of the mechanisms that drive these treatment effects. The 

extent to which DNAm epigenetic age is influenced by inflammation is thus unclear, 

however, we should note that the three individuals who showed increasing EAA following 

treatment showed only minor changes in CRP compared to other participants indicating 

a lower systemic effect on inflammatory outcomes compared to other individuals’ post-

treatment.  

 

In terms of the mechanistic implications of these results and how they may translate 

biologically we should report on the primary function of ELOVL2 itself. ELOVL2 is a 

gene that codes for a protein involved in very long chain polyunsaturated fatty acid (VLC-

PUFA) formation (Figure 3.4.2). A recent paper by Li et al. investigated the mechanistic 

effects of ELOVL2 depletion in mice and how these drive accelerated ageing [34]. They 

showed that ELOVL2 depletion results in an ageing phenotype in mice accompanied by 

mitochondrial dysfunction, stem cell exhaustion and increased cellular senescence; three 

hallmarks of biological ageing. Intriguingly, immunomodulation with eicosapentaenoic 

acid, a PUFA, has been reported to support the treatment of autoimmune small vessel 

vasculitis [227]. As well as this, our lab group has shown in unpublished work, that 

monocytes stimulated with ANCA produce significantly increased levels of alpha-

linolenic acid and arachidonic acid (Figure 3.4.1), precursor molecules in the PUFA chain. 

A similar increase in precursor short chain fatty acid build-up was also noted by Li et al. 

in ELOVL2 knock out mice. In order to investigate this further we measured ELOVL2 

gene expression in a number of AAV samples and healthy controls. We have shown that 

AAV patients express lower levels of ELOVL2 compared to healthy controls and that this 

expression negatively correlates with ELOVL2 methylation status implicating a potential 
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transcriptional effect of ELOVL2 methylation. We also went on to measure a DNA marker 

of cellular senescence, p21, in this cohort and although not statistically significant, a trend 

towards increased p21 gene expression was noted in AAV patients compared to healthy 

controls. We therefore suggest that AAV patients, potentially mediated by the presence of 

ANCAs, show increased ELOVL2 methylation and decreased ELOVL2 gene expression 

resulting in the inability to complete PUFA formation and a build-up of small-chain fatty 

acids. This may result in mitochondrial dysfunction, stem cell exhaustion and increased 

cellular senescence in AAV patients resulting in age-related morbidity.  

 

Figure 3.4.1: 

 

Figure 3.4.1: Metabolic Changes in Isolated Monocytes in Response to ANCA Stimulation 

CD14+ monocytes were isolated from PBMCs of healthy controls by MACS separation (n=6). 

Cells were plated and stimulated at 37°C for 4 hours with 5μg/ml monoclonal antibody (mAb) 

directed against either MPO or PR3. ANCA- monocytes were analysed by Liquid 

chromatography-mass spectrometry and untargeted metabolomic analysis was completed. 

Significantly altered features present in all samples of all four treatment groups were annotated 

based on accurate mass and isotopic distribution, ID scores >70 were analysed by 2-way ANOVA 

with a Benjamini-Hochberg FDR correction. Log2 and BCA-normalised AUC values for 

significantly altered metabolites are displayed as individual dot plots. All related data was created 

and analysed by Dr. Emma Leacy.  

 

There are certain strengths and limitations to note with this work, primarily in relation to 

sample numbers. Although we have relatively large sample numbers considering the 

rarity of AAV, when splitting these patients further into anti-MPO and anti-PR3 and 
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treated versus treatment naïve samples we begin to lose statistical power, and this may 

diminish the significance of potential differences. Despite sample numbers being 

relatively low for our treatment group, the fact that these were paired to a treatment naïve 

sample taken from a single individual across two time points, is a true strength of this 

analysis. Furthermore, in terms of quantifying DNAm epigenetic age, clocks that require 

whole methylome analysis may be considered as more accurate predictors of biological 

age compared to ELOVL2 clocks, accounting for hundreds of methylation sites as 

opposed to those surrounding a single gene marker. However, ELOVL2 has been well 

validated as an accurate biomarker of both chronological and biological ageing in 

previous studies and indeed we found a strong correlation between ELOVL2 methylation 

clocks, chronological age, GrimAge, PhenoAge and Horvath methylation age using  both 

the TILDA cohort and Chapel Hill Cohort, validating its use in our study [12, 33].  

 

The question remains as to whether these clocks may be good predictors of relapse in 

AAV this is an avenue that we hope to further explore with future work. Our results also 

further promote questions regarding the effect of treatment on epigenetic age analysis. Do 

all drug types effect DNAm epigenetic clock measures? How long will the impact of these 

medications persist? What is the underlying driver of these differences? What other 

environmental factors effect epigenetic clock measures? And given these unanswered 

questions, how reliable are DNAm epigenetic clock models as biological ageing 

predictors in disease or infectious setting?  

 

3.5 Conclusion 

 
Overall, this work shows for the first time that AAV patients experience accelerated 

biological ageing as measured by an ELOVL2 DNAm clock model and that treatment of 

these patients decreases this effect. These results suggest a role for age-associated 

processes in the development and progression of AAV and these should be investigated 

further in order to understand the underlying pathology of this disease.  
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Figure 3.4.2: 

 

 

Figure 3.5.1: VLC-PUFA formation pathway 

The positioning of ELOVL2 protein (orange) in the VLC-PUFA pathway. Red boxes indicate 

fatty acids that were shown to be increased in isolated monocytes in response to ANCA 

stimulation. 
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4 The Effects of Age on Immune Functions with 

Respect to AAV 
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4.1 Introduction 

 

Inflammation, specifically of the small vasculature, is a primary characteristic of ANCA-

associated vasculitis and this is often thought to be mediated by the presence of 

autoantibodies anti-MPO and anti-PR3 [146]. Binding of these ANCAs to their protein 

targets, present on the surface of immune cells such as monocytes and neutrophils, has 

been shown to initiate a rapid onset inflammatory response [47, 174, 228][182]. 

Interestingly and unusually for an autoimmune disorder, AAV predominantly affects older 

individuals [133, 147, 190]. Despite ageing having a major impact on immune processes, 

the influence that ageing has with regards to specific AAV immunopathology remains 

unclear.  

 

Ageing is known to be accompanied by changes to both the innate and adaptive immune 

systems. While adaptive immune responses generally decline with age in a process known 

as immunosenescence, innate immune responses are reported to become persistently 

activated, resulting in a low-grade chronic inflammation, a phenomenon referred to as 

inflammageing [67, 71, 99]. This phenomenon is characterised by a systemic low-level 

production and release of pro-inflammatory mediators and can contribute to the 

development and progression of most age-related diseases [80][78, 79][75][76, 77]. 

Emerging research is now linking age-related processes such as inflammageing with the 

development of autoimmune diseases later-in-life [229]. Inflammageing has been 

suggested to act as a cell priming agent, with monocytes, neutrophils, NK cells and 

dendritic cells all contributing towards an inflammatory environment characteristic of 

autoimmune diseases [107, 112, 116-118, 120].  

 

With this in mind, the impact that age-related immune processes have on the pathogenesis 

of AAV is unclear, particularly regarding response to ANCA stimulation. Pro-

inflammatory cytokines, such as IL-6 and TNF, that are associated with inflammageing, 

are upregulated in AAV patients, and are thought to contribute to disease activity [230-

233]. Age-related severity of AAV has been explored in mouse models of AAV with 

studies indicating increased systemic inflammatory cytokine production in aged mice 

compared to younger controls contributing to a more severe prognosis in these mice. 

[234]. In 2021, Alikhan et al. reported enhanced immune responses in older mice 
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following MPO immunisation compared to younger mice, and this was an ANCA specific 

observation. Although this study focused on adaptive immune responses, the authors did 

refer to the likelihood of innate immune changes contributing to their results [83]. 

Whether these observations translate into human research remains unknown.  

 

With the current surge in ageing and age-modifying studies as well as the availability of 

drugs, such as senolytics, that target age-related immune processes, further investigation 

into immune-ageing in AAV, and in particular the responsiveness of immune cells from 

older donors to ANCAs, could provide important new insights regarding the 

immunopathology of this disease as well as provide potential therapeutic options for 

patients.  
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4.2 Design and rational  

 
4.2.1 Hypothesis 

Despite ageing being a significant risk factor for AAV, the impact that ageing has on the 

immune response to ANCA remains largely unexplored. Immune cells involved in the 

pathogenesis of AAV such as monocytes and neutrophils can be impacted by age and the 

effect that this may have in response to ANCA stimulation is unknown. We therefore 

hypothesise that age related changes to these key immune cells results in aberrant 

responses to ANCA stimulation, potentially enhancing inflammatory responses and thus 

leaving older individuals more susceptible to AAV development.     

 

4.2.2 Specific Aims 

• To determine whether PBMCs and neutrophils isolated from older individuals show 

increased inflammatory cytokine production in responses to ANCAs compared to 

those isolated from younger individuals. 

• To examine NETosis and ROS production by neutrophils and PBMCs from younger 

and older individuals in response to ANCA stimulation. 

• To investigate whether ANCA stimulation can induce cellular senescence and 

whether this differs with age. 

• To explore whether surface expression of MPO and PR3 on monocytes and 

neutrophils changes with age  

 

4.2.3 Sample Selection and Criteria 

Healthy younger (<35 years old) and older (>60 years old) participants were recruited, 

consented and logged following the RKD biobank protocols. Participants were asked to 

fill out a health status survey prior to sample collection (Appendix 1). All participants 

were self-proclaimed as healthy. All individuals were free from any form of chronic 

kidney disease, diabetes, cancer, chronic inflammatory disorders, autoimmune disease, 

chronic infection, impaired mobility etc. Participants reported to be capable of walking 

¼ mile without any issues and were free from infection/vaccination for at least 2 weeks 

prior to sample collection. Individuals with steroid, immunosuppressant or NSAID 

treatment were excluded. Blood and urine samples were collected from these individuals 
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for both immediate use in this project as well as storage in the RKD biobank for 

downstream studies.  

 

4.2.4 Specific Methods 

Neutrophils and PBMCs were isolated and processed following the methods outlined in 

section 2.9. ELISAs on supernatants were performed following the protocols described 

in section 2.10.5. qPCRs on cell pellets were performed following protocols in sections 

2.8.5, 2.8.7-2.8.11. Microscopy was carried out using the protocols outlined in section 

2.10.1. Flow cytometry to measure NETosis and ROS production was performed on both 

the BD FACS CANTO II and Luminex Cellstream flow cytometers in accordance with 

the protocols in section 2.10.2-2.10.3. Flow cytometry to look at MPO or PR3 surface 

expression was performed on whole blood samples using the FACS CANTO II following 

section 2.10.4. 

 

4.2.5 Data Analysis and Statistical Tests 

NETosis was quantified from fluorescent microscopy data using ImageJ Fiji analysis 

software. Flow cytometry data was analysed using either Kaluza software for BD FACs 

CANTO II exported FCS files or the Luminex Cellstream analysis software for Luminex 

Cellstream exported FCS files. All data was subsequently graphed and statistically 

analysed using GraphPad Prism v9.1.1. Shapiro-Wilk tests were used to determine 

normality. All data was found to be non-normally distributed. Due to the inclusion of 

incomplete data sets, paired one-way ANOVA analysis was deemed unfeasible between 

paired stimulated samples. Therefore, statistical significance between each cohort was 

determined using either Kruskal-Wallis one-way ANOVA, with Dunn’s post hoc multiple 

comparison tests or Mann-Whitney t tests.   
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4.3 Results 

 

4.3.1 Cohort Characteristics 

A total of 56 participants were recruited for this study comprising of 27 younger 

individuals (<35 years old) and 29 older individuals (>60 years old). Of those recruited, 

two participants (one younger and one older) were excluded from the analysis due to a 

self-reported history of chronic illness. This resulted in a final cohort of 54 individuals, 

all of whom met our healthy control criteria outlined in section 4.2.3. A female bias was 

noted in both the younger (65%) and older (64%) cohorts (Table 4.3.1).  

 

Table 4.3.1: 

Cohort Summary  

 
Younger Older 

Participants (n)  26 28 

Age, median (range), 

years 

 24 

(19-35) 

69 

(60-86) 

 

Male, n (%)  9 

(35) 

10 

(36) 

Smoking status, n (%) Current 0 

(0) 

3 

(11) 

 Never 21 

(81) 

17 

(61) 
 

Previous 2 

(8) 

8 

(28) 

 Unknown 3 

(11) 

0 

(0) 

Table 4.3.1: Cohort Summary 

All participants have been classified as healthy controls having met our inclusion criteria. 

Participants have been categorised into two cohorts, younger (<35 years) and older (>60 years), 

based on age. A summary of the median age, sex and smoking status breakdown is provided on 

each cohort. 
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4.3.2 ANCA stimulation significantly increases inflammatory cytokine release, 

and this response differs by age and ANCA subtype 

Inflammageing and age-related morbidity is often associated with elevated levels of 

inflammatory cytokines such as IL-6 and TNF. Whether age has an effect on primary 

immune cells stimulated with ANCAs remains unclear. We thus examined the expression 

of these two inflammageing-associated cytokines at both a transcriptional and 

translational level in PBMCs stimulated with ANCAs (anti-MPO and anti-PR3), positive 

controls (PMA/LPS) and negative controls (UN/IgG) that had been isolated from either 

healthy younger (<35yrs) or older (>60yrs) donors (Figure 4.3.1. & 4.3.2).  

 

In order to validate our assay and confirm ANCA specific responses, samples stimulated 

with either positive controls (LPS and PMA) or negative controls (isotype IgG) were 

analysed with respect to unstimulated samples. As expected, LPS significantly increased 

IL6 gene expression (Figure 4.3.1a, i) and protein concentration (Figure 4.3.1a, ii). PMA 

stimulation increased TNFA gene expression (Figure 4.3.1a, iii) and protein concentration 

(Figure 4.3.1a, iv). No transcriptional or translational changes were seen for either 

cytokine in response to stimulation with the IgG control (Figure 4.3.1a). No significant 

differences were noted regarding baseline expression for either cytokine between younger 

and older participants (Figure 4.3.1b). 

 

Having validated our assay design, we analysed IL-6 and TNF production in response 

to ANCA stimulation of isolated PBMCs. Anti-MPO stimulation resulted in no change to 

IL6 gene expression (Figure 4.3.2a, i) while resulting in significantly elevated IL-6 

protein concentration (Figure 4.3.2a, iv) compared to the isotype control. No significant 

differences in gene (Figure 4.3.2a, i) or protein concentration (Figure 4.3.2a, iv) were 

noted in response to anti-PR3 stimulation. IL6 gene expression from PBMCs stimulated 

with anti-MPO was significantly increased the older cohort compared to the younger 

controls (Figure 4.3.2a, ii) and a similar trend was noted for IL-6 protein concentration 

(Figure 4.3.2a v). No differences in response to anti-PR3 stimulation were noted between 

our two age cohorts at either a gene (Figure 4.3.2a iii) or protein level (Figure 4.3.2a 

iii&vi).  
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Both anti-MPO and anti-PR3 were capable of significantly upregulating TNF gene 

(Figure 4.3.2b, i) and protein expression (Figure 4.3.2b iv) relative to the negative control. 

There were no significant differences in anti-MPO driven TNFA gene expression in 

PBMCs from older versus younger donors, however a trend towards significance was 

noted, likely driven by several individuals in the older cohort who mounted very high 

anti-MPO induced TNFA expression (p=0.09)(Figure 4.3.2b, ii). This difference is 

mirrored in TNF protein concentration with PBMCs isolated from older individuals 

showing significantly higher TNF protein production in response to anti-MPO 

compared to those isolated from younger donors (Figure 4.3.2b, v). No differences in 

TNF gene expression or protein concentration were noted with age in response to anti-

PR3 stimulation (Figure 4.3.2b, iii&vi). 
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Figure 4.3.1: 
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Figure 4.3.1: Assay control and baseline analysis of pro-inflammatory cytokine production 

Whole blood samples were collected from healthy younger (n=15) and older (n=20) donors and 

PBMCs were isolated from each sample. PBMCs were stimulated for 4 hours with either 

100ng/ml LPS or PMA, 5g/ml isotype IgG control or left unstimulated (UN). qPCR was used to 

quantify gene expression and data was made relative to the expression of the endogenous control 

gene RPL27 following the delta delta CT method. Cell supernatants were used to measure protein 

concentration using ELISA. (a.) Unstimulated (UN; blue) and stimulated (LPS; maroon, PMA; 

red, IgG; grey) sample analysis. (i.) IL6 gene expression measurements. (ii) IL-6 protein 

concentration. (iii) TNFA gene expression measurements. (iv) TNF protein concentration. (b.) 

Baseline comparisons of younger and older donors. (i.) IL6 gene expression measurements. (ii) 

IL-6 protein concentration. (iii) TNFA gene expression measurements. (iv) TNF protein 

concentration. Each point on the graph represents an individual sample. Whole horizontal lines 

represent the median and interquartile range (IQR) of each cohort. Statistical analysis was 

performed using One-Way ANOVA with Dunn’s multiple comparison testing or using Mann-

Whitney t tests. No significance (ns). 
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Figure: 4.3.2 
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Figure 4.3.2: Pro-inflammatory cytokine production in response to ANCA stimulation 

with age  

Whole blood samples were obtained from healthy younger (n=15) and older (n=20) donors and 

PBMCs were isolated from each sample. PBMC were stimulated for 4 hours with either 5 g/ml 

isotype IgG control, 5g/ml anti-MPO mAb or 150g/ml anti-PR3 mAb. qPCR was used to 

quantify gene expression from RNA extracted from cell lysates and data was made relative to the 

expression of the endogenous control gene RPL27 following the delta delta CT method. Cell 

supernatants were used to measure protein concentration using ELISA. (a.) IL6 gene expression 

measurements and protein concentration and (b.) TNFA gene expression measurement and protein 

concentration for samples stimulated with either anti-MPO (purple) or anti-PR3 (green) expressed 

relative to the IgG control (grey). (i.) Gene expression changes in response to stimulation. (ii.) 

Gene expression differences in response to anti-MPO stimulation between the younger and older 

cohorts. (iii.) Gene expression differences in response to anti-PR3 stimulation between the 

younger and older cohorts. (iv.) Protein concentration changes in response to stimulation. (v.) 

Protein concentration differences in response to anti-MPO stimulation between the younger and 

older cohorts. (vi.)  Protein concentration differences in response to anti-PR3 stimulation between 

the younger and older cohorts. Each point on the graph represents an individual sample. Whole 

horizontal lines represent the median and IQR of each cohort. Statistical analysis was performed 

using One-Way ANOVA with Dunn’s multiple comparison testing or using Mann-Whitney t tests. 

No significance (ns). 
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4.3.3 NETosis can be accurately measured using flow cytometry 

In order to measure both NETosis and ROS production from isolated neutrophils using a 

single assay, a modified version of a protocol outlined by Zharkova et al. in 2019 that 

utilises Sytox and DAPI to quantify NETosis was followed. As NETosis is traditionally 

measured using microscopy, in order to validate our flow cytometry method as an 

accurate measure of NETosis we isolated and stimulated neutrophils from a small cohort 

of healthy donors and prepared a subset of these cells for NETosis analysis using 

fluorescent microscopy, while the remaining sample was simultaneously prepared for 

flow cytometry analysis. Results were compared and contrasted. NET structures were 

clearly visualized via the colocalization and expansion of Hoechst dye (blue) and anti-

histone antibody (red) following fMLP and anti-MPO stimulation in a time dependent 

manner using our fluorescent microscopy technique (Figure 4.3.3). For our flow 

cytometry method, NETs were quantified following the gating strategy outlined 

previously by Zharkova et al. Briefly, total cells were gated on using FSC and SSC gates 

followed by singlets using either FSC H and FSC A (BD FACs CANTO) or aspect ratio 

FSC and area FSC (Luminex Cellstream). CD45+ leukocytes were selected and, from this 

population, CD15+ neutrophils. These cells were then analysed based on DAPI and Sytox 

red positivity. Double positive cells at this point were deemed to be NETosing neutrophils 

(Figure 4.3.4). fMLP and anti-MPO stimulation showed a time dependent increase in 

NETosis rates while the UN and IgG control showed little to no increase for both 

fluorescent microscopy (Figure 4.3.5a, i) and flow cytometry (Figure 4.3.5a, ii) analysis. 

Microscopy and flow cytometry NETosis data correlated strongly with one another 

(Figure 4.3.5b). 
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Figure 4.3.3: 
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Figure 4.3.3: Microscopy images of neutrophils and NETosis  

Whole blood samples were obtained from healthy donors (n=3) and neutrophils were isolated 

from each sample. Neutrophils and NET structures were visualized using Hoechst dye (blue) and 

anti-histone antibody (red) following stimulation with 5g/ml of either fMLP, anti-MPO or 

isotype control for either 1hr, 3hr or 4hr.  
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Figure 4.3.4: 

 

Figure 4.3.4 Flow cytometry gating strategy for NETosis quantification  

Total cells were gated on using FSC and SSC gates followed by singlets using aspect ratio FSC 

and area FSC. Further selection of CD45+ leukocytes and CD15+ neutrophils was performed. 

Cells were then analysed for DAPI and Sytox red positivity with double positive cells being 

deemed NETosing neutrophils. (a.) NETosis gating in an unstimulated (UN) sample. (b.) NETosis 

gating in an fMLP stimulated sample. 
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Figure 4.3.5: 
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Figure 4.3.5 Comparison of NETosis quantification using microscopy and flow cytometry 

analysis methods.  

Whole blood samples were obtained from healthy controls (n=3) and neutrophils were isolated 

from each donor. Neutrophils were left unstimulated (blue) or stimulated with 5g/ml of either 

fMLP (pink), anti-MPO (purple) or isotype control (grey) for either, 1hr, 3hr or 4hr and NET 

structures were quantified using both fluorescent microscopy and flow cytometry and results were 

compared and contrasted between the two methods. (a.)(i) NETosis rate quantified using 

fluorescent microscopy. (ii.) NETosis rate quantified using flow cytometry. (b.) Correlations 

between NETosis data generated by flow cytometry and microscopy in (i) unstimulated samples, 

(ii) IgG stimulated samples, (iii) fMLP stimulated samples and (iv) anti-MPO stimulated samples. 

Whole horizontal lines represent the median and IQR of each cohort. Spearman analysis was used 

to calculate correlation coefficients.  
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4.3.4 No differences in NETosis or degranulation were noted with age in response 

to ANCA stimulation  

NETosis and degranulation are important neutrophil responses that are reportedly 

dysregulated with age [112, 113]. Interestingly, they are also noted to contribute to the 

pathogenesis of AAV. Again, the effect that age has on these functions in response to 

ANCA stimulation is unknown. We therefore aimed to measure these outcomes in 

neutrophils isolated from either healthy younger (<35yrs) or older (>60yrs) donors 

stimulated with ANCAs (anti-MPO and anti-PR3), a positive control (fMLP) and 

negative controls (UN/IgG). NETosis rates were measured using our previously validated 

flow cytometry method of NETosis analysis while ELISAs to calculate MPO release was 

used as a surrogate marker of degranulation.  

 

NETosis rates were significantly increased following stimulation with fMLP while no 

difference from the unstimulated samples were noted following stimulation with an IgG 

control (Figure 4.3.6a, i). Although not significant, older donors trended towards 

increased baseline levels of NETosis compared to younger donors (p=0.058) (Figure 

4.3.6a, ii). Both anti-MPO and anti-PR3 stimulation were found to significantly increase 

NETosis rates relative to the isotype control (Figure 4.3.6b, i). No differences in NETosis 

rates were noted in response to either anti-MPO or anti-PR3 stimulation between the 

younger and older cohorts (Figure 4.3.6b, ii-iii).  

 

MPO release from isolated neutrophils was measured as a surrogate marker of 

degranulation. Again, our positive control, fMLP, was shown to significantly increase 

MPO release from neutrophils while no differences in degranulation were noted between 

the unstimulated and IgG control measures (Figure 4.3.7a, i). No differences in baseline 

MPO release were identified with age (Figure 4.3.7a, ii). Specific analysis of ANCA 

stimulation revealed that anti-PR3 stimulation was capable of significantly upregulating 

MPO release (Figure 4.3.7b, i). Interestingly, we noted that MPO release was decreased 

in response to anti-MPO stimulation of isolated neutrophils. No differences in 

degranulation were noted between younger or older donors in response to anti-MPO or 

anti-PR3 stimulation (Figure 4.3.7b ii-iii). As this was an unexpected finding, we further 

analysed the efficacy of the assay in response to anti-MPO stimulation. Supernatants from 

neutrophils that had previously been stimulated with fMLP and then further spiked with 

anti-MPO were analysed. These samples showed significant decreases in MPO 
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concentrations compared to the same sample stimulated with fMLP alone (Figure 4.3.7c) 

suggesting a technical fault with our assay in response to anti-MPO stimulation and so 

results from this specific stimulation should be disregarded. 

 

Figure 4.3.6: 

 

Figure 4.3.6: NETosis rates with age in response to ANCA stimulation:   

Whole blood samples were collected from healthy younger (n=23) and healthy older (n=24) 

donors and neutrophils were isolated from each sample. Isolated neutrophils were left 

unstimulated or stimulated for 4 hours with either 5g /ml fMLP, 5g /ml isotype IgG control, 

5g /ml anti-MPO mAb or 150g /ml anti-PR3 mAb. NETosis was quantified using flow 

cytometry through the detection of DAPI+Sytox+ cells. (a.) (i.) NETosis rates of assay control 

samples; UN (blue), fMLP (pink) and IgG (grey). (ii) Baseline comparison of NETosis rates 

between the younger and older cohorts. (b.) (i.) NETosis rates in response to ANCA stimulation; 

anti-MPO (purple) and anti-PR3 (green). (ii.) Differences in NETosis between the younger and 

older cohorts in response to anti-MPO stimulation. (iii.) Differences in NETosis between the 

younger and older cohorts in response to anti-PR3 stimulation. Data is expressed as either (a.) a 

percentage relative to the CD15+ Neutrophil gate or (b.-c.) as a fold change relative to the IgG 

control data. Each point on the graph represents an individual sample. Whole horizontal lines 

represent the median and IQR of each cohort. Statistical analysis was performed using One-Way 

ANOVA with Dunn’s multiple comparison testing or using Mann-Whitney t tests. No significance 

(ns). 
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Figure 4.3.7: 
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Figure 4.3.7 Degranulation rates with age in response to ANCA stimulation 

Whole blood samples were obtained from healthy younger (n=15), and healthy older (n=16) 

individuals and neutrophils were isolated from each donor. Isolated neutrophils were left 

unstimulated or stimulated for 4 hours with either 5g/ml fMLP, 5g/ml isotype IgG control, 

5g/ml anti-MPO mAb or 150g/ml anti-PR3 mAb. Degranulation was quantified via MPO 

release using an ELISA. (a.) (i.) MPO protein concentration of assay control samples; UN (blue), 

fMLP (pink) and IgG (grey). (ii) Baseline MPO concentration comparison between younger and 

older cohorts. (b.) (i.) MPO concentration in response to ANCA stimulation; anti-MPO (purple) 

and anti-PR3 (green). (ii.) Differences in MPO concentration between the younger and older 

cohorts in response to anti-MPO stimulation. (iii.) Differences in MPO concentration between the 

younger and older cohorts in response to anti-PR3 stimulation. (c.) MPO concentration measured 

in fMLP stimulated samples compared to that measured in matched fMLP stimulated, anti-MPO 

spiked samples. Data is expressed either (a.) as a concentration or (b., c.) as a fold change relative 

to the IgG control data. Each point on the graph represents an individual sample. Whole horizontal 

lines represent the median and IQR of each cohort. Statistical analysis was performed using One-

Way ANOVA with Dunn’s multiple comparison testing or using Mann-Whitney t tests. No 

significance (ns). 
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4.3.5 Neutrophils show elevated ROS production in response to ANCA stimulation 

with age but CD14+ monocytes do not 

ROS production is an innate immune response that when dysregulated can result in 

extensive cellular damage and death. It is a process that is commonly reported to become 

dysregulated during AAV contributing to the vascular damage noted in these patients. The 

uncontrolled production of ROS species is also associated with ageing, inflammageing 

and multiple age-associated diseases. The potential effect that age has on ROS production 

by immune cells in response to ANCA stimulation is unknown. With this in mind, we 

measured ROS production in either neutrophils and/or CD14+ monocytes, as gated on by 

flow cytometry from PBMC samples stimulated with ANCA (anti-MPO and anti-PR3), 

positive controls (fMLP/PMA) and negative controls (UN/IgG) that had been isolated 

from either healthy younger (<35 years) or older (>60 years) donors. Figure 4.3.8 outlines 

the gating strategy used to evaluate ROS production in isolated neutrophils. Figure 4.2.9 

outlines the gating strategy used to evaluate ROS production from CD14+ monocytes. 

 

Again, our assay controls showed expected changes in ROS production with fMLP and 

PMA leading to significantly increased ROS production from isolated neutrophils (Figure 

4.3.10a, i) and CD14+ monocytes (Figure 4.3.10c, i) but no differences between the 

unstimulated and isotype controls were noted. No baseline differences in ROS production 

were noted from either neutrophil (Figure 4.3.10a, ii) or CD14+ monocytes (Figure 

4.3.10c, ii) between the younger and older cohorts.  

 

Both anti-MPO and anti-PR3 significantly increased ROS production from isolated 

neutrophils relative to the isotype control (Figure 4.3.10b, i). Neutrophils isolated from 

older individuals displayed increased ROS production compared to those isolated from 

younger individuals in response to anti-PR3 stimulation (Figure 4.3.10b, iii) but not anti-

MPO stimulation (Figure4.3.10b, ii).  

 

ROS production from CD14+ monocytes was significantly increased in response to anti-

MPO stimulation only, while no significant increases from baseline were noted with anti-

PR3 stimulation of PBMCs (Figure 4.3.10d, i). No significant differences in ROS 

production were noted between our two age groups in response to ANCA stimulation 

(Figure 4.3.10d ii-iii).  
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Notably, anti-MPO was shown to be a superior driver of ROS production in both 

neutrophils and CD14+ monocytes (Figure 4.3.10), resulting in significantly increased 

ROS levels in comparison to anti-PR3 stimulations. 

 

Figure 4.3.8: 

 

Figure 4.3.8: Flow cytometry gating strategy for quantifying ROS Production in isolated 

neutrophils  

(a.) Total cells were gated on using FSC and SSC gates followed by singlets using aspect ratio 

FSC and area FSC. Further selection of CD45+ leukocytes and CD15+ neutrophils was performed. 

DAPI and Sytox red negative live cells were selected, and ROS production quantified as the 

median fluorescent intensity (MFI) of DHR-123 for these cells. (b.) (i.) ROS production in an UN 

sample. (ii.) ROS production in a corresponding anti-MPO stimulated sample. (iii) Overlay of 

ROS production in an UN (blue) and anti-MPO (purple) stimulated sample. 
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Figure 4.3.9: 

 

Figure 4.3.9: Flow cytometry gating strategy for quantifying ROS Production in monocytes 

(a.) Total cells were gated on using FSC and SSC gates followed by singlets using aspect ratio 

FSC and area FSC. Further selection of CD45+ leukocytes and CD14+ monocytes was performed. 

DAPI and Sytox red negative live cells were selected, and ROS production quantified as the 

median fluorescent intensity (MFI) of DHR-123 for these cells. (b.) (i.) ROS production in an UN 

sample. (ii.) ROS production in a corresponding anti-MPO stimulated sample. (iii) Overlay of 

ROS production in an UN (blue) and anti-MPO (purple) stimulated sample. 
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Figure 4.3.10: 

 

CD15+ Neutrophils: 
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Figure 4.3.10 ROS production with age in response to ANCA stimulation   

Whole blood samples were collected from healthy younger (n=22) and healthy older (n=23) 

individuals and both neutrophils and PBMCs were isolated from each donor. Isolated cells were 

left unstimulated or stimulated for 1 hour with either 5g/ml fMLP, 100ng/ml PMA, 5g/ml 

isotype IgG control, 5g/ml anti-MPO mAb or 150g/ml anti-PR3 mAb. ROS production was 

quantified via DHR-123 fluorescence using flow cytometry in both (a, b) neutrophils and (c, d) 

CD14+ monocytes. (a, c) (i.) ROS production from assay control samples; UN (blue), fMLP 

(pink), PMA (red) and IgG (grey). (ii) Baseline ROS production comparison between the younger 

and older cohorts. (b, d) (i.) ROS production in response to ANCA stimulation; anti-MPO (purple) 

and anti-PR3 (green). (ii.) Differences in ROS production between the younger and older cohorts 

in response to anti-MPO stimulation. (iii.) Differences in ROS between the younger and older 

cohorts in response to anti-PR3 stimulation. Data is expressed either as median fluorescent 

intensity (MFI) or as a fold change relative to the IgG control data. Each point on the graph 

represents an individual sample. Whole horizontal lines represent the median and IQR of each 

cohort. Statistical analysis was performed using One-Way ANOVA with Dunn’s multiple 

comparison testing or using Mann-Whitney t tests. No significance (ns). 
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4.3.6 Cellular senescence in response to ANCA stimulation may differ with age  

Cellular senescence is an important hallmark of ageing and is known to contribute to the 

process of inflammageing through the secretion of various inflammatory mediators. 

Studies are beginning to emerge linking cellular senescence to autoimmunity and AAV 

[234, 235]. We therefore wanted to investigate whether stimulation with ANCA could 

drive cellular senescence, as measured by p21 gene expression, in PBMCs isolated from 

younger and older donors. There was a trend towards increased p21 expression in 

response to PMA stimulation compared to baseline (p=0.06) while no differences were 

noted between the UN and IgG control samples (Figure 4.3.11a, i). Although not 

significant, a trend towards increased baseline p21 expression was seen in older compared 

to younger donors (p=0.11) (Figure 4.3.11a, ii). p21 also trended towards increased 

expression relative to the IgG control in response to anti-MPO stimulation (p=0.08) 

(Figure 4.3.11b, i). A similar trend was noted when comparing relative p21 gene 

expression between our two age groups, with older donors showing increased p21 gene 

expression compared to younger donors in response to anti-MPO stimulation (p=0.12) 

(Figure 4.3.11b, ii).   
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Figure 4.3.11: 

 

Figure 4.3.11: Cellular Senescence with age in response to ANCA 

Whole blood samples were collected from healthy controls from both younger (n=6) and older 

(n=9) individuals and PBMCs were isolated from each donor. Isolated cells were left unstimulated 

or stimulated for 4 hours with either, 100ng/ml PMA, 5g/ml isotype IgG control, 5g/ml anti-

MPO mAb or 150g/ml anti-PR3 mAb. p21 gene expression was used as a marker for cellular 

senescence and quantified using qPCR. All data was made relative to the expression of the 

endogenous control gene RPL27 and analysed using the delta delta CT method. (a.) (i.) p21 gene 

expression from assay control samples; UN (blue), PMA (red) and IgG (grey). (ii) Comparison of 

p21 gene expression in unstimulated sample between the younger and older cohorts. (b) (i.) p21 

gene expression in response to anti-MPO (purple) stimulation made relative to the IgG control 

(grey). (ii.) Differences in p21 gene expression between the younger and older cohorts expressed 

as a fold change relative to the IgG control in response to anti-MPO stimulation. Each point on 

the graph represents an individual sample. Whole horizontal lines represent the median and IQR 

of each cohort. Statistical analysis was performed using either One-Way ANOVA with Dunn’s 

multiple comparison testing or using Mann-Whitney t tests. 
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4.3.7 MPO and PR3 surface expression on neutrophils and monocytes does not 

differ with age 

Cellular activation and a rapid onset inflammatory response is known to follow the 

binding of ANCAs to their protein targets, MPO and PR3. These proteins are most 

commonly associated with neutrophils and monocytes, however, are thought to be 

primarily internal in the cell unless cells have been previously primed, for example with 

TNF stimulation which has been shown to bring both MPO and PR3 to the cell surface. 

We therefore sought to examine whether the baseline surface expression of MPO and PR3 

differs with age on neutrophils and monocytes and thus investigate if there is an ageing-

associated “priming” effect. No significant differences in either MPO or PR3 expression 

were noted between younger and older donors for either cell type in this small pilot 

investigation.  
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 Figure 4.3.12:
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Figure 4.3.12: MPO and PR3 surface expression on innate immune cells with age:  

Whole blood samples were collected from healthy younger (n=3) and healthy older (n=3) donors. 

Surface expression of MPO and PR3 on neutrophils and monocytes was quantified using whole 

blood flow cytometry. (a.) Gating strategy in whole blood samples to analyse MPO and PR3 

surface expression. Total cells were gated on using FSC and SSC gates followed by singlets using 

FSC height and FSC area and then CD45+ leukocytes. CD14 was used to gate monocytes while 

CD15 utilised for neutrophil gating. PR3 and MPO surface expression was then quantified on 

each population using fluorescent antibodies against these proteins. (b.) (i.) MPO (blue) and PR3 

(green) surface expression on whole blood gated monocytes from younger and older donors. (ii.) 

MPO (blue) and PR3 (green) surface expression on whole blood gated neutrophils from younger 

and older donors. Each point on the graph represents an individual sample. Whole horizontal lines 

represent the median and IQR of each cohort. Statistical analysis was performed using Mann-

Whitney t tests.  
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4.4 Discussion 

 
Despite ageing being a well-established risk factor for AAV development, the 

implications that this may have regarding the immunopathology of this disease remains 

largely unexplored, particularly with regards to human research. Ageing is known to have 

major impacts on the frequency and function of all immune cell subsets resulting in 

dysregulated cell signalling and aberrant responses to external stimuli, often leaving older 

individuals at a higher risk of morbidity and mortality [66, 236]. In this study we have 

shown that certain aspects of the innate immune system are altered in response to ANCA 

stimulation with age, likely resulting in increased inflammation (Table 4.4.1).  

 

Table 4.4.1: 

 Function Anti-MPO Anti-PR3 

 

In
fl

am
m

at
o
ry

 C
y
to

k
in

e
s 

P
ro

d
u
ct

io
n

 

IL6 Gene expression Increased in older 

cohort 

No difference with age 

P
B

M
C

 R
e
sp

o
n

se
s 

IL-6 protein 

concentration 

Trend towards Increase 

in older cohort 

No difference with age 

TNFA gene 

expression 

Trend towards Increase 

in older cohort 

No difference with age 

TNF protein 

concentration 

Increased in older 

cohort 

No difference with age 

 Monocyte ROS 

Production 

No difference with age No difference with 

age 

 p21 Gene 

Expression 

Trend towards increase 

in older cohort 

N/A 

N
e
u

tr
o
p
h

il
 

R
e
sp

o
n

se
s 

 NETosis No difference with age No difference with age 

 Degranulation No difference with age No difference with age 

 Neutrophil ROS 

Production 

No difference with age Increased in older 

cohort 

Table 4.4.1: Summary of results 

Table summarising the differences in innate immune response between younger and older cohorts 

found in this study in response to ANCA stimulation. 

 

A failure to adequately control and resolve inflammatory processes can be extremely 

harmful and is known to result in tissue damage and disease development as is the case 

in ANCA associated vasculitis [182]. Similar to a multitude of previous studies, our 
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results indicate that ANCA stimulation is capable of upregulating inflammatory processes 

such as pro-inflammatory cytokine production, NETosis, degranulation and ROS 

production and this likely contributes to the inflammation noted in AAV [196, 237-239].  

 

Differences in response to anti-MPO and anti-PR3 stimulations were also consistently 

noted throughout this study. Pathological differences are often reported between anti-

MPO and anti-PR3 mediated AAV patients and many experts are now advocating for 

separate disease classification criteria based on ANCA subtype [152, 183]. Our results 

agree with this argument. For example, we have shown that both anti-MPO and anti-PR3 

stimulation are capable of upregulating TNF production while anti-MPO alone drove 

IL-6 expression in PBMCs isolated from healthy donors. The inability of anti-PR3 to 

drive IL-6 expression has previously been reported by O’Brien et al. who found increased 

IL-6 production in isolated monocytes in response to anti-MPO stimulation but not anti-

PR3 stimulation and this may be indicative of the differential mechanisms of 

immunopathology noted between the two ANCA types, particularly differences in signal 

transduction [166]. Despite this, it is important to note that the lack of IL-6 production in 

response to anti-PR3 stimulation may also be due to assay design. In contrast to our results, 

Hattar et al. reported increased production of IL-6 in response to anti-PR3 stimulation, 

however, this increase was time dependent. They noted that unlike TNF IL-8 and IL-1, 

IL-6 production by isolated monocytes occurred at a later time point of at least 6 hours, 

suggesting a differing mechanism of regulation [240].It is therefore plausible that the lack 

of IL-6 noted in our study in response to anti-PR3 is due to a non-optimal stimulation 

time point. I would also suggest that differences noted between IL-6 gene expression and 

protein production in response to anti-MPO stimulation is a result of the stimulation times 

used. 

 

Interestingly, we have noted that many of the anti-PR3 driven effects observed in this 

study, with the exception of TNF production, were directed against isolated neutrophils 

(NETosis, degranulation and ROS production) and not PBMCs, potentially suggesting a 

more potent role for neutrophils in anti-PR3 mediated pathogenesis while both PBMCs 

and neutrophils were responsive to anti-MPO stimulation.  
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IL-6 and TNF are inflammatory cytokines that have been implicated in the pathogenesis 

of a multitude of diseases [66, 77, 78]. Concentrations of both cytokines have been 

reportedly upregulated in AAV patients compared to healthy controls and are thought to 

contribute to disease severity in these patients leading to the exploration of IL-6 and 

TNF blockade therapies in various AAV animal models [196, 230-232, 237]. This 

upregulation is, in part, thought to be driven by the presence of ANCAs, anti-MPO and 

anti-PR3 and results from our study support this hypothesis [166]. Systemic elevations in 

both of these cytokines are also characteristic of the process of inflammageing, age-

related morbidity and mortality, with IL-6 in particular being highly correlated with 

lifespan [66, 78, 241]. Interestingly, our data reveals differences in both TNF and IL-6 

expression in response to ANCA stimulation with age. PBMCs isolated from older donors 

showed increased expression and production of these inflammatory cytokines compared 

to younger donors following stimulation with anti-MPO, suggesting an amplified 

inflammatory immune response to ANCAs with ageing older donors. Similar 

observations have also been made in mouse models of AAV. Wang et al. investigated 

pathological differences in anti-MPO autoantibody-mediated glomerulonephritis mice 

with age, an acute passive transfer model that relies on systemic injection of anti-MPO 

antibodies into wildtype C57Bl6 mice. Within 7 days, mice develop urinary abnormalities 

(haematuria, albuminuria and leukocyturia), crescentic glomerulonephritis and vasculitis. 

Wang et al. showed that older mice displayed higher plasma IL-6 and TNF levels as 

well as increased renal mRNA expression of inflammatory genes including IL-6 along 

with higher proportions of circulating neutrophils and monocytes compared to younger 

mice [234]. Our study is amongst the first to investigate the effect of age on human cells 

in response to ANCA stimulation. We have shown that while multiple immune processes 

are not altered in response to ANCAs with age, certain aspects of the immune response 

are different between older donors compared to younger controls following ANCA 

stimulation. We therefore, suggest that these dysregulated responses may promote the 

immunopathology of AAV with age. 

 

Despite seeing differences between younger and older participants in terms of 

inflammatory cytokine release in response to ANCAs, no differences in NETosis, 

degranulation or PBMC ROS production were seen between our two cohorts following 

the same stimulation suggesting that these are not age dependent processes during AAV. 
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All three of these processes have been shown to play a role in AAV pathogenesis and, 

importantly, our data does align with numerous previous studies that report the ability of 

ANCAs to upregulated these immune functions, however we suggest that this may be 

independent of age [238, 239].  

 

Interestingly, we did see significant increases in neutrophil ROS production in response 

to anti-PR3, but not anti-MPO, in older participants compared to younger participants. 

The effect that age has on neutrophil intracellular ROS production is unclear with various 

reports suggesting increased ROS production with age, others showing decreased ROS in 

older adults and some noting no difference at all [242-244]. While the few studies to have 

focused on immune changes with age in AAV have focused on anti-MPO mediated 

pathology [83, 234], our results suggest that the immunopathology of anti-PR3 mediated 

AAV is also affected by age.  

 

Cellular senescence is an important hallmark of ageing and has been recently linked to 

the induction of autoimmunity and is speculated to play a role in AAV [1, 234, 235]. In 

our study, we have shown that PBMCs isolated from older individuals tend to show 

increased p21 expression, a genetic marker of cellular senescence, in response to anti-

MPO stimulation compared to those from younger participants. Wang et al. also 

investigated markers of cellular senescence in AAV mouse models with age. Similarly to 

our results, although they reported no significant differences between younger and aged 

mice with regards to p21 gene expression, a trend towards increased expression was seen 

with age. Interestingly, they also reported significant decreases in klotho expression in 

older mice compared to younger mice. The expression of this gene has previously been 

noted to reduce premature cellular senescence [234]. Taken together, we would suggest 

that the role of cellular senescence warrants further investigation in terms of AAV 

pathogenesis, particularly considering the emergence of senolytics, drugs that specifically 

target senescent cells.  

 

MPO and PR3 are the primary protein targets of ANCAs and binding of ANCAs to their 

targets is generally accepted to result in immune cell activation and the promotion of an 

inflammatory response [182]. However, MPO and PR3 are thought to be largely 

intracellular proteins that are brought to the surface through a priming event [182, 196]. 

With this in mind, it is plausible that the process of inflammageing acts to prime immune 
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cells for subsequent activation by these ANCAs, contributing to some of the differences 

noted in this study [244]. Despite this, our experiments saw no significant differences in 

monocyte or neutrophil MPO or PR3 surface expression between younger and older 

donors suggesting that this did not influence the age-related results noted in our study. 

However, it is important to note that this was a pilot dataset with a small sample size (n=3 

younger, n=3 older) and it is therefore hard to draw conclusions from these experiments. 

 

This study is not without its limitations with sample size being the most obvious of these. 

Despite having managed to examine multiple aspects of the innate immune response to 

ANCA, a strength of this work, some of our analysis does suffer from low sample 

numbers and therefore are subject to type II errors, in particular the cellular senescence 

and surface expression assays as well as anti-PR3 stimulated sample analysis. Along with 

this, further isolation of specific immune subsets from PBMCs may have helped to 

identify leading cell types involved in each response and potentially uncovered further 

differences among aged cohorts. However, we have explored the immune responses of 

two prominent cell fractions, neutrophils and PBMCs, and it is worth noting that isolation 

techniques have been known to alter cellular phenotypes and immune responses and so 

by analysing PBMC fractions we have minimised these errors [245]. As well as this, 

further isolation of the PBMC fraction would result in very small cell numbers and this 

would have limited functional analysis capabilities. MPO release is a common marker of 

neutrophil degranulation that was utilised in this study; however, we did have technical 

issues with this assay with respect to anti-MPO stimulation which limited its efficacy in 

terms of ANCA analysis. We have shown here that anti-MPO stimulation interferes with 

the kinetics of this assay as stimulation with fMLP followed by the addition of anti-MPO 

to the supernatant of these samples significantly decreases MPO release measures. This 

therefore renders our anti-MPO stimulation data for degranulation analysis unreliable. 

Additional assays including lactoferrin or cathepsin G may resolve this issue in the future. 

Finally, it is also worth noting that in order to study the effect of age as a single variable 

without the influence of external factors such as medication, obesity, chronic illness etc., 

only healthy individuals were recruited for this study. Although this was by design and 

has best allowed us to approach our specific research question, our older cohort may 

therefore not be representative of the older population, and this may impact the translation 

of our results.  
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In this study we have shown that certain immune responses are altered with age following 

ANCA stimulation, while others show no age-specific effects. Although we do not always 

see differences between our two age cohorts in response to ANCA stimulation, we often 

note a much broader range of responses in our older cohort compared to our younger 

cohort, with certain individuals showing little to no response to ANCA stimulation and 

others showing very high responses. Inter-individual variability is a growing area of 

interest in the field of gerontology and is noted to be a result of sex, genetic and 

environmental influences [246-248].  The differential responses noted in our study 

cohorts pose the intriguing question of whether these high responders are at a higher risk 

of AAV development compared to low responders.  

 

The precise cause of AAV development remains a major knowledge gap in this field of 

research. Considering the age-related onset and inflammatory nature of AAV, the effect 

that age has on immune processes in the context of AAV is an important and understudied 

area of research that could help to bridge this knowledge gap. 

 

4.5 Conclusion 

 
This study was carried out with the overall aim of better understanding the underlying 

immune processes that are known to drive AAV pathogenesis with age. Our results 

suggests that immunological differences in response to ANCAs can occur in older 

compared to younger adults and this may be impacting their risk of AAV development. 

This study has highlighted the increased ability of immune cells isolated from older 

participants to undergo inflammatory and age-related processes in response to ANCA 

stimulation and, with the emergence of “age-reversal” and “anti-ageing” drugs that target 

these processes, the effect that ageing has on AAV pathology warrants further research.  
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5 Type I IFN Responses in AAV 
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5.1 Introduction 

 
Type I IFNs are essential mediators of immune functions and are noted for their anti-viral, 

anti-proliferative and immuno-regulatory properties [198]. These cytokines regulate a 

wide range of biological processes and, under normal homeostatic conditions, their 

activation is tightly regulated [199]. However, the dysregulation of type I IFN signalling 

can have severe consequences, resulting in chronic inflammation. Research from our lab 

has shown that these responses become dysregulated with age. We have found that the 

baseline expression of several type I interferon regulated genes are significantly increased 

in PBMCs isolated from older adults compared to those from younger controls 

(unpublished; Figure 5.1.1). Similar results have been noted in both human and mouse 

studies and this inappropriate interferon response has been suggested to contribute to the 

process of inflammageing and refractory signalling [209, 210, 249]. This dysregulation 

can have detrimental effects in older individuals leaving them more susceptible to 

infection and less responsive to vaccination, as highlighted by the SARS-CoV-2 

pandemic [250, 251]. 

 

Figure 5.1.1: 

 

Figure 5.1.1 Baseline type I IFN regulated gene expression in PBMCs isolated from 

younger and older donors  

Whole blood samples were obtained from healthy young and old donors and PBMC were isolated. 

RNA was extracted from PBMCs, and qPCR was used to quantify gene expression. All data is 

expressed relative to the endogenous housekeeping gene 18S using the delta delta Ct method. (A) 

Relative gene expression of MX1 measured in PBMCs isolated from young (grey; n=15) and old 

(red; n=15) donors. (B) Relative gene expression of IRF7 measured in PBMCs isolated from 

young (grey; n=4) and old (red; n=7) donors. Statistical significance was tested using Mann-

Whitney t testing. (*p<0.05) 
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In recent decades, a role for altered type I interferon responses in the development of 

autoimmunity has emerged [215, 217]. As mentioned above, dysregulated type I IFN 

signalling can result in chronic inflammation and this chronic inflammation can 

contribute to the development of autoinflammatory and autoimmune disease, now 

specifically classified as type I interferonopathies [213]. First proposed as an independent 

classification of autoimmune disease in 2011 following the description of a monogenic 

form of systemic lupus erythematosus, such type I interferonopathies now encompass 

multiple diseases including Aicardi Goutier syndrome, dermatomyositis and primary 

Sjogren’s syndrome (pSS) among others [207, 215, 217, 218].  

 

Interestingly, along with being an age-associated autoimmune disease, AAV shares both 

clinical and immunological similarities with known type I interferonopathies such as SLE 

and past studies have suggested a role for type I IFNs in AAV severity [50, 220]. In 2009, 

while studying the process of NETosis in AAV, Kessenbrock et al. found increased MxA 

expression, a typical interferon regulated gene, in the glomeruli and tubules of active AAV 

patients. Additionally, they noted increased IFN- concentrations in the serum of active 

AAV patients in comparison to AAV remission patients and healthy controls, suggesting 

a role for these cytokines in AAV activity [50]. In 2017, Ishizu et al. examined the gene 

expression profiles of Japanese MPA patients, noting a decrease in specific IFN regulated 

gene expression following remission induction treatment, and concluded that these genes 

are good markers of therapeutic benefit [220].  

 

Despite this, the role of type I IFNs in regards to the initiation or progression of AAV 

remains unclear and, with specific therapies designed to target various elements of type I 

IFN responses currently undergoing clinical trials for the treatment of type I 

interferonopathies, investigations into the role of these cytokines in AAV has become 

even more pressing [219, 252]. We thus hypothesise that systemic type I IFN responses 

are dysregulated in AAV. In the present study we measured commonly used markers of 

type I interferonopathies in AAV patients and compared their expression to disease and 

healthy controls to determine whether type I IFN responses are dysregulated in AAV.  
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5.2 Study Design and Rational  

 

5.2.1 Hypothesis 

Type I IFNs become dysregulated with age and are known to be characteristic cytokines 

involved in multiple autoimmune conditions [208-210, 214, 215, 249]. Considering that 

ageing is a primary risk factor of AAV and the similarities between AAV and other type I 

interferonopathies, we hypothesise that type I interferons are involved in the 

immunopathology of AAV.  

 

5.2.2 Specific Aims 

• To explore whether type I IFN regulated gene expression is systemically dysregulated 

in AAV patients. 

• To determine whether type I IFN regulated protein expression is systemically 

dysregulated in AAV patients. 

• To investigate whether measures of systemic type I IFNs correlate to clinical 

measures AAV severity. 

 

5.2.3 Sample Selection 

All available whole blood samples that had previously been collected in paxgene tubes 

through the RKD biobank were selected. RNA was extracted from these and bioanalyzed 

for RNA quality. A nanodrop spectrophotometer was used for RNA quantification. 

Samples with RIN values greater than 6.5 and yields higher than 30ng/l were selected. 

Remaining samples were carefully phenotyped and any samples with false or uncertain 

diagnoses were excluded. All available matched serum samples that had been subjected 

to minimum freeze thaw cycles (1-2) with a minimum aliquot volume of 250l were then 

identified and requested for use.   

SLE patient samples were obtained from the Leeds Institute of Rheumatic and 

Musculoskeletal Medicine at the University of Leeds and the NIHR Leeds Biomedical 

Research Centre. Ethical approval for the use of these samples in such research has been 

provided by the South Yorkshire research ethics committee. All patients with primary 

Sjogren's syndrome included in our study met the American-European Consensus 

classification criteria [253] and were recruited from Royal Victory eye and Ear Hospital, 

Dublin. The study protocol was conducted in accordance with the Helsinki Declaration 
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and approved by the institutional review boards of the Royal Victory eye and Ear 

Hospital. Every participant involved in this study has provided written informed consent. 

 

5.2.4 Specific Methods 

RNA was extracted and bioanalysed following the protocols described in sections 2.8.6-

2.8.7. qPCR protocols outlined in 2.8.8-2.8.11 were followed. Serum ELISAs were 

carried out according to the methods described in section 2.10.5.   

 

5.2.5 Data Analysis and Statistical Tests 

All statistical analyses were performed using GraphPad Prism v8.4.2 with the exception 

of the power calculations which were determined using R software. Shapiro-Wilk tests 

were used to determine normality. All data was found to be non-normally distributed. 

Therefore, statistical significance between each sample cohort was determined using 

Kruskal-Wallis one-way ANOVA, with Dunn’s post hoc multiple comparison tests, while 

Spearman’s Correlation tests were used to analyse associations between clinical 

measurements or demographic data and experimental data. The strength of these 

correlations was defined following published guidelines with Spearman correlation 

coefficients greater than 0.5 deemed strong, those below 0.3 deemed weak associations 

while those between 0.3 and 0.5 are acknowledged as moderate associations [223, 224]. 

We confirmed the power of our analysis using a one-way balanced 

ANOVA power calculation as a baseline comparison in collaboration with Dr. Arthur 

White. The mean number of samples per group in our experiments were used as the 

estimate for the per group sample size, and the conservative assumption that the 

standardised means of the three disease groups differed from the control group by delta = 

0.25, 0.5, and 0.75 in some combination was made.  

 

5.2.6 IFN Score Calculation 

An IFN score for each sample was calculated following previously described methods 

[215, 252]. This was calculated as the median fold change of the seven IRGs for each 

sample when compared to the median of the healthy control samples. Abnormal IFN 

scores were defined as those higher than 2 standard deviations from the mean IFN score 

of healthy control samples i.e., those higher than 4.227 for whole blood gene expression 

analysis and 7.3 for PBMC gene expression analysis. Samples with an IFN score greater 
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than this were labelled as IFN positive while any score below this measure were labelled 

as IFN negative.  
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5.3 Results 
 

5.3.1 Cohort Characteristics 

A total of 217 participants were recruited for this study comprising healthy controls 

(n=72), disease controls (n=34), AAV active patients (n=48), AAV remission patients 

(n=35), SLE patients (n=19) and pSS patients (n=9). Four of these participants provided 

both active and remission matched samples, one DC (anti-GBM) and 3 AAV participants. 

This resulted in a total of 168 serum samples, 178 whole blood samples and 30 PBMC 

samples (Table 5.3.1).  

 

Table 5.3.1: 

Cohort 

Summary  
 

  

HC DC AAV R AAV A SLE pSS 

N Participants 
 

72 34 35 48 19 9 
 

Serum 

Samples (n) 

 

67 31 29 41 0 0 

 Whole 

Blood 

Samples (n) 

 

62 29 27 41 19 0 

 PBMC 

Samples (n) 

 
5 4 6 6 0 9 

Age, median 

(range), years 

 
 

51 

(16-83) 

60  

(16-87) 

62  

(25-80) 

65  

(22-84) 

44  

(28-60) 

57  

(52-73) 

Male, n (%) 
  

24 

(36) 

20 

(57) 

20 

(17) 

24 

(50) 

2 

(11) 

1 

(11) 

 

Table 5.3.1: Cohort Summary  

All participants have been categorised as either Healthy controls (HC), Disease controls (DC), 

AAV patients (Active {A} or Remission{R}), Systemic Lupus Erythematosus (SLE) or primary 

Sjogren’s syndrome (pSS). A summary of the samples obtained as well as the median age and sex 

breakdown is shown. Age and sex breakdown for the HC cohort is based off of whole blood and 

serum donors only (n=67) as this data was unavailable for participants involved in PBMC analysis 

(n=5). 
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Active AAV disease is clinically defined by a BVAS of  1. However, in order to exclude 

cases of persistent mild inflammation from our study our active cohort were selected to 

have a BVAS  3. AAV patients in remission were defined by a BVAS of zero. A summary 

of clinical measurements used to define and study our AAV participants is shown in Table 

5.3.2. 
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Table 5.3.2: 

AAV Characteristics 

  

AAV R AAV A 

    Txt Txt Naive 

n Patients 
 

35 37 11 

ANCA status, n (%) Anti-MPO 
 

19 

(54) 

16 

(43) 

9 

(82) 

 Anti-PR3  16 

(46) 

21 

(57) 

2 

(18) 

Diagnosis, n (%) GPA  16 

(46) 

20 

(54) 

1 

(9)  
MPA 

 
19 

(54) 

17 

(46) 

10 

(91) 

BVAS, median 

(range) 

  
0 

14 

(3-32) 

14 

(12-27) 

CRP (mg/dL), 

median (IQR) 

  
3 

(10.8-9.8) 

18.5 

(5.3-77.8) 

46 

(39–112) 

Creatinine (mol/L), 

median (IQR) 

  

119.5 

(86.5-166.5) 

136.5 

(89.5-

296.5) 

247 

(201-416) 

eGFR (ml/min), 

median (IQR) 

  
49.5 

(32.3-34.8) 

42 

(15-73) 

17.5 

(11–23) 

Immunosuppression 

treatment, n (%) 

  

   

 
Cyclo 0-6 

months 

5 

(13.9) 

3 

(8.1) 

N/A 

 
Azathioprine Current 14 

(38.9) 

4 

(10.8) 

N/A 

 
MMF Current 9 

(25) 

5 

(13.5) 

N/A 

 
Methotrexate Current 2 

(5.6) 

0  N/A 

 
Rituximab 0-6 

months 

2 

(5.6) 

2 

(5.4) 

N/A 

 
Corticosteroid Current 24 

(66.7) 

30 

(81.1) 

N/A 

 Other Current 7 

(19.4) 

5 

(13.5) 

N/A 

 
Table 5.3.2: AAV Characteristics  
AAV participants have been divided into AAV R and AAV A cohorts with a further delineation of 

AAV A into treated (Txt) and treatment naïve (Txt Naïve) participants. A summary of clinical 

characteristics including ANCA status, diagnosis, BVAS, CRP cytokine levels, creatinine, 

estimated Glomerular Filtration Rate (eGFR) and treatment history is shown.  
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To evaluate potential effects of general kidney inflammation and systemic autoimmunity 

on type I IFN responses, a disease control group comprised of patients diagnosed with a 

spectrum of kidney diseases and/or autoimmune disorders were included in this study. 

These included diagnoses of anti-glomerular basement membrane (anti-GBM) disease 

(n=12), chronic kidney disease (CKD; n=7), classical polyarteritis nodosa (PAN) (n=1), 

chronic pyelonephritis (n=1), diabetic kidney disease (n=4), IgA vasculitis (n=4), 

rheumatoid vasculitis (n=1) and rheumatoid arthritis (n=4). Samples collected from 

known type I interferonopathies (SLE; n=19 and pSS; n=9) were also utilised as positive 

disease controls in this study. Further information regarding disease activity and treatment 

of disease controls is shown in Tables 5.3.3 and 5.3.4. 
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Table 5.3.3: 

Diagnosis Disease Status TxtN Treatment received (>6 months) 

 

A R C NA  Cyclo Aza MMF Mtx CS 

Anti-

TNF HCQ O 

Anti-

GBM 

6 7 - - 2 2 1 1 - 6 - - 2 

CKD - - 7 - - - - - - - - - 3 

IgA V 2 1 - 1 1 - - 1 - 2 - - - 

DKD - - - 4 - - - - - - - - 1 

RV - 1 - - - - - - 1 - - - - 

C-PAN - 1 - - - - 1 - - - - - - 

CP - - 1 - - - - - - - - - 1 

RA - - 4 - - - - - - - 4 - - 

SLE 10 9 - - 3 - 3 5 2 5 - 11 3 

pSS - - 9 -  NA NA NA NA NA NA NA NA 

 

Table 5.3.3: Breakdown of disease control groups, SLE and pSS based on disease status and 

treatments received.  

Disease control diagnoses include anti-glomerular basement membrane (anti-GBM) disease, 

chronic kidney disease (CKD), classical polyarteritis nodosa (C-PAN), diabetic kidney disease 

(DKD), IgA Vasculitis (IgA V), rheumatoid vasculitis (RV), chronic pyelonephritis (CP) and 

rheumatoid arthritis (RA). A; Active, R; Remission, C; chronic, NA; not available, TxN; treatment 

naïve, Cyclo; cyclophosphamide, Aza; azathioprine, MMF; mycophenolate mofetil, Mtx; 

methotrexate, CS; corticosteroids, Anti-TNF; anti-tumour necrosis factor; HCQ; 

hydroxychloroquine, O; other.  
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Table 5.3.4: 

Diagnosis SLE pSS 

SLEDAI, median (IQR) 4  

(2.5-6) 

N/A 

OSDI, median (IQR) N/A 41.2 

(27.1-50) 

ESPRI, median (IQR) N/A 6.7 

(5-7) 

NEI VF OP, median (IQR) N/A 50 

(50-50) 

 
Table 5.3.4: A summary of clinical measurement scores used to evaluate SLE or pSS severity.  

SLEDAI; SLE Disease Activity Index, OSDI; Ocular surface disease index, ESPRI; The EULAR 

Sjogren’s Syndrome Patient Reported Index, NEI VF OP; National Eye Institute Vision 

Functioning Ocular Pain, IQR; interquartile range. 
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5.3.2 Whole Blood IRG Expression Is Not Upregulated in AAV 

Expression of specific IRGs are elevated in blood from patients with type I 

interferonopathies and correlate with disease severity in these conditions [208, 215, 254]; 

therefore, we investigated the expression of a panel of these IRGs (ISG15, SIGLEC1, 

STAT1, RSAD2, IFI27, IFI44L and IFIT1) using mRNA extracted from whole blood 

samples. These genes are upregulated in the presence of type I IFNs and are often adopted 

as surrogate markers of type I IFN activity which can otherwise be difficult to detect [199, 

213, 252, 255, 256]. They are continuously found to be dysregulated in transcriptomic 

analysis of known type I interferonopathies and are therefore commonly used to 

investigate the transcriptional activity of type I IFNs in such disease settings (Table 5.3.5) 

[207, 208, 215, 252] 
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Table 5.3.5:  

 
  

 Function Type I Interferonopathies 

  SLE AG DM pSS 

ISG15 This gene is reported to have various immune 

functions. The proteins produced by this gene can 

act as chemotactic factors for immune cells such 

as neutrophils during viral infection and have been 

proposed to function similarly to cytokines with 

several effects such as NK cell proliferation and 

DC maturation. As well as this the conjugated 

forms of these proteins mediate the process of 

ISGylation. This involves protein conjugation by 

ISG15, modifying proteins in similar manner to 

ubiquitination. The exact biological functions of 

this process remain unknown however ISGylation 

of viral proteins is known to inhibit viral 

replication [257, 258].  

[208, 

252, 

259, 

260] 

[215]   

Siglec1 Codes for a protein present on myeloid cells that 

acts as an endocytic receptor facilitating clathrin-

dependent endocytosis. Allows for the capture of 

viral components, facilitating the initiation of a 

specific targeted immune response [261, 262]. 

 

[208, 

252] 

[215]  

 

  

RSAD2 Known to inhibit infection/replication of a wide 

range of viruses including hepatitis C virus 

(HCV), influenza A virus, human 

immunodeficiency virus (HIV) etc. Exact 

mechanism of action remains unclear however 

studies on influenza A have linked this anti-viral 

activity to lipid raft disruption, preventing the later 

stages of viral replication [263-265]. 

[208, 

252] 

 

 

[215] 

 

[207] 

 

[266] 

IFIT1 Codes for proteins that specifically recognise viral 

RNA sequences, thereby recognising viral 

invasion and initiating an antiviral response as 

well as inhibiting viral RNA translation [267, 

268].  

[208, 

252] 

 

[215] 

 

[207] 

 

[266] 

 

IFI27 Thought to have various functions in humans 

including type I IFN induced apoptosis and viral 

proteasomal degradation mediated through 

ubiquitination [269, 270]. 

[208, 

252] 

 

[215] 

 

[207] 

 

 [218, 266] 

 

IFI44L Upregulated in response to various viruses and is 

reported to inhibit the replication of HCV however 

mechanisms remain unclear. Also exhibits anti-

tumour properties [255, 271]. 

[208, 

252] 

 

[215] 

 

[207] 

 

[266, 272] 

STAT1 Codes for a signalling molecule involved in IFN 

production pathways [198, 273].  

[256] 

 

 [207] [218, 266] 
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MCP-1 An essential chemokine involved in monocyte and 

macrophage recruitment during inflammation 

[274]. 

[217, 

275] 

 

[276] 

 

[207, 

208] 

 

[277, 278] 

 

CXCL10 Chemokine that mediates immune responses 

through the recruitment and subsequent activation 

of numerous immune cells including monocytes, 

T cells and NK cells [279, 280].  

[217, 

275] 

 

 [207, 

208] 

 

[272, 277] 

 

CCL19 A cytokine with various biological functions, most 

well studied as a chemokine responsible for the 

migration of T cells and mature dendritic cells 

during infection and inflammation [281, 282].  

[217, 

275] 

 

 [207, 

208] 

[277] 

 

Table 5.3.6: Interferon Regulated Gene and Protein Summary. A summary of the functions 

of each type I interferon regulated gene and protein analysed in this study as well as references 

indicating their dysregulation in various type I interferonopathies (SLE; Systemic Lupus 

Erythematosus, AG; Aicardi Goutier Syndrome, DM; Dermatomyositis, pSS; primary Sjogren’s 

Syndrome). 

 

  



 

 
 

146 

No significant difference in whole blood IRG expression was noted between AAV 

samples (active or remission), disease controls or healthy control groups, whereas 

samples collected from a known type I Interferonopathy, SLE, showed notably increased 

expression across all genes measured with the exception of STAT1 (Figure 5.3.1a). These 

results show only weak to moderate correlations with age (Figure 5.3.4a) 

 

In order to ensure that our AAV cohort experience expected transcriptional changes 

compared to healthy controls, and that our assays were working efficiently, we measured 

the expression of MMP8 and ANXA3, genes that have been previously shown to be 

upregulated in AAV patients compared to healthy controls. We observed significantly 

higher expression of the genes MMP8 and AXA3 in our active AAV group compared to 

HCs (p<0.05)(Figure 5.3.1b.), neither of which are primarily type I IFN regulated [283, 

284], indicating that our experimental system can detect such signals. This is consistent 

with existing literature [285], confirming that our AAV cohort exhibits expected gene 

expression characteristics, but that systemic IRG expression is not specifically altered in 

this condition.  

 

We also calculated an IFN score for each sample in our cohort. While SLE samples 

showed a significantly increased IFN score compared to all other cohorts, no differences 

in the median IFN score were noted between AAV samples, disease controls and healthy 

controls (Figure 5.3.1c i). Of the 24 positive IFN score samples detected, 3 (4.8%) were 

healthy control, 2 (6.7%) disease control, 3 (11.1%) AAV remission patient samples, 3 

(7.3%) AAV active patient samples and 13 SLE patient samples (68.4%) (Figure 5.3.1c 

ii). The percentage of healthy control and interferonopathy groups with a positive IFN 

score in our study is consistent with those of previous studies [215, 252]. 
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Figure 5.3.1: 
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Figure 5.3.1: IRG Expression in AAV Patients and Controls 

Whole blood samples were obtained from healthy controls (HC; n=62), disease controls (DC; 

n=29), AAV remission patients (AAV R; n=27), AAV active patients (AAV A; n=41) and SLE 

patients (n=19). PBMC samples were obtained from healthy controls (HC; n=5), disease control 

(DC; n=4), AAV remission (AAV R; n=6), AAV Active (AAV A; n=6) and primary Sjogren’s 

syndrome (pSS; n=9). qPCR was used to quantify gene expression and all data is shown relative 

to the expression of the endogenous control gene RPL27 and normalised to the median expression 

of the healthy control samples (2-CT). (a.) Gene expression measurements of the IRGs (i) ISG15, 

(ii) SIGLEC1, (iii) STAT1 (iv) RSAD2 (v) IFI27, and (vi) IFI44L in whole blood from HC, DC, 

AAV R, AAV A and SLE groups, (vii) IFIT1 in HC, DC, AAV R and AAV A groups only. Due to 

technical issues IFIT1 expression analysis could not be performed on SLE samples. (b.) Gene 

expression measurements of (i) MMP8 and (ii) ANXA3 in whole blood HC, AAV R and AAV A 

groups. (c.) (i) IFN scores calculated and plotted for each whole blood sample analysed. (ii) 

Percentage of positive (red) and negative (white) IFN scores in each cohort studied from whole 

blood samples. Whole horizontal lines represent the median and IQR of each cohort. Statistical 

analysis was performed using One-Way ANOVA with Dunn’s multiple comparison testing.  
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5.3.3 IRG Expression is Not Upregulated in Peripheral Blood Mononuclear Cells 

Isolated from AAV Patients 

As peripheral blood mononuclear cells (PBMCs) are the primary producers of type I IFNs 

and their signalling components within the blood, we examined this IRG signature (ISG15, 

SIGLEC1, STAT1 RSAD2, IFI27 and IFI44L) within these isolated cell types collected 

from a smaller cohort of healthy controls, disease controls, AAV and primary Sjogren’s 

syndrome (pSS) patients in order to identify any signals that may have been blunted in 

the presence of alternative blood fractions. Numerous studies have reported an 

upregulation of IRGs in the peripheral blood and salivary glands of pSS patients, resulting 

in its classification as a type I interferonopathy (Table 5.3.5) [218, 286]. We observed 

upregulation of IRGs in PBMCs collected from pSS patients compared to all other cohorts, 

yet we again found no significant differences in IRG expression between AAV (active or 

remission) PBMC samples and both disease and healthy control groups (Figure 5.3.2a). 

We calculated IFN scores for all samples, which confirmed that pSS samples had 

significantly increased IFN scores compared to all other cohorts while no significant 

differences in the median IFN score was noted between AAV samples, disease controls 

and healthy controls (Figure 5.3.2b). Of the 9 positive IFN score samples detected, 1 was 

a disease control sample (25%), 1 was an AAV active patient samples (16.7%) and 7 were 

pSS patient samples (77.8%) (Figure 5.3.2b). Taken in combination with our whole blood 

analysis, our results confirm that there is no elevation in the IFN transcriptional signature 

in peripheral blood of AAV patients. 
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 Figure 5.3.2:

 

Figure 5.3.2: IRG Expression Measured from the PBMCs of AAV Patients and Controls.  

PBMC samples were obtained from healthy controls (HC; n=5), disease controls (DC; n=4), AAV 

patients (n=12) (AAV R; blue and AAV A; orange) and primary Sjogren’s Syndrome patients (pSS; 

n=9). qPCR was used to quantify gene expression and all data is shown relative to the expression 

of the endogenous control gene RPL27 and normalised to the median expression of the healthy 

control samples (2-CT). (a.) Gene expression measurements of the IRGs (i) ISG15, (ii) SIGLEC1, 

(iii) STAT1 (iv) RSAD2 (v) IFI27, and (vi) IFI44L and in HC, DC, AAV and pSS groups. (b.) (i) 

IFN scores calculated and plotted for each PBMC sample analysed. (ii.) Percentage of positive 

(red) and negative (white) IFN scores in each cohort studied from PBMC samples. Whole 

horizontal lines represent the median and IQR of each cohort. Statistical analysis was performed 

using One-Way ANOVA with Dunn’s multiple comparison testing.  
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5.3.4 Type I IFN Regulated Protein Expression Does Not Differ Between AAV and 

Healthy Controls 

We next measured the serum concentration of three type I IFN regulated chemokines: 

MCP-1, CCL19 and CXCL10. Although these chemokines can be regulated by several 

inflammatory mediators, they have previously been validated as robust biomarkers of 

type I interferonopathies (Table 5.3.5) [217, 275]. We found no significant differences in 

the serum concentration of MCP-1, CCL19 or CXCL10 in AAV patients compared to HC 

and DC (Figure 5.3.3). These results show only a weak to moderate correlation with age 

(Figure 5.3.4).  

 

Figure 5.3.3: 

 

Figure 5.3.3: Serum concentrations of Type I IFN regulated chemokines expression In 

AAV patients and controls.  

Serum samples were obtained from HC (n=67), DC (n=31), AAV R patients (n=29) and AAV A 

patients (n=41). The concentration of circulating (a.) MCP-1, (b.) CCL19 and (c.) CXCL10 were 

measured using ELISAs. Whole horizontal lines represent the median and IQR of each cohort. 

Statistical analysis was performed using One-Way ANOVA with Dunn’s multiple comparison 

testing. No statistical differences were observed. 
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Figure 5.3.4:  
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Figure 5.3.4: Correlation of type I IFN responses with age in AAV: 

Whole blood samples were obtained from AAV R (n=27) and AAV A patients (n=42). qPCR was 

used to quantify the expression of seven IRGs. All data was made relative to the expression of the 

endogenous control gene RPL27 and normalised to the median expression of the healthy control 

samples (2-CT). (a.) The correlation between age and the expression value measured for each of 

these IRGs (i) ISG15, (ii) IFIT1, (iii) SIGLEC1, (iv) RSAD2 (v) IFI27, (vi) IFI44L and (vii) STAT1 

in both AAV A (orange) and AAV R patients (blue). Matching serum samples were collected from 

AAV R patients (n=29) and AAV A patients (n=42). ELISAs were used to measure the 

concentration of serum cytokines. (b.) The correlation between age and serum concentrations of 

circulating (i) MCP-1, (ii) CCL19 and (iii) CXCL10 in both AAV A (orange) and AAV R patients 

(blue).  Trend lines represent either (a.) semi-log non-linear regression lines or (b.) linear 

regression lines of best fit. Spearman correlations were used to determine correlation coefficients 

(R) and significance. * = p<0.05. 

  



 

 
 

154 

5.3.5 Type I IFN Responses in AAV Are Independent of Whole Blood Cell 

Composition and Sex 

Changes to whole blood cell composition is common in disease pathology, including in 

AAV, where patients often exhibit altered leukocyte cell counts [161, 287]. Different cell 

subsets have different gene expression profiles [288] so varying blood cell composition 

can affect transcriptional analysis [289, 290]. To assess any potential effects that 

differential cell counts may have on our analysis, the absolute cell counts available for 

each participant were correlated with their corresponding IFN scores. Only weak to 

moderate correlations, none of which were significant, were found between IFN scores 

and total white blood cell counts, which included cell counts for neutrophils, lymphocytes, 

eosinophils and platelets (Table 5.3.6). 

 

Type I IFN responses have been reported to show sex-based differences with females 

often displaying overall higher type I IFN regulated activity [291].  In order to investigate 

the role of sex our analysis we compared IRG expression levels and IFN protein 

concentration measures between males and females. No significant differences were 

noted between the two sexes for each cohort (Figure 5.3.5) 
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Table 5.3.6: 

 

Table 5.3.7: Correlation of type I IFN Scores from DC, AAV R and AAV A patients with 

leukocyte cell counts  

Type I IFN score data collected from DC, AAV R and AAV A patients were correlated with 

corresponding leukocyte cell counts measured for each participant upon sample collection. 

Leukocyte count data includes total white blood cell counts (WBC), neutrophil cell counts, 

lymphocyte cell counts, eosinophil cell counts and platelet cell counts. The remaining cells that 

make-up white blood cell compositions are represented as “other” in the above table. Spearman 

correlation analysis was used to generate correlation coefficient values, indicated in the table, and 

to determine the significance of these relationships. No significant correlations were noted. 

 

  

 IFN Scores 

  DC AAV R AAV A 

C
e
ll

 C
o
u

n
ts

 
WBC 0.14 0.02 -0.23 

Neutrophils 0.24 0.08 -0.14 

Lymphocytes -0.2 -0.18 -0.24 

Eosinophil -0.04 -0.02 0.08 

Platelets 0.15 -0.09 0.03 

Other -0.37 0.13 -0.04 
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Figure 5.3.5: 
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Figure 5.3.5: Sex Analysis of Type I IFN Regulated Gene and Protein Expression: 

Whole blood samples were obtained from healthy controls (HC; n=62), disease controls (DC; 

n=30), AAV remission patients (AAV R; n=27) and AAV active patients (AAV A; n=42). qPCR 

was used to quantify gene expression and all data was made relative to the expression of the 

endogenous control gene RPL27 and normalised to the median expression of the healthy control 

samples (2-CT). (a.) Gene expression measurements of seven IRGs (i) ISG15, (ii) IFIT1, (iii) 

SIGLEC1, (iv) RSAD2 (v) IFI27, (vi) IFI44L and (vii) STAT1 separated and analysed by sex (male; 

blue, female; pink). Matching serum samples were collected from HC (n=67), DC (n=32), AAV 

R patients (n=29) and AAV A patients (n=42). (b.) Serum concentrations of circulating (i) MCP-

1, (ii) CCL19 and (iii) CXCL10 were measured using ELISAs and separated and analysed by sex 

(male; blue, female; pink). Whole horizontal lines represent the median and IQR of each cohort 

and statistical analysis was performed using One-Way ANOVA with Dunn’s multiple comparison 

testing. No significant differences were measured. 
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5.3.6 Immunosuppression Treatment Does Not Affect IRG Expression, but AAV 

Treatment Naïve Patients Have Significantly Increased CXCL10 Serum 

Concentrations 

The immunosuppressive treatments received by AAV patients in this cohort are known to 

alter the expression of inflammatory mediators. Therefore, we investigated whether 

treatment naïve patients had elevated expression and the potential effects of these drugs 

on type I IFN responses in AAV. Immunosuppressive treatment did not affect IRG 

expression, with treatment naïve (TxN) samples and treated (Tx) samples showing similar 

levels for all IRGs measured (Figure5.3.6a.). 

 

We also observed no differences in MCP-1 or CCL19 concentrations between treated and 

treatment naïve samples (Figure 5.3.6b). However, we did observe a significant increase 

in CXCL10 in treatment naïve samples (Figure 5.3.6b), which was not seen in treatment 

naïve disease control patients.  
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Figure 5.3.6: 
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Figure 5.3.6: The effects of immunosuppressive treatment on type I IFN regulated gene 

expression and protein expression.  

Whole blood samples were obtained from treated AAV remission patients (n=27), treated AAV 

active patients (Tx; n=31) and treatment naïve AAV active patients (TxN; n=10). qPCR was used 

to quantify the expression of seven IRGs (a.); IRGs (i) ISG15, (ii) IFIT1, (iii) SIGLEC1, (iv) 

RSAD2 (v) IFI27, (vi) IFI44L and (vii) STAT1. Gene expression data is shown relative to the 

expression of the endogenous control gene RPL27 and normalised to the median expression of 

the healthy control samples (2-CT). Matching serum samples were collected from AAV remission 

(n=29), treated AAV active patients (Tx; n=31) and treatment naïve AAV active patients (TxN; 

n=10). (b.) Serum concentrations of circulating (i) MCP-1, (ii) CCL19 and (iii) CXCL10 were 

measured using ELISAs. Whole horizontal lines represent the median and IQR of each cohort and 

statistical analysis was performed using One-Way ANOVA with Dunn’s multiple comparison 

testing.  
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5.3.7 Type I IFN Regulation Is Independent of ANCA Subtype 

Given the many differences noted between anti-MPO and anti-PR3 mediated AAV we 

investigated the effect that ANCA subtype may have on our results. When comparing 

anti-MPO and anti-PR3 AAV samples no significant differences were noted in either IRG 

expression (Figure 5.3.7a) or IFN regulated protein concentration (Figure 5.3.7b). 

 
Figure 5.3.7: 
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Figure 5.3.7:  Type I IFN gene and protein expression by ANCA subtype. 

Whole blood and serum samples were obtained from active anti-MPO AAV patients (n=21), 

active anti-PR3 AAV patients (n=23), remission anti-MPO patients (n=15) and remission anti-

PR3 patients (n=13). qPCR was used to quantify the expression of seven IRGs from whole blood. 

All data was made relative to the expression of the endogenous control gene RPL27 and 

normalised to the median expression of the healthy control samples (2-CT). (a.) The relative gene 

expression measured for each of these IRGs (i) ISG15, (ii) IFIT1, (iii) SIGLEC1, (iv) RSAD2 (v) 

IFI27, (vi) IFI44L and (vii) STAT1 in both anti-MPO (lilac) and anti-PR3 patients (green). ELISAs 

were used to measure the concentration of serum cytokines. (b.) The serum concentrations of 

circulating (i) MCP-1, (ii) CCL19 and (iii) CXCL10 in both anti-MPO (lilac) and anti-PR3 

patients (green). Whole horizontal lines represent the median and IQR of each cohort and 

statistical analysis was performed using One-Way ANOVA with Dunn’s multiple comparison 

testing.   
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5.3.8 IRG and Type I IFN Regulated Protein Expression Does Not Correlate with 

AAV Severity 

To explore potential relationships between type I IFN responses and AAV severity, we 

examined the correlation of type I IFN regulated protein and gene expression with three 

clinical measurements of AAV severity: BVAS, CRP concentrations and creatinine levels. 

We found no significant (p<0.05) or strong (r>0.5) correlations between type I IFN 

regulated gene or protein expression data and any of these clinical measurements (Table 

5.3.7).  

 

Table 5.3.7: 

  BVAS CRP Creatinine 

G
e
n

e
 E

x
p
re

ss
io

n
 

ISG15 -0.18 0.04 -0.21 

SIGLEC1 -0.05 -0.08 -0.19 

IFIT1 -0.03 -0.06 -0.03 

RSAD2 -0.10 0.07 -0.17 

IFI27 -0.13 0.08 -0.10 

IFI44L -0.21 -0.12 -0.02 

STAT1 -0.12 0.08 -0.23 

P
ro

te
in

 

E
x
p
re

ss
io

n
 CXCL10 0.15 0.19 0.02 

MCP-1 0.05 -0.08 0.18 

CCL19 0.18 0.20 0.13 

 

Table 5.3.8: Correlation of type I IFN responses with clinical measurements of AAV 

Whole blood IRG gene expression data, as well as type I IFN regulated protein concentration data, 

collected from AAV patients (both active and remission) were correlated with matched BVAS, 

CRP and Creatinine levels. Spearman correlation analysis was used to generate correlation 

coefficient values, indicated in the table, and to determine the significance of these relationships. 

No statistically significant correlations were observed. 
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5.3.9 Data sets in this study are sufficiently powered allowing for accurate 

statistical analysis 

In order to identify the likelihood of a type two error, power calculations using one-way 

balanced ANOVAs were undergone with data obtained from all gene expression and 

protein concentration experiments. Our calculated biological power of the analyses 

ranged from 84% to 87% (Table 5.3.8).   

 

Table 5.3.8: 

Variable Power 

ISG15 0.846464223 

SIGLEC1 0.846464223 

IFIT1 0.84896502 

RSAD2 0.846464223 

IFI27 0.84896502 

IFI44L 0.843928587 

STAT1 0.84896502 

IFN Score 0.851431302 

CXCL10 0.856261625 

MCP1 0.867756297 

CCL19 0.858626319 

 

Table 5.3.9: Power analysis of interferon regulated gene and protein work in whole blood 

and serum. Power calculated using a one-way balanced ANOVA power calculation for each 

individual gene and protein analysed. Power calculation was performed by Dr. Arthur White. 
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5.4 Discussion 

 

Knowing that dysregulated type I IFN signalling contributes to the pathology of various 

autoimmune diseases, that type I IFN responses become dysregulated with age and that 

AAV is an autoimmune disease that most commonly occurs later-in-life, we sought to 

investigate whether systemic type I IFN responses are dysregulated in AAV, indicative of 

a type I interferonopathy. Both transcriptional and translational mediators of type I IFN 

responses were measured following previously described methods commonly used in the 

identification and study of existing type I interferonopathies [208, 275]. Overall, our 

results indicate no link between systemic type I IFN regulated gene and protein expression 

and AAV, suggesting that AAV is not a type I interferonopathy and that patients are 

therefore unlikely to benefit from interferon inhibiting therapies.  

 

Type I IFN activity is known to become dysregulated with age, with older individuals 

showing altered baseline IFN activity compared to younger controls [209, 210]. Age is 

therefore an important variable to consider when studying type I IFNs. In this study, we 

found only weak to moderate correlations between type I IFN activity and age in our AAV 

cohort. Interestingly these correlations were strongest in remission patients. Although not 

strong, all correlations were found to be positive, and given that the majority of samples 

tested were aged between 50 and 70, this is not unexpected, and likely represents a small 

but consistent increase in type I IFN responses within this age range. Overall results from 

our study would suggest that AAV patients experience slightly increased type I IFN 

responses with age however this is similar to those noted in healthy controls and is not 

exacerbated during AAV pathology.  

 

Diseases such as SLE, Aicardi Goutier syndrome, dermatomyositis and Sjogren’s 

syndrome are examples of autoimmune conditions that have been classified as type I 

interferonopathies due to alterations in systemic type I IFN responses [207, 215, 217, 

218]. Dysregulation of type I IFN responses are implicated as drivers of the meta-

inflammation characteristic of these conditions and elevated type I interferon regulated 

gene and protein expression often act as hallmarks for these type I interferonopathies [208, 

215, 216, 275]. As well as showing abnormal IFN regulated expression, IFN activity in 

type I interferonopathies often directly correlates with clinical severity measurements and 
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outcomes of these patients. In SLE, for example, IFN responses have been shown to 

directly correlate with the SLE disease activity index (SLEDAI) [259, 275]. Despite the 

lack of significant differences in type I IFN regulated gene and protein expression 

between AAV samples and control samples we explored the idea that type I IFN responses 

may still have a role in AAV disease severity, postulating that high IFN regulated 

expression may correlate with the presence of severe acute disease. We found no strong 

correlations between standard clinical measurements of AAV (including BVAS, 

creatinine levels and CRP concentrations) and type I IFN regulated expression at either a 

transcriptional or a translational level. We also did not find any evidence that sex, ANCA 

status or cellular composition of our samples influenced the IFN scores that we generated 

in our AAV cohort, however we do note that we did not perform cell type specific analysis, 

and this is a limitation of our findings. Taken together, our analysis suggests that type I 

IFNs and associated responses are not key drivers of AAV disease pathogenesis.  

 

These findings do contradict those of Kessler et al. who has recently looked at this family 

of cytokines, predominantly in mouse models of AAV but also in isolated human PBMCs 

and has reported a type I IFN signature in active anti-MPO AAV [292]. Although many 

of these differences could be attributed to specificities of the mouse model used, the 

underlying differences between our results and Kessler’s PBMC results remain 

unresolved. Despite this, I would suggest that these differences are likely a result of cohort 

variation in both healthy controls and AAV samples. The healthy controls used in 

Kessler’s study were indeed younger than those used here, despite their AAV cohort 

showing similar age ranges to our AAV cohort. Knowing the importance of ageing on 

type I IFN responses, we suggest that this has contributed some of the differences in 

results noted between these two studies. Differences in clinical severity and treatment 

courses between the AAV cohorts may also add to these conflicting results however this 

is yet to be confirmed [292].   

 

Treatment for AAV consists of broad immunosuppression and it is possible that 

immunosuppressive drugs impact on systemic type I IFN responses. We found that 

treatment naïve AAV patients have significantly higher concentrations of circulating 

CXCL10 when compared to treated patients suggesting that the immunosuppressive 

drugs received by these individuals act to suppress CXCL10 production. Interestingly, 

investigations into the role of type I IFNs in autoimmune Addison’s disease (AAD) show 
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a similar CXCL10 finding between patients and healthy controls [293, 294]. Although 

AAD has not officially been categorised as a type I interferonopathy, one study has found 

dysregulation in the negative regulators of type I IFN responses in T cells of patients with 

AAD following stimulation [293]. This data suggests that, at baseline, type I IFN 

regulated gene expression is standard in AAD, but T cells isolated from these patients fail 

to respond appropriately to immune stimulation resulting in alterations to type I IFN 

regulated responses. This raises the intriguing question of whether basal type I IFN 

responses also remain intact in AAV but an inability to appropriately respond to immune 

challenges occurs, or furthermore whether dysregulation of IFN signalling is specific to 

certain cell types which may become diluted in whole blood analysis. It is important to 

note, however, that although CXCL10 has been proven to be a useful biomarker of type 

I interferonopathies in the past [217], it is also known to be upregulated in several other 

autoimmune disorders, so this upregulation is not necessarily specific to type I 

interferonopathies [279]. CXCL10 expression can be upregulated by several immune 

factors in addition to type I IFNs, in particular IFN a type II IFN. IFN production is 

reported to be upregulated in AAV and genes involved in IFN signalling pathways have 

been proposed to have novel roles in AAV pathogenesis suggesting that perhaps the 

upregulation of CXCL10 seen here in treatment naive AAV active patients is a result of 

type II IFN activity [295, 296].  

 

Each of the proteins analysed here have been investigated in AAV previously and 

although our results agree with some of these studies, they contradict the findings of 

others. For example, similar to our observations, Monach et al. showed a significant 

increase of CXCL10 in AAV serum samples compared to healthy controls, however 

unlike our study, this find was independent of disease status while also showing no 

significant effects of treatment [297]. These conflicting results warrant further 

investigation however may be partially explained through differences in study design. For 

instance, samples used by Monach et al. were received through the RAVE trial, a trial 

testing the efficacy of rituximab in the treatment of AAV [154, 297]. These patients were 

therefore undergoing a strict treatment regimen with little to no crossover with other 

medications. In contrast, participants in our treated cohort were often on various treatment 

options simultaneously and this has likely affected our results. Variable prednisone 

treatment before rituximab therapy can affect IFN scores in rheumatoid arthritis patients 

and so differences in treatment regimens between the studies is clearly an important 
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variable to note [298]. Although our findings are therefore limited in that they cannot be 

attributed to the effects of one specific treatment, this is possibly a more realistic overview 

of treated AAV cohorts with combination therapies being routinely prescribed [299]. 

Additionally, differences in CXCL10 concentrations observed between the two studies 

may be a consequence of the differential assay sensitivities noted between our two 

methods of protein detection, with Monach et al. observing discrete but significant 

differences between their cohorts [297]. Indeed, the median values of circulating 

CXCL10 were higher in both our remission (103.6pg/ml) and active (130pg/ml) AAV 

patient samples when compared to that of healthy controls (93.47pg/ml), however this 

did not reach statistical significance. It is worth noting that the median CXCL10 levels 

detected in our cohort (AAV, DC and HC) correspond with the serum concentration range 

of CXCL10 reported in the healthy control cohorts of various studies that use ELISAs as 

a means of protein detection [300-302]. However, it is clear that the role of CXCL10 in 

AAV pathogenesis remains to be fully elucidated. Again, our MCP-1 and CCL19 results 

both agree with [167, 303] and contradict previous studies [304, 305]. However, studies 

that contradict our findings had sample sizes significantly smaller than those used here 

[304, 305]. Our large sample size is a strength of this work acting to minimise the 

likelihood of a type II error in our analysis (Table 5.3.8). 

 

This study is not without limitations, and these are important to note. The focus of this 

work was to investigate systemic type I IFN responses to determine whether AAV could 

be classified as a type I interferonopathy, as is standard practice in the study and diagnosis 

of type I interferonopathies [208, 217]. As such, tissue and organ specific analysis was 

not investigated so a role for type I IFNs at local sites of inflammation cannot be ruled 

out. Several autoimmune diseases have site-specific upregulation of type I IFNs responses 

[306]. Indeed, increased gene expression of MX1, an IRG, was observed in the glomeruli 

of AAV patients with active disease by Kessenbrock et al. suggesting a localised change 

in IFN responses in active AAV patients [50]. However, we have since conducted analysis 

using the Ingenuity Pathway Analysis (IPA) software system on publicly available RNA-

sequencing data sets from the glomeruli of AAV patients in order to better characterise 

the molecular pathways driving AAV. Type I interferons signalling pathways were not 

pathways flagged in this analysis when comparing the most differentially expressed genes 

in AAV patients compared to healthy controls (Appendix 2).  
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Another limitation is that only four matched active and remission samples were available 

for this study, three AAV participants and one in the disease control group, thus making 

robust analysis of matched samples difficult. Although increasing numbers of matched 

samples would have strengthened investigation of type I IFN responses in AAV disease 

progression and relapse, the stratification of our AAV cohort into active and remission 

groups, which even post-stratification had sufficient numbers for well-powered analysis 

and the availability of matched clinical measurements provides significant insight into 

relationships between systemic type I IFN responses and disease activity.  

 

The heterogenous nature of our AAV disease control cohort acts as an additional 

limitation to this study. Samples from a variety of diseases were purposefully chosen to 

analyse potential contribution of general kidney inflammation and systemic autoimmune 

disorders to enable the identification of AAV specific upregulation. However, for each 

group, small numbers, range of disease severities and treatments made singular disease 

comparison difficult and possibly blunted any signals that may have otherwise been 

observed in specific disease settings [307].   

 

5.5 Conclusion 

 
Overall, this study was carried out with the aim of better understanding the underlying 

immune processes behind AAV progression with the potential to provide a more specific 

target for future treatment of AAV. Despite their role in ageing and inflammageing, our 

work indicates that systemic type I IFN responses are not key drivers in AAV pathogenesis 

and so patients are unlikely to benefit from treatments that target these cytokines [219, 

252]. We have shown that systemic type I IFN responses are not dysregulated in AAV and 

that these responses do not correlate with AAV disease severity. 
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6 Final Discussion 
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Ageing is a complex concept that is often associated with an increased risk of disease 

development. With a rapidly expanding ageing population, the underlying cellular 

processes that drive this risk association with age, a concept known as biological ageing, 

has become a major focus of current gerontological research [1, 7, 8]. Unusually for an 

autoimmune disease, AAV commonly develops later-in-life, with incidence rates for AAV 

peaking in the sixth-seventh decades [133, 147, 190]. Despite this association with 

chronological age, the biological mechanisms driving this risk remain unknown. There is 

currently no cure for AAV patients, and although the available therapeutic options have 

greatly improved patient outcomes, they can have severe adverse effects with treatment 

complications being the leading cause of death in AAV patients within the first year of 

diagnosis [154, 194, 195]. The need for more specific treatment options is clear and 

therefore there is a need to better understand the biological processes driving AAV. Thus, 

further investigation into age-related processes could help to reveal important pathways 

involved in AAV development and progression.  

 

Chapter 3 of this project aimed to estimate and explore biological age in AAV patients. 

We have shown for the first time that AAV patients experience accelerated biological 

ageing compared to healthy controls, measured using an ELOVL2 epigenetic clock model.  

Intriguingly, the increase in epigenetic age was shown to be diminished following 

induction treatment with either cyclophosphamide or rituximab, highlighting that 

treatment directly affects this particular measure of accelerated biological ageing. 

Furthermore, we found that the changes in ELOVL2 methylation detected in AAV patients 

and controls may result in transcriptional differences between cohorts, with increased 

DNA methylation correlating to decreased ELOVL2 gene expression. Taken together, 

these results suggest that the risk associated with chronological age in AAV translates 

onto a biological scale. 

 

AAV is characterised by severe inflammation of the small blood vessels.  Having 

demonstrated an association between biological age and AAV, we continued on to explore 

the effects that age-related immune system changes have on AAV pathogenesis [150, 182]. 

Changes to both the innate and adaptive immune system are known to occur with age 

with dysregulated inflammation recently being recognised as a key hallmark of biological 

ageing [1, 8, 66, 236]. We thus investigated the effect that age has on various innate 

immune functions in response to ANCA stimulation. We found that various inflammatory 
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processes such as cytokine secretion, ROS production and cellular senescence induction 

were increased in response to ANCA stimulation of immune cells. This response was 

higher in healthy older individuals compared to younger controls, although this was often 

cell and ANCA specific. These results are similar to those previously outlined in mouse 

models [234]. The results described in chapter 4 indicate that age-related changes to 

immune cells may make them more responsive to ANCAs and thus, may be contributing 

towards the characteristic immunopathology of AAV.  

 

Finally, considering the impact of ageing on innate immunity in response to ANCA 

stimulation, we went on to perform an in-depth investigation into an important arm of the 

innate immune response, type I IFN signalling, in AAV patients. We have previously 

shown that type I IFN regulated immunity is altered with age (unpublished; Figure 5.1.1) 

and considering various reports that have noted a potential role for these cytokines in 

AAV [50, 220], as well as their well-established role in the immunopathology of several 

other prominent inflammatory autoimmune diseases, we sought to conclusively examine 

the role of type I IFN responses in AAV pathogenesis. Here we quantified the expression 

of type I IFN regulated genes and proteins and investigated their relationship with disease 

severity. We showed that type I IFN regulated expression is not dysregulated in AAV 

compared to healthy or disease controls. As well as this, measures of type I IFN responses 

did not correlate with measures of disease severity in AAV patients. We therefore suggest 

that type I IFN signalling is not systemically dysregulated in AAV and that AAV should 

not be considered as a type I interferonopathy. 

 

It is important to discuss that accelerated ageing is a phenomenon found to occur in 

several other age-related disease settings, and so, it is not specific to AAV [38, 39, 226, 

308, 309]. The effect that treatment had on DNAm-based ageing measures found in this 

study may also translate into other disease states and is a factor that needs further 

consideration and exploration. Several studies have reported DNAm-based age 

differences post pharmacological intervention calling into question the reliability of these 

clocks during infectious or disease conditions [37, 40, 308]. The variability of these 

clocks under such conditions may therefore support their use as biomarkers for certain 

age-related pathologies and indeed multiple studies to date have explored and confirmed 

this concept  [38, 40, 309, 310]. Given our results, this may be a beneficial avenue of 

research to explore in AAV.  
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Considering the key role of inflammation in biological ageing and age-related disease 

including AAV, we did expect that our DNAm-based age measures would likely be 

influenced by dysregulated inflammatory responses. However, the lack of any strong 

correlations between DNAm-based age measures, markers of systemic inflammation such 

as CRP and immune cell frequencies would indicate otherwise, leaving us unclear as to 

the specific mechanisms driving DNAm-based ageing in AAV patients. It is likely that 

this phenomenon is a product of an accumulation of environmental and genetic factors 

over time and cannot be attributed to one such process. The answer to this specific 

question remains beyond the scope of this project.  

 

The specific roles of ANCAs in AAV are still somewhat debated [173, 183]. We, like 

various other studies, have reported that ANCAs are capable of driving pro-inflammatory 

processes such as cytokine secretion, ROS production, NETosis and degranulation 

supporting the model that ANCAs exacerbate the immunopathology seen in AAV [196, 

234, 238, 239]. Unlike most other studies however, we have shown that aspects of this 

pro-inflammatory response are heightened in older individuals in certain contexts. We 

suggest that this is linked to inflammageing in older donors, elevating their response to 

certain stimuli possibly through the priming of unstimulated cells [83, 234]. Importantly, 

we noted differences in immune responses between our anti-MPO and anti-PR3 

stimulated cells indicating a potentially divergent mechanism of action between the two 

autoantibodies. This would support the recent motion of further categorising AAV 

patients based on ANCA subtype [150, 183]. Throughout this work, when investigating 

AAV patient samples we further categorised and analysed cohorts based on ANCA 

subtype. We have shown that both anti-MPO and anti-PR3 mediated AAV patients 

experience significant DNAm age acceleration compared to healthy controls. Although 

we saw no significant differences in DNAm age between anti-MPO and anti-PR3 patients 

we did note potential differences regarding response to induction treatment. Despite this, 

no difference between these two patient cohorts were noted when analysing type I IFN 

signalling. Overall, our results suggest that anti-MPO and anti-PR3 mediated AAV result 

in very similar clinical pathologies that overlap in many respects but may result from 

divergent immune related pathways. 
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In terms of the immunopathology of AAV, our work indicates a role for cellular 

senescence in this disease. The accumulation of senescent cells accompanied by SASP 

secretion has been implicated to contribute to multiple age-related pathologies including 

Alzheimer’s disease, cardiovascular disease and cancer [221, 311, 312]. Emerging 

evidence has linked cellular senescence to the development of several autoimmune 

diseases including systemic sclerosis, SLE and RA, where SASP factors provide a pro-

inflammatory environment that contributes towards tissue damage and fibrosis while 

simultaneously promoting the activation of autoreactive B and T cells and subsequent 

production of autoantibodies [313-316]. The accumulation of cellular senescence with 

age may therefore promote the development of autoimmunity later-in-life, an idea that 

has only recently begun to be explored [132, 234]. Indeed, cellular senescence is a 

relatively novel area of research with respect to AAV with most work to date focusing on 

senescent T cells. Elevations in circulating senescent T cells, that show diminished 

expression of the costimulatory molecule CD28, has been reported in AAV patients 

compared to controls. These cells are thought to be a source of pro-inflammatory mediator 

production contributing to chronic inflammation as well as autoreactivity in AAV [235, 

317]. Our work suggests that cellular senescence may be systemically increased in AAV 

patients compared to healthy controls. PBMCs isolated from older individuals and 

stimulated with anti-MPO also show increased p21 expression, a marker of cellular 

senescence, compared to those isolated from younger donors. We therefore suggest that 

the presence of ANCAs may promote cellular senescence with age in AAV patients and, 

considering the work outlined by Li. et al. who showed that a loss of ELOVL2 gene 

expression resulted in mitochondrial dysfunction, cellular stress and a resultant increase 

in cellular senescence, we propose that this could potentially be mediated by ELOVL2 

expression. Given the emergence of senolytic drugs that target senescent cell 

accumulation, in-depth knowledge regarding the role of cellular senescence in AAV could 

provide more specific and targeted treatment options to patients and we would therefore 

advocate for further research into the role of cellular senescence in AAV. 

 

In summary, we have shown that AAV patients experience accelerated DNAm age as well 

as highlighting the differential impact that ageing has on ANCA-driven immune 

responses. We have also conclusively demonstrated that type I IFNs are not systemically 

dysregulated in AAV and so AAV should not be classified as a type I interferonopathy. 

Overall, our results point to the importance of ageing and, more specifically, biological 
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ageing in the pathogenesis of AAV and suggest that the mechanisms associated with age 

be further studied in AAV patients. 
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6.1 Future work  

The work outlined in this thesis has helped to highlight the importance of biological age 

and age-related immune processes in the pathogenesis of AAV. The establishment of 

ELOVL2 methylation as a marker for epigenetic ageing in AAV has led to some interesting 

future avenues of research. Firstly, we would hope to continue our investigation into the 

mechanistic effects that increasing ELOVL2 methylation has on these patients. Although 

we have already established that methylation changes translate into transcriptional effects, 

we would further like to explore ELOVL2 protein expression as well as the potential 

effects that this has on mitochondrial function and stem cell exhaustion as was highlighted 

in mouse models. We are curious about the role of ANCAs in this process and plan to 

further investigate whether ANCA stimulation of isolated cells can mimic the results seen 

in AAV patient samples. Furthermore, the viability of this gene as a biomarker for disease 

activity and relapse in AAV is an area of great interest that we hope to delve into with 

future work. 

 

The effect that treatment had on DNAm-based age measurements is a very interesting and 

important find from this project and has raised many questions regarding the efficacy of 

epigenetic modelling in a disease context. Future work should further explore these 

results in different disease settings as well as potentially dive into the mechanistic drivers 

of this in more detail.  

 

Although we explored many aspects of the innate immune response during this project, 

as discussed in Chapter 4 some of this work was underpowered in terms of participant 

numbers, and so future work would have to be carried out in order to confirm these 

findings.  As well as this, one important pathway that we were unable to explore was the 

complement system. The complement system refers to a series of pathways that play a 

crucial role in pathogen defence and immunomodulation. It can be further categorised 

into 3 specific pathways: classical, lectin and alternative [318, 319]. Interestingly, recent 

studies have demonstrated that age significantly alters complement levels and 

functionality in a healthy population [318]. Dysregulated activation of the alternative 

pathway has also been shown necessary in the development of ANCA associated 

vasculitis. Avacopan, a complement component inhibitor, has recently been shown to 

promote sustained remission in AAV patients and this has since gained approval for 
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clinical use [195]. The links between ageing, complement activation and AAV is therefore 

a very interesting prospect for future research.  

 

Finally, this thesis has focused primarily on innate immune cell function with age. Both 

innate and adaptive immune responses are altered with age and indeed both innate and 

adaptive immunity are implicated in the pathogenesis of AAV. Previous work undergone 

on mouse models of AAV have suggested an increased sensitivity to MPO immunisation 

with age, a response largely driven by the B and T cells. How changes to the adaptive 

immune response effect AAV development in humans should be explored further in the 

future.  
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6.2 Final Remarks  

The effect that biological ageing has on AAV development is an extremely understudied 

area of research. With chronological ageing being arguably the most important risk factor 

in relation to initial AAV development, the biological implications that this has in terms 

of AAV pathogenesis are important to uncover. Through this research I aimed to 

investigate the relationship between ageing and AAV activity with a specific focus on 

biological ageing and innate immune cell functions. The key finding from this work are 

as followed. 

 

• Biological ageing is accelerated in AAV patients compared to healthy controls as 

measured using an ELOVL2 epigenetic clock model. 

• Induction treatment with either cyclophosphamide or rituximab effects DNAm-

based epigenetic age analysis, decreasing EAA in AAV patients. 

• Changes in ELOVL2 methylation correlate with transcriptional changes in 

ELOVL2 gene expression. 

• Certain innate immune functions differ with age in response to ANCA stimulation 

with cells isolated from older donors often showing heightened pro-inflammatory 

induction. 

• Type I regulated IFN responses are not dysregulated with age and therefore AAV 

should not be considered a type I interferonopathy. 

 

Overall, our work has demonstrated that biological ageing and age-related processes are 

involved in AAV pathogenesis and further investigation into this will help in our 

understanding of the AAV pathology and potentially lead to more specific treatment 

options for these patients (Figure 6.2.1). 
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Figure 6.2.1: 

 

Figure 6.2.1 Summary of Main Results 
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Appendix 1: Health Status Survey for Healthy Control Recruitment  
 

Section 1: Declaration of Health: 

Please initial the box if you agree with this statement   

 Initial 

I am, to the best of my knowledge, a healthy individual with no 

underlying chronic medical conditions  

 

 

Section 2: Demographic and Clinical Information 

Please answer the following questions 

What is your date of birth? (dd/mm/yyyy) 

 

What is your sex? (male/female) 

 

Which of the following best describes your smoking status? Circle the appropriate 

answer. 

 

Current smoker  

 

Previous smoker 

 

Never smoker 

What is your current weight (kg)? 

What is your current height (cm)? 

What is your ethnicity? 

 

White Irish Bangladeshi 

White British Chinese 

White and Black Caribbean Any other Asian Background 

White and Black African Caribbean  

White and Asian African 

Any other White Background Any other Black Background 

Indian Any other Mixed Background 

Pakistani Any other ethnic group 



 

 
 

199 

Section 3: Medical History: 

Please answer yes (Y) or no (N) unless otherwise specified   Y/N 

 

Do you have a medical history of any of the following? 

• heart disease 

• cancer 

• chronic kidney disease 

• diabetes 

• chronic infection 

• autoimmunity (e.g., arthritis, multiple sclerosis, systemic lupus 

erythematosus, inflammatory bowel disease, etc.) 

 

Do you attend any outpatient clinics? 

 

 

Are you capable of comfortably walking ¼ mile (1/2 kilometre)? 

 

 

Have you been exposed to any recent infections (within 2 weeks)? 

 

 

Have you received any recent vaccinations (within 2 weeks)? 

 

 

Have you received a COVID19 vaccination to date? 

 

 

If yes, please specify the vaccine type (i.e., AstraZeneca, Pfizer, Johnson & Johnson, 

Moderna etc.) and date of vaccine(s). 

 

Vaccine type: 

 

 

Date of dose 1 (dd/mm/yyyy) 

 

 

Date of dose 2 (if applicable) (dd/mm/yyyy): 

 

 

Date of 3rd dose (if applicable) (dd/mm/yyyy) 

 

 

Date of 4th dose (if applicable) (dd/mm/yyyy) 

 

 

Date of Covid 19 infection (if applicable) (dd/mm/yyyy)   

Are you currently on any forms of medication? 

 

 

If yes, please specify the medication(s) type, dose and frequency of intake: 
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Appendix 2: Ingenuity Pathway Analysis of AAV Samples 
 

IPA from publicly available RNAseq datasets (GSE108109)[320] on human AAV glomeruli 

samples compared to healthy controls. Orange represents signalling pathways that were 

downregulated in AAV samples compared to HC while blue represents pathways that were 

found to be upregulated in AAV. IPA was performed by Dr. Conor Finlay. 
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