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Summary

This thesis uses established visualisation design methods to characterize problems

in corpus linguistics. The identified problem areas are concordance collocation pat-

terns, frequency list comparison, and concordance meta-data analysis. The identifi-

cation of these problems required collaboration with researchers from corpus linguis-

tics. These collaborations explored example methodologies and research questions

in the domain.

Each of the three identified problem areas was addressed by designing visualisa-

tion tools. The three visualisations described in the thesis are:

1. Mosaic visualisation of positional collocation patterns in concordance.

2. ComFre visualisation for frequency list comparison

3. MetaFacet visualisation for exploring meta-data facet distributions of con-

cordance lists

A mix of encoding justifications, methodological impact/adoption, and labora-

tory study are used to validate the visualisations.

Mosaic effectively visualized collocation patterns showing improved speed and

accuracy over established methods. Concordance Mosaic’s methodological impact

was also high as corpus linguistic researchers adopted it to improve the efficiency of

analysis.

The ComFre visualisation was effective in comparing frequency lists even in

situations where the lists are of vastly different sizes. The methodological impact

of the technique had to be assessed as low since its only evidence of methodological

adoption was in the form of an example method created by a domain expert to

demonstrate the tool’s usefulness.
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MetaFacet was not available during the methodological review process. It does,

however, show clear advantages in task time for methodologies revealed during the

review.
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Chapter 1

Introduction

The result of visualisation is not a picture or an interface but a mental model

which can be focused, expanded, or navigated through interaction. Visual encoding

without justification must either be viewed as an artistic expression of the data or

analysed by the user to determine how the visualisation lens distorts the underlying

data. A visualisation should be grounded in the problem domain characterisation.

It should link the problem characterization to data abstractions and fully explain

its visual encoding choices. Mistakes at earlier stages propagate through the design

process, often leading to unsuccessful visualisation designs.

With this in mind, I set out in this thesis to explore the corpus linguistics domain

and find problems with effective visual solutions. Concordance analysis is a corpus

linguistic methodology wherein every instance of a keyword and its surrounding

context are extracted from a document or corpus and presented for inspection by

an analyst. The context consists of the words preceding and following the keyword

instances. The linguistic properties of the concordance list are then examined by the

analyst, using word frequencies, part of speech frequencies (colligations), patterns

of occurrence, or other linguistic properties [Sinclair, 2003, Scott, 2010].

Since Hans Peter Luhn invented the keyword-in-context indexing technique in

the 50’s [Luhn, 1960], concordance analysis has grown in popularity in fields such as

corpus linguistics, classical studies, and translation studies. The keyword-in-context

(KWIC) visualisation technique is the most used tool for analyzing concordance lists.

This visualisation consists of fragments of text containing the keyword, which have

15



been arranged vertically so that each occurrence of the keyword is aligned centrally

in the view.

Concordance analyses focus on analyzing keywords and their context in a corpus.

A natural question is how does one choose what keywords to investigate. The domain

expertise and understanding of the corpora under investigation play an important

role in finding useful keywords. Frequency lists are usually used to gain further

insight into the structure of a corpus. It is often useful to view the frequency in

reference to usage in some reference corpus, perhaps of general language usage.

These comparisons are generally performed using a side-by-side comparison of the

rank and frequency of two frequency lists.

In the last decades, empirical and corpus-based text analysis methods have come

to the fore. This is partly due to the vast amounts of digital text and changing the-

oretical perspectives. Computational and statistical methods for analysing textual

resources are collectively referred to as text analytics by language researchers and,

increasingly, end users of this technology. One of the key features of textual re-

sources in digital formats is the addition of meta-data to supplement the raw text.

In concordance tools, this meta-data seems to be mostly ignored for anal. The file-

name is usually supplied with a concordance, but more detailed information is often

only available as an afterthought.

The work presented in this thesis is the characterization of these three areas of

corpus analysis and the design and evaluation of visualisations to support them.

1.1 Research Questions

The research questions which drive the research presented in this thesis are:

1. Which methods employed by corpus linguists are not well served by visualisa-

tion?

2. How would visualisation tools affect the workflows of corpus linguists?

16



3. Can collocation patterns be visually summarized effectively?

4. Can unequal-length word frequency lists be effectively compared using visual-

isation?

5. Can meta-data visualisation supplement the concordance methodology?

By answering these questions, it should be possible to arrive at problems in

corpus linguistics which are not adequately served by visualisation. These problems

can be investigated regarding visualisation’s effect on existing methods and where

relevant new visualisation methods can be developed. Finally, the effectiveness of

the proposed visualisation solutions can be evaluated in relation to the identified

problems.

1.2 Contributions

The main contributions of this thesis are three visualisation tools for the analysis of

corpora:

1. Mosaic visualisation of positional collocation patterns in concordance.

2. ComFre visualisation for frequency list comparison

3. MetaFacet visualisation for exploring meta-data facet distributions of con-

cordance lists

A secondary contribution is an investigation corpus analysis methodologies which

were observed during the research.

1.3 Publications

Part of the work in this thesis is based on the following two papers
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COMFRE: A visualisation for Comparing Word Frequencies in Linguistic Tasks

[Sheehan et al., 2018]

A Graph-Based Abstraction of Textual Concordances and Two Renderings for

Their Interactive Visualisation [Luz and Sheehan, 2014]

1.4 Thesis Structure

The remainder of this thesis is structured as follows:

In Chapter 2, I present an overview of background work and review the related

literature on corpus linguistics and visualisation design. I begin with a discussion of

corpus linguistics in general, then narrow the focus to concordance analysis. The lit-

erature on visualisation design focuses on visual variable encoding and visualisation

design frameworks.

In Chapter 3, I present a Domain characterization that includes questions cor-

pus linguists would like to ask a corpus, example methodologies, and a literature-

based task analysis.

In Chapter 4, I present a conceptual data model of keyword-in-context con-

cordances. In combination with the domain characterisation, this conceptual model

enables structured encoding comparison of existing keyword-in-context visualisa-

tions. In addition, a structured encoding comparison of frequency list visualisation

is presented.

In Chapter 5, I present the design of the Concordance Mosaic interface for con-

cordance collocation pattern analysis. A graph-based data abstraction and details

of the encoding design are included here.

In Chapter 6, I present the ComFre interface for the comparison of frequency

lists. This chapter includes requirements analysis, encoding design and implemen-

tation details.

In Chapter 7, I present an evaluation of the Concordance Mosaic. The evalua-
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tion takes the form of a laboratory study. The study measures the time to complete

tasks and the correctness of the achieved result to compare the Concordance Mosaic

with the traditional Keyword-in context visualisation.

In Chapter 8, I present a review of the methodological impact of the Mosaic

and ComFre visualisations.

In Chapter 9, I present the MetaFacet Visualisation for analyzing metadata

counts from a concordance.

In Chapter 10 contains a discussion of the presented material from which con-

clusions are drawn.
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Chapter 2

Background

2.1 Corpus Linguistics Background

Corpus linguistics is fundamentally the analysis of language using collections of

texts. These collections are known as corpora. The corpus used for analysis must

be carefully chosen or created as “the results are only as good as the corpus” [Sin-

clair, 1991, p. 13]. Corpus linguistics is not strictly a branch of linguistics; it is

sometimes described as a methodology for performing linguistic analysis. Another

view of corpus linguistics is that it goes far beyond a simple methodology and should

be treated as a discipline in applied linguistics [Tognini-Bonelli, 2001]. Describing

a general corpus-based research methodology is difficult as there is no agreed-upon

research methodology nor a common set of research questions [Thompson and Hun-

ston, 2006] and, as Mahlberg [Mahlberg, 2005] points out, there is no sign of a

unifying theory binding together corpus linguistics analyses [Barlow, 2011]. One

of the reasons put forward by Gries [Gries, 2010] for the problematic relationship

between Corpus linguistics and linguistic theory is that “corpus linguists differ as

to what they think CL [corpus linguistics] is: a tool, method, discipline, theory,

paradigm, framework, ...;”[Gries, 2010, p. 1]

When corpora are used for analysis in linguistic branches such as semantics or

syntax, they are referred to as corpus-based, i.e. corpus-based semantics or corpus-

based syntax. This distinction serves to differentiate the approach from introspective

linguistic techniques.
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Figure 2.1: British National Corpus (BNC) sample of register breakdown and word
counts. Davies, Mark. (2004-) BYU-BNC. (Based on the British National Corpus
from Oxford University Press). Available online at https://corpus.byu.edu/bnc/ .

While any collection of more than one text is technically defined as a corpus, in

modern linguistics, a corpus is expected to be well defined in terms of its sampling

and representativeness, size, and machine-readable format.[McEnery and Wilson,

1996]. For example, the British National Corpus (BNC), created in the 1980s and

early 1990s, contains over 100 million words from texts in various genres. The

Corpus is separated into registers such as Fiction or Newspaper, and word counts
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for each register are supplied. An even more fine-grain breakdown of the registers is

provided to define the representativeness of the texts further, as seen in Figure 2.1.

The corpus is exposed as a web interface that enables various forms of analysis.

Pioneering work in corpus creation by Kučera and Francis in 1967[Francis and

Kucera, 1967] led to the Brown Corpus of written American English, the first

computer-readable general corpus of texts prepared for linguistic research on mod-

ern English. The corpus contains over one million words of text and has been tagged

to add grammatical information about each individual word (token) in the corpus.

The analysis of the Brown corpus, which appeared in Frequency Analysis of English

Usage: Lexicon and Grammar [Francis et al., 1982], is the earliest use of a modern

corpus in linguistics.

Modern computers have made corpus analysis quite popular at a previously im-

possible scale [Sinclair, 1991]. However, corpus-based approaches to linguistics have

been used as early as the nineteenth century, where studies of infant language were

collected and laboriously analyzed by hand [Taine, 1877, Preyer, 1898]. Several later

works, up until the mid-1950s, are clearly corpus-based. Boas’s work in “Linguists

of the structuralist tradition” [Boas, 1941], Fries and Traver’s [Fries and Traver,

1940] work in language pedagogy, and Eaton’s [Eaton, 1940] study of word meaning

frequency in several languages are all examples of early corpus-based studies.

In the late 1950s, the direction of linguistics quickly moved away from corpus-

based approaches and toward rationalist theories of linguists. Extremely influen-

tial works from Chomsky [Chomsky, 1957, Chomsky, 1965] were heavily critical of

corpus-based approaches to linguistics, favouring an approach based on theory and

introspective judgment. The criticisms can be summed up using two key arguments.

The first is that corpus-based methods encourage the modelling of the wrong thing.

They encourage the enumeration and description of linguistic phenomena, while the

goals of linguistic analysis should be introspection and linguistic competence. The

second criticism was that even if the enumeration of linguistic phenomena were the
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correct goal, a finite corpus can never represent an infinite language. These criti-

cisms were viewed at the time as fatal, and the techniques went through a period

of neglect during the 1960s and 1970s. However, the methodology was not entirely

abandoned. Over the passage of time, some of the criticisms were taken on board

while others proved to be irrelevant.[McEnery and Wilson, 1996] After this period

of drought in corpus usage, the techniques began to gain popularity; in the period

1976-1991, the number of studies published doubled every five years from 10 studies

prior to 1965 to 320 in the five years before 1991 [Johansson, 1991]. A citation

analysis study of corpus linguistics references in the period 1997 to 2016 identified

a growing number of corpus linguistic publications; in the period 1997-2001, 286

documents were identified; in 2002-2006 there were 669 publications; in 2007-2011,

there were 1,792 corpus linguistic publications identified, and in 2012-2016 there

were a total of 2,853 documents [Park and Nam, 2017].

The practitioners of corpus linguistics range across many diverse disciplines. For

example, McEnery and Wilson [McEnery and Wilson, 2001] introduce corpus lin-

guistics by covering topics such as lexical studies, grammar, semantics pragmatics

and discourse analysis, sociolinguistics, stylistics and text linguistics, historical lin-

guistics, dialectology, variation studies, psycholinguistics, the teaching of languages

and linguistics, cultural studies, and social psychology. While the exact method-

ology differs in each case, the use of computer-generated quantitative information,

the investigation of lexical or grammatical patterns in a corpus, and the qualitative

discussion of the quantitative and textual information are consistent components of

the techniques.

One example area in which corpus-based methods have grown in popularity

is Translation studies. Baker’s [Baker et al., 1993] early advocacy for the use of

corpus-based methods in the study of translation has led to its adoption in various

sub-fields of translation [Olohan, 2002, Baker, 1995, Rabadán et al., 2009, Zanettin,

2001, Zanettin, 2013]. The re-emergence of corpus-based methods had a transfor-
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mative effect. The corpus-based methodology has been described as one of the most

important gate openers to progress in translation studies.[Hareide and Hofland, 2012]

Corpora, for use in translation studies, were developed more slowly than in other

linguistic fields. Translations were excluded from language reference corpora, such

as the BNC. This exclusion would suggest translations were not viewed as represen-

tative of language in use by other linguists.[Olohan, 2002] Olohan’s introduction to

corpus-based translation studies [Olohan, 2004] puts corpus design as a key focus.

The types of corpora useful for translation studies, such as parallel and comparable

corpora, must be carefully constructed, taking into issues of corpus design and rep-

resentativeness. The choices of which translations and versions of a text to include

in a corpus implicitly affect the assumptions of any research carried out using the

corpus.

The design of corpora for translation studies is an active area that has to deal

with additional design challenges not often found in traditional corpora, such as

representing related texts (for example, translations of the same source text) and

designing multi-lingual corpora [Zubillaga et al., 2015]. The Translational English

Corpus (TEC) [Luz, 2000] is one of the oldest corpora designed specifically for

translation studies. TEC contains a collection of English texts translated from a

variety of languages, both European and non-European. The corpus is currently

maintained by the University of Manchester. TEC made possible empirical investi-

gations into the universals of translation and was quickly followed by monolingual

comparable corpora in languages such as Finnish, Swedish, and Portuguese. Simpli-

fication “the idea that translators subconsciously simplify the language or message

or both” [Baker, 1996, p. 176] was originally investigated using the TEC corpus

[Laviosa, 1997, Laviosa, 1997, Laviosa, 1998] before being replicated using a more

recent corpus [Xiao, 2010].

The use of corpora in translation studies has now come of age in both descriptive

and applied research [Laviosa, 2010], and ambitious projects such as Genealogies Of
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Knowledge continue to create modern corpora for the translation research commu-

nity.

While the exact definition and research questions of corpus linguistics vary, the

fundamental methods at the core of corpus-based investigations are consistent and

underpin the quantitative and qualitative justification for observable linguistic phe-

nomena.

2.1.1 Corpus linguistic methodology

Biber, Conrad, and Reppen [Biber et al., 1998] make a distinction between the use

of corpus linguistics for the study of language structure and language use. Topics

such as grammar, lexico-grammar, and discourse characteristics are discussed under

the umbrella of analyzing the characteristics of language features. Historical and

stylistic investigations, language acquisition and development, and English for spe-

cific purposes are used to exemplify techniques for investigating the characteristics

of varieties. This second group of examples emphasizes analysing and comparing

registers and dialects. Registers are defined as varieties defined by their situational

characteristic. These registers can be very specific such as the works of an individual

author, or more general, such as conversational language. Registers differ from di-

alects; dialects are defined by their association with a speaker group, such as regional

or social groups. The analysis of the corpus in the examples treats each register as

its own corpus (sub-corpus). Characteristics within each register are interesting, as

are the between-register comparisons.

Corpus linguistics makes use of quantitative techniques, employing frequency

and statistical analysis to collect evidence of language structure or usage. Many of

the methods can be thought of as empirical linguist techniques. However, a common

misconception is that corpus-based approaches are entirely quantitative and do not

require any qualitative input [Baker, 2006]. Biber presents a collection of quanti-

tative corpus-based methods. In each case “.. a great deal of space is devoted to
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the explanation, exemplification, and interpretation of the patterns found in quan-

titative analyses. The goal of corpus-based investigations is not simply to report

quantitative findings but to explore the importance of these findings for learning

about the patterns of language use”[Biber et al., 1998, p. 5]. These qualitative in-

terpretations are important “... a crucial part of the corpus-based approach is going

beyond the quantitative patterns to propose functional [qualitative] interpretations

explaining why the patterns exist”[Biber et al., 1998, p. 9]. In a linguistic study,

before the application of quantitative techniques, the formulation of hypothesis and

research questions is often informed by qualitative analysis and/or prior knowledge

of the texts under investigation. A qualitative approach must precede a good quan-

titative study if anything beyond a simple description of the statistical properties

of the corpus is to be achieved [Schmied, 1993].

2.1.2 The Concordance

Concordance analysis is a core activity of scholars in a number of humanities dis-

ciplines, including corpus linguistics, classical studies, and translation studies, to

name a few. Through the advent of technology and the ever-increasing availability

of textual data, this type of structured analysis of text has grown in importance

[Sinclair, 1991, Bonelli, 2010]. In the public domain, concordance programs are the

most common way corpora are manipulated, and many commercial concordance

tools are available. Some of the most popular tools which have concordance brows-

ing at their core include WordSmith Tools [Scott, 2008], SketchEngine [Kilgarriff

et al., 2008] and AntConc [Anthony, 2005]. An example of the concordance browser

AntConc in use can be seen in Figure 2.2. The keyword “word” is highlighted in

blue, and the concordance is sorted at the position immediately to the right of the

keyword (highlighted in red). While there is some variation in advanced features

across the range of concordance browsers, each provides a windowed concordance

that can be explored (via scrolling or multiple pages) and is usually sortable at word
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positions. This simple feature set is the key to supporting the traditional corpus

linguistic methodology of concordance analysis.

Figure 2.2: AntConc Concordance Browser.

In concordance analysis, every occurrence of a keyword of interest in a corpus is

displayed along with its context. The context is an ordered list of words that precede

and follow the keyword. The analyst then seeks to discover the linguist properties

of the keyword and the contextual patterns which predict them by observing the

frequencies of occurrence, in the keyword’s context, of words (collocations), word

combinations, parts of speech (colligations) or the various other lexical classifications

[Sinclair, 2003, Scott, 2010].

The most widely used tool in this kind of analysis is a form of tabular visualisation

tool known as a concordance browser. Hans Peter Luhn first proposed the creation of

concordances through the keyword in context indexing technique in the 50’s [Luhn,

1960]. KWIC displays are enhanced in interactive systems by features such as search

and context sorting and are widely used not only by academics and scholars but also
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by professional translators and post-editors [Karamanis et al., 2011].

is invisible to the naked eye. From egg to egg

simply invisible to the naked eye. It crawled without a

sort out with the naked eye the blur of bodies

diagnose it with the naked eye, and there are two

at him with her naked eye, almost with curiosity.

are therefore keeping a watchful eye on both the reach

we will keep a watchful eye open to ensure that

Figure 2.3: KWIC display for the word “eye”.

Corpora typically contain more information than an individual can efficiently

analyze without sampling. A KWIC-indexed corpus can efficiently retrieve every

occurrence of a keyword and the contexts in which it appears in the corpus. The

retrieved concordance is typically displayed with the keyword aligned centrally. A

very simple representation of a KWIC display for a sample concordance of the

keyword “eye” is shown in Figure 2.3. The keyword is aligned vertically, and five

words of the left context are displayed, and four words of the right context are in

view. The choice of five and four words is arbitrary in this case. However, Sinclair

[Sinclair, 2003, p. 174] mentions a span of four or five words is “sufficient for most

descriptive purposes and not so large that a great deal of extraneous material is also

collected”. In this oversimplified example two lexical patterns in the concordance

are apparent, the patterns “the naked eye” and “the watchful eye”.

Analyzing a corpus by using a concordance, is very different from traditional

analysis of an individual text [Tognini-Bonelli, 2001, p. 2-4]. Table 2.1 lists several

points of difference between analyzing language use in an individual text and a cor-

pus. When examining a corpus, evidence found relates to a generalized form of usage

based on the formal definition of the corpus, evidence gleaned from a text, while

found in a (verbal) context, is also evaluated in terms of the cultural and situational

context of the text. Traditional analysis involves reading horizontally (from left to

right in English), boundaries such as sentences and paragraphs are important for the
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A Text A Corpus

1. read whole

2. read horizontally

3. read for content read

4. read as a unique event

5. read as an individual act of will

6. instance of parole (the actual linguis-
tic behavior or performance of indi-
viduals, in contrast to the linguistic
system of a community.)

7. coherent communicative event

1. read fragmented

2. read vertically

3. read for formal patterning

4. read for repeated events

5. read as a sample of social practice

6. gives insights into langue (a language
viewed as an abstract system used by
a speech community, in contrast to
the actual linguistic behaviour of in-
dividuals.)

7. not a coherent communicative event

Table 2.1: Differences between a text and a corpus. Adapted from Corpus Linguis-
tics at Work [Tognini-Bonelli, 2001, p. 2-4].

analysis. ”Reading” a corpus in the KWIC format, is done vertically by scanning

the contexts around the keyword for repeated patterns. The concordance makes

the context around the keyword available, and the individual instances can be read

horizontally in the broader context of the vertical patterning. The concordance can

be viewed as represented on the horizontal axises syntagmatic structure, and the

vertical axis represents the pragmatic availability (the meaning choices available to

a writer) in the corpus under investigation. Furthermore, many corpora include in-

formation about the texts they contain (meta-data), and linking this information to

the concordance narrows the gap between the quantitative and qualitative analysis

available in a concordance browsing tool. The TEC corpus browser, for example,

has a feature which displays all of the available information (meta-data) about a

concordance line, such as the source file name, author, publication date and more.

Paul Baker explicitly sets out a step-by-step approach to a typical concordance

analysis in the discipline of discourse analysis. Table 2.2 shows these steps. Between

steps one and two, the expertise of the linguist is essential in deciding the starting

point for analysis. Many of the steps call for the identification of patterns using the
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Concordance analysis of discourse

1. Build or obtain access to a corpus

2. Decide on a search term/terms

3. Obtain a concordance of the search terms

4. Clean the concordance (by removing repetitions or irrelevant lines)

5. Sort the concordance repeatedly on different words to the left and right while looking
of evidence of grammatical semantic or discourse patterns

6. Look for further evidence of such patterns in the corpus

7. Investigate the presence of particular terms more closely (explore collocates or distri-
bution in reference corpora of general language)

8. Once no more patterns can be found, carry out a close analysis of the remaining
concordance lines. (Look for similarities or patterns in terms of meaning or discourse)

9. Note rare or non-existent cases of discourses based on your own intuitions. (See if such
discourses occur in other more general corpora

10. Attempt to hypothesize why the patterns appear and relate this to issues of text pro-
duction and reception

Table 2.2: Condensed version of a ”Step by step guide to concordance analysis”
found in Using corpora in discord analysis [Baker, 2006, p. 92].

concordance. The close analysis of patterns in concordance lines is used to form a

hypothesis in relation to the linguistic property of interest.

One of the foundational works in concordance analysis is Reading Concordance by

John Sinclair[Sinclair, 2003]. In Reading Concordance, eighteen tasks are presented

as examples of concordance analysis. The tasks are presented in a workbook-like

manner with example concordances and questions to answer. Each task comes with a

detailed answer key that explains the analysis steps required to answer the questions

and the linguistic interpretations of the analysis.

Table 2.3 gives an overview of the tasks in Reading Concordance . These tasks are

organized into four difficulty levels and cover a wide range of analyses. The reader is

taught how to use corpus evidence to understand word meaning by looking for many

different types of linguistic features. Many tasks require analysis of the concordance

in terms of word frequency relative to a keyword. For example, in task four of level
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Level 1 level 2 level 3 level 4

1. How meanings
are shown

2. Underlying regu-
larity

3. Words as liabili-
ties

4. Literal and
metaphorical

5. Meaning focus

1. Specialised mean-
ing

2. Subtle distinc-
tions

3. Meaning flavour

4. Extensions of
grammar

5. Meaning and con-
text

1. Words difficult to
define

2. Ad-hoc meaning

3. Grammatical
frames

4. Hidden meanings

1. Closely related
meanings

2. One and one is
not exactly two

3. Common words

4. Singular and plu-
ral

Table 2.3: The tasks presented in Reading Concordance [Sinclair, 2003]. Task levels
are in increasing order of difficulty.

one, a concordance of “free hand” is analysed in detail to discover the difference

between its usage as a literal or metaphorical phrase (the concordance of “free hand”

used in the task can be seen in Figure 3.3). The reader must answer twelve questions

that focus mainly on understanding the patterns of words surrounding the keyword.

These patterns, known as collocation patterns, are analysed by investigating the

frequency of the words which appear with a keyword. Collocation patterns are the

key to the analysis and understanding presented in the majority of the tasks.

Some advanced tools for the analysis of concordance can be seen in AntConcs’

dispersion plot Figure 2.4 and WordSmiths Tools Pattern windowFigure 2.5. The

dispersion plot shows a keywords position in every file of the concordance. The

Pattern view displays a frequency-ordered list of words for each position in a con-

cordance.

2.1.3 Genealogies of Knowledge Project

The Genealogies of Knowledge Project (GOK) focuses on translation phenomena

and other sites of mediation involving three distinct lingua francas: medieval Ara-

bic, early Latin and modern English. It engages with key historical moments that

31



Figure 2.4: AntConc Concordance Plot. Useful for identifying keyword position and
dispersion within and across the files of a concordance.

have brought about transformations in the interpretation of two constellations of

concepts across the last 2500 years. The first constellation relates to the body

politic and includes concepts currently expressed by the following lexical items in

English: polis, polity, democracy, civil society, citizenship, nation, state, natural

law, and human rights. The second constellation consists of concepts that underpin

scientific, expert discourse (including medical discourse as a case in point), such

as experiment, observation, evidence, proof, episteme, truth, falsehood, aetiology,

causation, justification, fact, validity, and expertise.

Collaboration with researchers from this project was the source of the domain-

specific knowledge used to guide visualisation design in this thesis. All visualisations

created are available as plugins for the GOK Concordance Browser.
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Figure 2.5: Concordance patterns for the keyword “love” from WordSmith Tool
[Scott, 2008].

2.2 Information Visualisation Background

2.2.1 Visual Variables

Jacques Bertin proposed an original set of “retinal variables” (visual variables) in

Semiology of Graphics (1967) [Bertin, 1983]:

• Position

• Size

• Shape

• Value (lightness)

• Color hue

• Orientation

• Texture

The list has since been further expanded to include :

• Color saturation

• Arrangement
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• Crispness

• Resolution

• Transparency

Each of these variables can be used to encode information on the 2-dimensional

plane. Using the original variables, a visual item can be positioned, sized, shaped,

and given lightness, colour, orientation and texture without visual interference. Each

of these variables could be used to encode a separate piece of information, or multiple

variables can be used for the same information to emphasise the visual encoding of

that information.

2.2.2 Visual Variable Ranking

In 1984 William S. Cleveland and Robert McGill wrote a foundational paper on

graphical perception [Cleveland and McGill, 1985] , in this paper, they discuss

many perceptual limitations and advantages of the human visual system. This

paper is considered a breakthrough in visualization design theory. The paper estab-

lished an accuracy ranking of quantitative perceptual visual variables, as shown in

the Figure 2.6. Higher visual variables are more accurate than lower variables for

quantitative tasks. This accuracy is sometimes referred to as perceptual efficiency

in visualisation literature. For quantitative data, the ranking of these tasks was

empirically verified by experiment and reported in the paper.

In 1987 Jock D. Mackinlay wrote Automating the Design of Graphical Presen-

tations of Relational Information. Mackinlay extended the work of Clevland and

McGill by suggesting an ordering of perceptual efficiency of visual variables for Or-

dinal and Nominal data types. The diagram in Figure 2.7 has been used as a guide

for effective visualisation design since its first appearance in Mackinlays work.

In this thesis, I use Mackinlay’s ranking to design and compare visualisations.

In particular, in section 4.2 and section 4.3, structured encoding comparison relies
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Figure 2.6: Quantative ranking of visual variables for quantitative tasks proposed
in [Cleveland and McGill, 1985].

Quantitative
1. Position
2. Length

3. Angle
4. Slope
5. Area

6. Volume
7. Density

8. Color Saturation
9. Color Hue

10. Texture
11. Connection

12. Containment
13. Shape

1. Position
2. Density

3. Color Saturation
4. Color Hue

5. Texure
6. Connection

7. Containment
8. Length
9. Angle

10. Slope
11. Area

12. Volume
13. Shape

1. Position
2. Color Hue
3. Texture
4. Connection
5. Containment
6. Density
7. Color Saturation
8. Shape
9. Length
10. Angle
11. Slope
12. Area
13. Volume

Ordinal Nominal

Figure 2.7: Ranking of Visual Variables for Nominal Ordinal and Quantitative Data
(adapted from [Mackinlay, 1986]).

on this ranking of visual variables to compare and evaluate the perceptual efficiency

of the existing visualisation designs.
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Figure 2.8: Nested model of visualisation design.

2.2.3 Nested Model of Visualisation Design

The nested model of visualisation design [Munzner, 2009] gives clear guidelines for

visualisation design. The model, as seen in Figure 2.8, splits the design of visu-

alisations into four cascading levels. It argues that a real-world problem must be

identified to design an effective visualisation. If that is done correctly, the next stage

is creating a data abstraction that correctly models the information required to ad-

dress the problem from level one. Only after the first two steps are complete can

a visualisation be created through visual encoding techniques. The visual encoding

technique uses the visual variables, seen in Figure 2.7 and their rankings [Mackinlay,

1986] to map the data abstraction in the second level into a visual representation.

The nested model also offers guidance in evaluating visualisation design. Fig-

ure 2.9 shows the possible threats to visualisation validity at each model level. The

techniques for validating the visualisation to help mitigate these threats are also

supplied. The position of validation steps in the model shows what is required at

deeper levels before the current level can be validated using that technique. For

example, observing adoption rates requires completing every stage of the nested

model before it can be used to validate the domain characterization. Justification

of encoding choice is a particularly good validation technique, justification can give

strong validation evidence for a visualisation [Ellis and Dix, 2006].
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Figure 2.9: Nested threat model of visualisation design.

2.2.4 Activity-Centered Network Model

The Activity-centered network model for domain characterization in problem-driven

scientific visualisation [Marai, 2018] suggests adding requirement specification anal-

ysis to the validation of domain characterization in the nested model. The technique

is an extremely detailed process for characterizing a domain based on interaction

with experts in a scientific field. It suggests an interview and review of questions

the users would like to answer about their data. Several probes are also described to

ensure visualisation is valid, such as investigation of related visualisation to ensure

the visualisation is necessary.

One technique from this model, which is used in section 3.2, is the 20 questions

approach for elicitation of requirements at the domain characterisation stage. This

technique asks domain experts to envision their dataset as an entity to which they

can ask questions. By asking them to come up with 20 questions to ask the dataset,

subquestions and hierarchies often emerge, leading to productive discussions about

requirements which go beyond high-level desires and towards detailed specifications.
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Figure 2.10: Activity-centered network model for domain characterization in
problem-driven scientific visualisation. The model has four chronological steps, in-
dicated by colour in this figure. A heavier outline of a node marks it as critical.
These critical components must be completed, or the validity of the visualisation
design is threatened. Dashed nodes are optional. In this network model, arrows
indicate unidirectional flow, while arcs indicate bidirectional flow. The complete
specification of the model([Marai, 2018]) provides detailed actions for completing
each stage of the model in order to create a set of requirements for a visualisation
design.

2.2.5 Information Visualization Reference Model

The information visualization reference model (or data state model)[Chi and Riedl,

1998] is a conceptual framework that enables the concise description of the visualisa-

tion construction process. The framework allows the classification of data states into

four stages and enables the description of transfer between these states by the use

of data operators. The four stages a data state can be classified under are data, an-

alytical abstraction, visual abstraction and view. This model is typically represented

as a diagram where nodes represent data states and edges represent operators. Op-

erators are also subject to the same stage classifications. However, between-stage

operators also exist. The reference model for the Mosaic visualisation, an interface

developed as part of the work described in this thesis, is shown in Figure 5.6.

In the first stage (Data), the states contain data representations or raw data,

which is operated on in ways such as combining, adding, deleting or filtering the data.

A between-stage operator structures this data in some way (usually by extraction),

moving the data to a state which can be considered an ”analytical abstraction”,
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e.g. a graph, tree or metadata etc. This process is referred to as ”data transfer”.

Operations within the ”analytical abstraction” stage often take the form of selection

operations where some analytical process selects a subset of the data. Visualisation

transfer now takes place, transforming the data state to one which can be directly

mapped to a visual representation. Operations at this visualisation abstraction

stage deal directly with how the data will be visualised, e.g. combining nodes in

a cluster representation. The visual mapping transfer is done by operators which

create views from visual abstractions. Each state at the view stage is a visualisation

of the data. View stage operators modify an existing view to produce an altered

one, e.g. zooming, highlighting, panning etc.

Using this model, an extensive review of information visualisation applications

has been created [Chi, 2000]. This provides a taxonomy of visualisation techniques

and serves to illustrate the descriptive power of the data state model. Additionally,

the data state model has been shown to be functionally equivalent to the data-flow

model, which is accepted as ”an industry-standard way of constructing visualization

for large scientific data sets”. [Chi, 2002]

2.3 Conclusion

This chapter provides background knowledge on corpus linguistics and information

visualisation. These two topics areas are essential to the interpretation of the con-

tributions of this thesis. In the coming chapters, the material in this chapter will

be used to describe the requirements, designs, and evaluations of visualisation con-

tributions.

In the next chapter (chapter 3), efforts at domain characterisation (a technique

described in subsection 2.2.3) are presented.
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Chapter 3

Domain Characterisation

This section explores the domain of corpus linguistics to identify problems and

methods which will benefit from visualisation. Visualisations which address the

needs of corpus linguists are much more likely to be effective if those needs are well

understood. The inclusion of domain experts in this visualisation design stage is

very beneficial. However, talking to users is typically insufficient in forming a full

and accurate domain characterization. Expert users help define the domain’s high-

level goals and tasks and rank the importance of tasks. The characterization can

be made more detailed by using methods such as examination of domain literature,

contextual studies [Sedlmair et al., 2012], and requirements gathering [Marai, 2018].

By performing a domain characterization, as outlined in the nested model [Mun-

zner, 2009], the methodologies used to achieve the identified goals can be investi-

gated. The aim is to extract the low-level tasks which are performed in the process

of working towards the higher-level goals. This analysis can be arranged as a hi-

erarchy of goals, tasks, and low-level actions. The hierarchy can then be used to

gain insight into the challenges faced by corpus linguists and how they have been

previously addressed.

The characterization presented in this section will be used in later chapters to

guide encoding design. Once an adequate characterization of the domain is pre-

sented here, visualisation prototyping can be used to explore the identified prob-

lems. Before prototyping, further problem-specific domain characterization may be

useful for the individual problem. Comparing existing techniques and visualisations
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for a particular problem specification and establishing expert user familiarity with

these techniques can help avoid the main threat to validity at this stage (visualizing

the wrong problem). Possibilities Exploration, as described by the activity-centred

model Figure 2.10, is the identification of other desirable features that the users

did not previously consider. If these desirable features can be identified early in the

design stage, there will be less deviation from the functional specification in the final

visualisation.

Requirement specification and validation has been shown to be a worthwhile

endeavour when creating scientific visualisations [Marai, 2018], the activity-centred

model, shown in Figure 2.10, established an approach to domain characterization,

which makes used of detailed requirements gathering techniques. The domain char-

acterization was not originally based on the activity-centred model. However, the

majority of the techniques described were covered by the analysis. Describing the

contribution within this framework helps with creating a user-centric description

of corpus analysis, from which functional specifications were extracted. Through a

multi-year collaboration with the researchers of the GOK project, the visualisation

requirements were established and revised. Project meetings, regular video confer-

ences, and informal discussions about the goals of the project led to the majority of

the insights. Where clarification was needed, formal requests for written feedback

were made.

3.1 User Expressed Requirements

Initial conversations with domain experts of the GOK project focused on the goals

and requirements of the expert users for the initial prototype. Their main require-

ment was to create visual tools that support the analysis of the unique corpus cre-

ated by the GOK project. General corpus linguistic workflow should be supported

to enhance the analysis of this unique data source. In addition, the project seeks
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to establish new quantitative methodologies for the analysis of corpora. The tools

should support analysis of the corpus’s temporal aspect and multilingual nature.

The visualisation tools must be created as plugins for the GOK corpus browser.

The GOK software was adapted from the TEC corpus browser with an estab-

lished user base of several thousand unique users. The target users are corpus

linguists in general and translation studies researchers as a specific subgroup. The

typical methodology of these users is based on concordance analysis in the style of

John Sinclair [Sinclair, 2003]

3.2 Tasks for Corpus Analysis

Two researchers from the GOK project (who will be anonymously named Daisy

and Dave) were requested to list 20 questions which they would like to be able

to answer about a corpus. This 20-question technique for requirements elicitation

is established in the activity-centred network model [Marai, 2018], as described in

subsection 2.2.4.

The researchers were asked to list the questions them in order of importance

where possible and made themselves available to discuss the lists. The request for

the lists was made a week before the meeting to discuss the results. Possible methods

for answering the questions were discussed with the researchers, and the proposed

methods were included with the questions.

3.2.1 Daisys questions to ask a corpus

Daisy created the list with a very loose ranking system. The categories and questions

are in order of when they were thought of; she suggests this may be implicitly corre-

lated with question importance. The three categories she identified were keywords,

collocational patterns and temporal spread.
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3.2.1.1 Keywords

Pros

1. How many times is the chosen keyword used across all of the corpus texts as

a whole?

• Method: Frequency list

2. Is the keyword used with more or less uniform frequency in each of the corpus

texts individually, or are there significant imbalances in the dispersion of the

keyword?

• Method: Look at filenames associated with the concordance lines. This can

be done in the GOK concordance browser.

3. Which specific corpus texts use a given keyword proportionally greater fre-

quency? And lesser? What patterns can we see if we rank the corpus texts by

the number of hits for this keyword?

• Method: Look at the filename for the concordance lines and compile a

spreadsheet

4. Which linguistic-grammatical form(s) of the term/concept under investigation

(e.g. singular vs plural, forms suffixed with -ship, -like or -ly) is/are more

common across the corpus as a whole?

•Method: Use the concordance browser to search terms and record the number

of lines returned

5. To what extent are the relative proportions of these different word forms the

same or different within each corpus text?

• Method: Sub-corpus selection, look at the concordance lines, and compile a

spreadsheet containing each of the terms and their frequencies per text.
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6. Are there other related keywords we might study in order to expand our in-

vestigation? Can the software suggest important keywords to these texts that

we might not have considered?

• Method: Currently, this is performed by the expert suggesting her own

alternative keywords.

7. If so, are the frequencies of these terms similar or different to the first key-

word, both across all of the corpus texts as a whole and in each corpus text

individually?

• Method: Search these terms and analyze the number of concordance lines

and file names associated with them. A spreadsheet is often useful.

3.2.1.2 Collocational patterns

“N.B. These questions assume the keyword is a noun. From my experience so far,

I don’t believe much would change in terms of the tools required for analysis if the

keyword were an adjective or verb etc... This is because we would still be interested

in finding patterns in the words that appear in close proximity to the keyword.”

1. What are the adjectives that most commonly modify the chosen keyword

(LEFT +1) across all of the corpus texts as a whole?

• Method: Sort concordance browser and visually scan while scrolling.

2. What adjectives most commonly modify the chosen keyword (LEFT +1) in

each text?

• Method: Sub-corpus selection and estimate frequency at a position in con-

cordance.

3. Are there any adjectives that modify the chosen keyword significantly more

frequently in one text when compared with the others?

• Method: Investigate the results of question 3, possibly using a spreadsheet

44



4. Are these adjectives only used to describe this keyword, or are they connected

to other keywords in this text?

• Method: Calculate some measure of collocation strength between the iden-

tified context words and the keyword.

5. What verbs are most commonly associated with the keyword (normally, RIGHT

+1, RIGHT +2) across all of the corpus texts as a whole?

• Method: Concordance analysis investigating frequency at several positions

6. What verbs are most commonly associated with the keyword (RIGHT +1,

RIGHT +2) in each of the corpus texts individually?

• Method: Sub-corpus selection or look at concordance sorted on filenames for

short concordance lists. Followed by an analysis of frequency at the desired

positions

7. Are there patterns of interest in any of the other word positions relative to the

keyword? For example, if the keyword is a label used to describe a particular

kind of political agent, we might be interested in examining what collective

nouns are used to group and characterize these political agents (e.g. a mob of

citizens, a tribe of politicians: LEFT +2).

• Method: Try to get a global overview of context word frequencies by repeat-

edly sorting different positions and trying to identify frequent patterns.

3.2.1.3 Temporal spread

“These questions assume the keyword is a noun. From my experience so far, I don’t

believe much would change in terms of the tools required for analysis if the keyword

were an adjective or verb etc... This is because we would still be interested in finding

patterns in the words that appear in close proximity to the keyword.”
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1. In what ways do these patterns correspond to the temporal spread of these

texts (i.e., given that some of these texts were published in 1850, others in

2012)?

• Method: Select temporal sub-corpora and perform keyword and collocation

pattern analysis

2. Is a particular keyword more frequent in one time period or another (e.g.

within a specific year, decade, or longer historical period, e.g. the Victorian

era, post-1945, pre-1989, etc.)?

• Method: Split corpus into temporal sub-corpora and examine keyword fre-

quency. This may be very time-consuming as the number of temporal sub-

corpora (slices) could be large.

3. Are there time periods when the keyword does not feature?

• Method: Answering question 2 should suffice

4. Can certain adjectives/nouns/verbs be found to collocate more frequently with

the keyword (in a particular word-position) in those corpus texts produced

within one time period versus those produced earlier or later?

• Method: Comparison of collocation patterns in these sub-corpora (temporal

splits). Could be very slow.

5. Are the changes in the relative frequency of a keyword over time similar or

different to the patterns observed with regard to other keywords?

• Method: Temporal keyword analysis (question 3) for multiple keywords.

6. To what extent can these patterns be explained by other factors (especially

those pertaining to the construction of the corpus itself, e.g. the uneven dis-

tribution of tokens across the corpus as a whole)?

46



• Method: Expert analysis of the results in the context of domain knowledge

and understanding of the limitations of the data source (the corpus).

3.2.2 Daves questions to ask a corpus

Dave decided to split the questions into four categories Keyword, Text, Author

and Corpus. The order of the sections is by importance. Within each section,

the questions are also ranked by importance. Dave was keen to point out that the

questions from the sections will often intertwine, and the importance ranking is only

an approximation.

3.2.2.1 Keyword

“i.e. in case one wants to study a specific keyword in any number of texts”

1. How frequent is the keyword, and where is it ranked in a frequency list?

• Method: Question one can be answered by consulting a frequency list and

looking at the number of concordance lines returned for a search. This is

possible in most concordance browsers, including the GOK corpus browser.

2. With which words is the keyword most frequently combined, in a span of 4

positions to the left and right?

• Method: The second question requires an investigation of word frequencies

at positions relative to the keyword. This can be done using the concordance

browser but is time-consuming for large concordance lists.

3. What is the approximate strength of the collocational patterns observed?

• Method: Question three could be answered by calculating a statistical as-

sociation between the keyword and a context word. One measure used in the

field is Mutual Information.

47



4. Are there intuitive variations of the keyword (both formally and semantically)

that occupy similar positions and display similar collocational patterns?

• Method: Question four is answered by the users understanding of the key-

words meaning and linguistic properties.

5. Which position does the keyword take in the clause, the sentence, and the

text?

• Method: Question five would require information from the individual text

in the form of an extract or full text.

3.2.2.2 Text

“i.e. in case one wants to uncover the properties of a certain text”

1. What are the most frequent content words in the text, and how does this

compare to other texts of a similar character?

• Method: The first question could be answered by comparing frequency lists

for texts. The exact method to achieve representative comparison is unclear.

2. What are the most frequent function words and connective elements in the

texts, and with which of the content words above do they recurrently combine?

• Method: The first part of the second question could be answered in a similar

manner to question one. The second part would require some other technique,

such as concordance analysis, by searching and analyzing the contexts of the

high-frequency keywords of interest.

3. What are the most common proper names in the text?

• Method: Difficult to answer without the tagging of these names either man-

ually or automatically

4. Having identified all the above, do they vary in their dispersion across the

document?
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• Method: Extracting the full text and analyzing keyword position or disper-

sion analysis tool such as AntConcs Concordance Plot Figure 2.4

5. Having established all the above, where are (dis-)continuities situated in the

text? (For instance, does the introduction display a different textual character

than the body of the text)

• Method: Similar to question four.

3.2.2.3 Author

“i.e. in case one wants to construct a profile for an author with multiple texts in

the corpus”

1. Which words are the most frequent in each individual text written by the

author in question, and how does this compare to the overall frequency of

words in all the author’s texts combined?

•Method: Use sub-corpus selection to investigate frequency lists for individual

authors or files.

2. Which words does the author use significantly often in comparison to other

authors similar in a temporal, spatial, linguistic, or social context?

• Method: Use domain knowledge to split the corpus into relevant sub-corpora

and compare frequency lists

3. Who does the author frequently cite?

• Method: Citations would need to be tagged or automatically identified in

some way for this to be feasible for large sub-corpora

4. Which multi-word expressions occur significantly often?

•Method: Identify multi-word expressions for sub-corpora. Concordance anal-

ysis of frequent terms Nlp techniques exist for extraction of candidate multi-

word expressions.
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5. Given all the above, are there temporal changes to be observed in the author’s

textual profile?

• Method: Expert interpretation of the results

3.2.2.4 Corpus

“i.e. in case one wants to interrogate a corpus varied in textual material”

1. What are the corpus’s most frequent words, collocations, and other multi-word

expressions?

• Method: Frequency lists, concordance analysis, automatic methods.

2. Can the frequency of the above be attributed to a limited number of texts, or

is it characteristic of the corpus as a whole?

• Method: Search the keywords and regular expressions of interest. Sort by

filename and estimate the frequency of each lexical item of interest per file.

3. If the texts in the corpus display varied patterns regarding the above, how are

relevant keywords, collocations, and multi-word expressions distributed across

the corpus in terms of the publication date, source language, author, etc?

• Method: This is difficult to do as meta-data for each file has to be investi-

gated individually. The best method is to perform sub-corpus selections for

the meta-data attributes of interest and perform concordance and keyword

analysis.

4. What can one say about the specificity of the corpus in question compared to

another specific corpus? (For instance, do certain keywords occur very often

in all texts studied while being very low-frequency in another varied corpus

set)

• Method: Comparison of keyword lists for corpora and concordance analysis

based on any discovered differences.
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5. Are the texts in the corpus explicitly connected through quotation or other

types of reference?

• Method: Tagging required to identify references

3.3 Example Methodologies

Our collaborators in the GOK project put a great deal of effort into corpus creation;

prior to the collection of the full corpus, these language scholars could not perform

full and rigorous scholarly analysis. However, preliminary studies and exploratory

hypothesis generation/testing began as the corpus matured during collection. At

this stage of the project, it became possible to investigate the practical requirements

of these expert users in relation to the GOK project goals.

3.3.1 Daisys example methodology

A member of the GOK project gave a brief presentation outlining an example

methodology and its challenges (the researcher was previously anonymously referred

to as Daisy) to help with the initial definition of visualisation goals for the project.

The methodology was explained in the form of a case study. The case study made

use of the portion of the GOK English corpus, which was available at the time. The

task was defined as comparing the patterning around the keyword “citizen* ”. The

* represents a regular expression search for continuations of the word citizen, such

as citizens and citizenship. The patterns identified are compared across two large

sub-corpora.

• Sub-corpus 1 A sub-corpus of modern English translations from Classical Greek

(1850 onwards);

• Sub-corpus 2 A sub-corpus of translated and non-translated texts written by

contemporary authors, published between 1992 and the present day.
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Figure 3.1: Visualisation proposed by GOK researcher.

The method itself consisted of two techniques. The first technique identifies

explicit definitions of ’citizenship’ within each sub-corpus. The researcher wants

to compile a list of frequently used verbs and prepositions at position ’keyword+1’

to find these definitions. To achieve this, the GOK corpus browser is used. Sub-

corpus 1 was selected using the sub-corpus selection tool, the regular expression

’citizen*’ was searched, and the concordance was sorted at position ’keyword +1.

The researcher then spends time scrolling through the concordance and compiling

a list of relevant frequent words at the position of interest, Figure 3.1 shows the

concordance window sorted and scrolled to the preposition as. With this list in

hand, more accurate searches can be run, such as:

• citizenship+“(is|as|was|defined|conceived|are|equals |considered|appears|means)”

• citizenship+“(has|should|must|will|may)”

• citizen+“(is|as)”

• citizens+“(are|as)”

Definitions can be extracted by reading the concordance lines generated by these

new searches. Some examples of the definitions found are:
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• Citizenship is a status bestowed on those who are full members of a community.

• As well as enjoying rights, citizens are required to undertake responsibilities such

as paying taxes and jury or military service.

• citizenship should be based purely on residency

• US citizenship has represented a safe haven from oppressive regimes around the

world

The second technique is the observation of patterns in the adjectives used to

modify “citizenship” and constructions such as “citizens+of+*”. The researcher ex-

plained that this technique is more difficult and time-consuming than a concordance

browser. To quote the researcher.

“Specifically, it is difficult to get a quick overview of such patternings

using the concordance, given that the number of lines returned for my

searches are quite large: e.g. 4420 hits for “citizen*” in my subcorpus of

translations from Classical Greek.”

The researcher had some experience with linguistic visualisation and, in the past,

had used word clouds, such as Wordle [Viegas et al., 2009] to present research results.

To use word clouds for the methodology, there are some challenges to overcome.

First, the researcher noticed that stop-words dominate the frequency distributions

of the word positions, so some technique has to be applied to get meaningful results.

The suggested technique was to use a stop-word list to filter the visualisation. The

concordance would need to be processed to extract the words at particular positions

for visualisation since the concordance is structured as a list of aligned text extracts.

The researcher’s reasoning resulted in an interface for displaying positional word

clouds with the option to exclude stop words. The presentation included a mock-up

of what a visualisation to solve this problem would look like Figure 3.2. The mock-

up displays a word cloud for either a full concordance or a chosen word position
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Figure 3.2: Visualisation proposed by GOK researcher.

and has the option to remove stop words. Looking at the mockup in Figure 3.2,

the words modifying citizen are presented to emphasise frequency and provide an

overview of a position relative to the keyword on a single screen.

The idea and its feasibility were discussed at the end of the presentation, and

some questions were asked to clarify the methodology. Notes were taken during

this discussion and later discussed with Daisy. Daisy then prepared written answers

to the core questions arising from the discussion session. The questions as Daisy

interpreted them and her responses follow:

• What is the domain in which the case study is situated?

“Translation and Reception studies. How we have received classic

Greek texts. How has translation shaped this reception? The role of

translation is often overlooked.”
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• Is this methodology (excluding the proposed visualisation) typical of the field?

“Translation Studies as a discipline tends to encourage close qualita-

tive analysis of a small selection of examples chosen from specific texts

to illustrate a particular argument.

Corpus analysis enables the translation scholar to identify and inves-

tigate with significantly greater ease differences between and patterns

within translations, taking into account the full length of each work as

a complete text.

Corpus analysis has been extensively used in translation studies be-

fore (e.g. within the TEC project and many others), but the field has

tended to focus mainly on more micro-level linguistic concerns rather

than the socio-political implications of translators’ word choices etc.”

• How did the idea for this example arise?

“Gok seeks understand the constellation of concepts related to the

body politc across time and space. Citizenship is a lexical item in that

constellation. Comparing meaning, frequency and usage of related terms

is an exploratory process used to discover obvious patterns”

This final answer from Daisy provides a succinct description of the requirements

of Dasiy as a target user; she wishes to compare meaning, frequency and usage

of related terms (keywords) in an exploratory process where the identification of

patterns is the goal.

3.3.2 Daves example methodology

The second methodological example gives an overview of the general technique

employed by the researcher and is not based on a specific case study. The re-

searcher,previously referred to as Dave, presented this methodology as a slideshow

with a follow-up question and answer session.
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The methodology was described as the search for the largest “unit of meaning”

related to a keyword in the Genealogies of Knowledge corpus. Meaning, in this case,

should be constructed from the evidence present in the corpus. The corpus is central

to the analysis, and the technique is in the style of John Sinclair [Sinclair, 2003].

In this style, the analyst investigates collocation, colligation, semantic preference

and semantic prosody. The analyst must also make an effort to ignore personal bias

and experience with the texts under investigation. A summary of the steps used to

perform the analysis follows:

Construction of Meaning:

• Sample

• Describe Patterns

• Sample

• Compare Patterns

• Hypothesis

In the steps, the term “Sample” refers to a sub-corpus selection and keyword

search in a concordance browser; if the concordance is large, the samples may be

thought of as subsets of the full concordance list.

“Describe Patterns” refers to analyzing the positional frequencies around the

keyword. Dave explained that the analysis begins by looking at the patterns of

words occurring beside the keyword and expands to additional positions until the

discovered patterns describe the meaning of most of the concordance lines. The

remaining lines would also be analyzed after the core units of meaning had been

established.

“Compare Patterns” examines the differences and similarities between the “de-

scribed patterns” of the samples.

The following clarifying question was posed to Dave:
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• Can you give practical details of your typical methodological approach?

“Investigate the keyword and its neighbouring collocates (Left and

right +1) Investigate deviations from frequent patterns, then expand the

analysis horizon and repeat until the largest unit of meaning is found.

The largest unit of meaning should be read as ‘overarching’ in the sense

that the point is not to necessarily go beyond the concordance line but

to construct an abstract unit that can account for as many concordance

lines as possible. If interesting patterns which lead to a hypothesis are

discovered, pursue these. Typical corpus linguistic method applied to

unique corpus.”

Dave reported some difficulties. The unique nature of the corpus makes the

generalization and the representativeness of a hypothesis more difficult to explain.

Viewing meta-data for the concordance lines is useful, but as it is line specific, it

is impractical for analyzing large numbers of concordance lines. The concordance

browsers used for identifying patterns in large numbers of concordance lines require

sampling multiple times. A broader picture of the concordance, which can examine

broader and restricted contests, would be desirable. Any visualisation needs to

integrate into the research flow.

Daves’ statement that the unique nature of the corpus caused problems required

clarification, and the expert group agreed these problems are also some of the corpus

linguistics research opportunities. The following question was posed to Dave in

relation to this issue:

• How and why does the corpus influence the methodology?

“ If speaking about ‘typical/traditional’ corpus linguistics (which is

always a bit of a stretch), one finds actual/practical lexicography, and

analysis of register/text type, etc., drawing on corpora that are con-
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structed to serve as a sample of the full language or sub-language under

investigation. Think of the British National Corpus, for example.

Our corpus hosts a variety of texts, but it would be difficult to make

the case that it is representative of anything outside the corpus itself.

Our Internet corpus, for instance, is not a sample that can tell something

meaningful about the Internet ‘as a whole’. Therefore, rather than mak-

ing exhaustive analyses of a certain word across the corpus or tracing a

grammatical pattern across its contents, the corpus urges one to study

a specific subset of texts and to complement the findings with sources

outside of its confines to make hypotheses about conceptual develop-

ments. Consequently, the method will be less repetitive than one would

traditionally see and more meandering, to a certain extent. ”

Dave described his current research as focused entirely on the GOK Internet

corpus. The concepts he investigates are community, politics, and democracy. Dave

was asked to clarify the domain in which he would situate his research:

• How would you describe your research area?

“In principle, the field is corpus-based translation studies. As the

translational component is fairly minimal in my research, and as I focus a

lot on linguistic categorizations and interactions, with the aim of having

something meaningful to say about societal developments. You could

define the field as Discourse, which in this sense, can be read as language

as social practice determined by social structures. ”

3.4 Domain Literature-Based Task Analysis

Consultation and collaboration with the language scholars of the GOK project who

interrogate corpora as an essential part of their analytical work, corpora lead to
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the natural discussion of visual tools to support analysis. These collaborations

revealed how integral the KWIC-based concordance display is the work of the text

analyst. These visual representations provide an essential view of the keyword’s

context. However, examining the relative frequencies of the words which surround

the keyword is also a commonly performed task using these tools, for which it would

appear these tools are not well suited. In practice, the analyst usually complements

the textual information provided by the KWIC display with lists of words sorted

by frequency of occurrence in the subcorpus under examination, as well as other

statistics. Different processes and sub-tasks mediate the analysis as a whole.

To study this type of concordance analysis in a practical context we turned to

a reference work entitled Reading Concordances: An Introduction [Sinclair, 2003].

This book is intended as a tutorial on how to look for certain linguistic properties of

a keyword (such as word sense, phrasal usage, part of speech and many others) using

a KWIC concordance list. The reader is invited to perform eighteen tasks Table 2.3

which introduce the key practical actions and usage of linguistic knowledge required

to make decisions about the properties of a word or collocation. For each of these

tasks, I performed a hierarchical task analysis by combining or splitting the steps

into a series of actions and sub-actions.

Each of the eighteen tasks was analysed and tagged to assist with the classifying

and counting of the actions and sub-actions. Before explaining the exact meaning

of the tags, an example of the tagging procedure for task 4 is given. This tagging

procedure can allow a visualisation researcher with limited knowledge of the problem

domain to extract meaningful actions.

Task 4 is concerned with identifying literal and metaphorical usage phrases.

The preamble to the task provides some linguistic insight explaining that “some

idiomatic phrases in English are recognizable because they contain a word which

is not found anywhere else, like at loggerheads”. They may also be recognizable

because the literal meaning is absurd. But others are more subtle and don’t have
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Figure 3.3: Concordance of free hand used in Task 4 of Reading Concordance [Sin-
clair, 2003].

the aforementioned identifying marks. As an example, the phrase he got cold feet

seems to be a literal way of saying that his feet are cold. How do we, as readers,

know when it means he is cowardly? The task studies the example of the phrase

“free hand”. A concordance of 30 lines is provided, and a set of twelve directions

on how to analyse the concordance are given to the reader. An answer key is also

provided, which expands on the analysis and the insights that can be gained.

The first direction tells the reader to at the position directly to the left of the

phase, which have been sorted alphabetically “and list them in order of frequency.

Can you associate any of the SINGLETONS with any of those that recur?”

I tagged this action with the frequency tag, word position tag, group tag and
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expert decision tag. The key gives a breakdown of the words at the position and

notes that “her, your” are in the same word class as “his” and that “completely,

fairly, and totally” are in the same word class as ”relatively”.

Step two asks the reader to

“Look again at the five lines where N—1 is an adverb of degree. What

is the word at N—2? Then consider the two lines where N—1 is one.

What is the word at N—2? Can you associate these seven lines with the

two big groups of a and his . . . ?”

The positional notation N-2 means the set of words two positions to the left

of the keyword. The same tags are applied to this action as word position, exact

frequency counts and linguist knowledge are used. The answer key states

“Where N - 1 is an adverb of degree, N—2 is a; so these five lines

join the group of the indefinite article. Where N—1 is the word one, in

no. 25 N - 2 is her and so this line joins those with possessive adjectives.

The other one, no. 24, has only at N - 2 , which is unlike all the other

lines in this sample, so we will fit it in later on.”

Step three starts by explicating that in the previous step, 28 of the 30 lines were

extracted and divided into two groups based on the “choice of determiner in front of

the noun hand”. The reader is then told “here the difference is not just the type of

determiner; consider the meaning of free hand in the two types of line and comment

on the distinction in meaning.”. This task is tagged with Similar Meaning, expert

decision and read context. For this example, the meanings of the keyword must

be analysed by reading the contexts and using linguist knowledge to compare the

meanings. The answer key explains that a possessive adjective is the determiner the

word “free” means “available” and the word “hand” is a part of the human body.

When the determiner is a phrase “a free hand” means “an unrestricted opportunity”.
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Skipping forward to step seven, the reader is narrowing in on the linguistic

patterns used to determine the literal or metaphorical usage of the phrase free hand.

The reader is asked to group concordance lines according to whether the verb is

active or passive and to examine if this accounts for the use of the word “given”

exclusively before “a free hand”. Tags group, read context, and expert decision all

apply. Step 8 then combines the previous analysis to describe an algorithm for

determining metaphorical or figurative usage of the phrase “free hand”. Many of

the lines which have been discarded as not matching any patterns are not included

in the construction of the algorithm.

Condition 1 of the algorithm is that there is a form of the word “give” or a

similar meaning word to the left of the phrase. If not, there is an occurrence of the

verb “have” or “get”, or one with a similar meaning and use?

Condition 2 is that the indefinite article precedes the core phrase, either directly

or with only an adverb of degree in between.

If both conditions hold, the phrase “free hand” means “to be set a task without

restrictions on resources or methods to accomplish it.”

Steps nine to twelve examine all lines that had not previously been examined

in the concordance. The word frequencies and patterns to the right of the keyword

are analyzed and used to help account for the lines which the left context analysis

could not explain.

This example should help clarify how the tags were assigned to the individual

steps of the tasks. There was significant variation across the tasks, but the core

actions could be described with a relatively small set of tags.

The actions and sub-actions are used to generalize the descriptive analysis steps

in Sinclair’s tasks into operations common to many tasks. Taking an overview of the

tags that describe the tasks and the common action chains they form, we created

the hierarchy shown in Figure 3.4.

The primary actions (second level) are split into quantitative and qualitative
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Figure 3.4: Hierarchical visualisation of Concordance Based Corpus Analysis Ac-
tions.

groups at the first level of the hierarchy. Qualitative actions are classified on the

criteria that a decision that would be possible for experts to disagree on needs to be

made to complete the action. These experts could be human users or algorithmic

classification processes. Quantitative actions may form a part of a qualitative action;

for example, frequent patterns must be identified before they can be classified as

phrasal or non-phrasal usage [Sinclair, 1991].

Quantitative actions are those in which the steps involved in the action can be

clearly stated, and given the classifications have already been made, the results will

be the same when performed by a reliable analyst. For example, word frequencies at

a specific word position can be accurately and repeatably determined. Quantitative

actions often make use of the results of qualitative actions, such as estimating the
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frequency of words to the left of a meaning group where the group has to be first

identified by expert decision.

The second level of the hierarchy contains the primary actions. These are the

actions which most often describe the spirit of the instructions given in the eighteen

tasks. Deeper into the hierarchy the sub-actions required to perform these primary

actions are presented.

At the third level of the hierarchy, the area of analysis is displayed; this is the

level at which the primary action is performed. Looking first at the quantitative

actions, I found that in three primary actions (filter, frequency and estimate fre-

quency), a word position relative to the keyword is the area at which the actions

are applied. A fourth quantitative action, frequent patterns, has an area of analysis,

estimate frequency, which is one of the other primary actions. This means the action

is performed on a collection of results from the estimate frequency actions, i.e. the

analysis is performed on frequency estimations across word positions. It is worth

noting that in four of the five quantitative tasks, identified word position or multiple

word positions is the area at which the action is performed. The final action identi-

fied, significant collocates, uses the results of statistical analysis of the keyword and

its context from the corpus under investigation. This analysis is usually undertaken

as a separate analysis, with its results reported as a list of frequent collocations with

a keyword.

Turning to the qualitative actions and, again, looking at the area of analysis at

level three, the analysis always occurs at the sentence level, which is implied by the

read context action. This contrasts with quantitative actions, where positions are

the most common analysis area. For qualitative actions, it appears the horizontal

structure of the KWIC list is emphasised while the qualitative makes better use of

the vertical alignment. Each of the actions requires an expert (or algorithm) who

evaluates the context of individual occurrences of the keyword and makes a clas-

sification decision based on the semantic and syntactic content of the concordance
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Table 3.1: Action counts from task analysis. Total numbers of actions found in the
18 tasks and number of the 18 tasks which feature the action.

Tag No. of tasks in which action appears Total action appearances
expert decision 18 60
estimate frequency 16 34
read context 16 31
frequent patterns 15 21
frequency 14 18
word position 13 24
POS: Part of speech 11 23
filter 11 18
sense 10 19
group 7 9
significant collocate 5 7
usage 5 6
phrase 5 6

line. This Expert Decision can often be the result of a combination of reading the

individual contexts (the linear structure of the text) and performing some of the

quantitative actions (positional statistics of the text). In essence, the Expert De-

cision action encapsulates the process of using linguistic knowledge extracted by

other primary actions to answer questions about the keyword.

While most tags represent actions, a few additional tags were chosen to help

clarify and add information about the tasks and sub-tasks. The tags word, semantic

prosody, Similar Meaning and others are not themselves actions but are useful in

clarifying the objective or operation of the sub-actions. The part of speech (POS )

tag is a primary action tag and a clarifying tag. The POS primary action is to

determine the part of speech of a word occurrence. The POS clarifying tag represents

the use of part of speech information in another action. The purely clarifying tags

are omitted from the analysis of tag frequency.

I recorded the distribution of the tags according to the number of tasks in which

they appeared and the total number of actions which received the tag as shown in

Table 3.1. At a high level, this table tells us that both qualitative actions enabled by

reading concordance lines and quantitative actions which require positional statistics

are necessary for the style of concordance analysis outlined by Sinclair [Sinclair,
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2003].

3.5 Discussion

From the process of domain characterization, it has become clear that the use of

concordance browsers is central to the analysis of the corpus. It is used in both

methodologies and is useful for the vast majority of the corpus questions provided

by domain experts. The concordance browser makes reading all text fragments in a

corpus related to a keyword easy and, by alignment, makes reasoning about relative

word position possible.

Positional word frequencies seem similar to the ability to read the concordance

lines, as frequency calculation, estimation, and patterns rank as the fifth, fourth

and second most used tags in the analysis of Sinclair’s tasks. Of the eighteen

tasks, sixteen require estimation of frequency using the concordance. The word

position tag is the fifth most used tag and is found in thirteen of the tasks. The

first and third most used tags are expert decision and read context. Expert decision

is a qualitative action which captures any consideration of evidence in the context

of domain knowledge and is often supported by positional frequency analysis and

reading the concordance lines in a concordance browser (read context).

Positional word frequency in the concordance is often discussed in both the

methodological examples and questions. There is evidence that corpus tools do not

well support estimating or calculating these positional frequencies. For example, in

the ranking of questions to ask a corpus, one researcher (Dave) ranked positional

word frequencies as the second most important question to answer. The first was

the calculation of raw frequencies in the corpus, which the expert confirmed is well

supported by frequency lists. In his methodology description, Dave again mentioned

the difficulty in using the concordance for identifying patterns when a large number

of lines are returned.
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Similarly, Daisys’ methodology example very explicitly calls for visualisation of

positional word frequencies; after describing gaining an overview of positional fre-

quencies as difficult when the browser returns many concordance lines. This is

highlighted even further as seven of the twenty questions proposed by Daisy are un-

der the heading “collocational patterns” and require positional frequency analysis as

the method of answering. In addition, the questions under the heading of Temporal

spread often also require collocational pattern analysis to answer the questions.

Another aspect of collocation patterns, which Dave ranked as the third most

important question, is collocation strength. Collocation strength was discussed and

understood to mean a quantitative measure of how strongly related context words are

to the keyword. An example of the type of questions you could ask about collocation

strength would be “Do the context words appear more frequently with the keyword

than with any other word?”. Daisy includes in her questions“Collocation patterns”

the question “ Are these adjectives only used to describe this keyword or are they

connected to other keywords in this text?”. A measure of collocation strength for

each word and position would be useful to answer this question.

Keyword frequency is calculated in both Daisy and Daves’s methodology exam-

ples by selecting a sub-corpus and searching for a keyword to reveal the number

of concordance lines. However, in Dave’s methodology, question frequency lists are

often needed to identify the rank of the frequency of the keywords. Frequency

lists have a further use in comparing corpora and sub-corpora. In Dave’s questions,

frequency list comparison could be used in four of the twenty questions. Daisys ques-

tions called for the use of frequency lists in the first question. Additional questions,

such as the fifth question and five of the six questions in the “Temporal spread”

section, can be answered by comparing frequency lists. Frequency and rank in the

lists are important for most analysis, however, the corpora should be of comparable

size to draw conclusions from the comparison of the lists.

The sub-corpus selections seem to be regarded as an adequate method of par-
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titioning the corpus for analysis. The problems are associated with the analysis

of each being time-consuming as quantitative values are difficult to estimate and

compare for large concordances.

3.6 Conclusion

Based on the domain characterisation discussion, we have established that using

concordance browsers is central to the corpus analysis and that these do not fully

meet the requirements for positional analysis of collocation frequencies and statistics.

Additionally, there is some evidence that using frequency lists in the analysis of

corpora is an inadequate comparison method.

In the next chapter (chapter 4), attempts at mitigating visualisation design va-

lidity risk at the data abstraction and encoding levels of the nested model of visu-

alisation design (as described in subsection 2.2.3) are presented.
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Chapter 4

Data Abstraction and Relevant En-

codings

The motivation to create a conceptual model of the KWIC concordance list comes

from a need to formalize the data structures, attributes and relationships inherent

to the concordance list so that visualisations can be evaluated and designed in terms

of their effectiveness at representing the model. The model design seeks to structure

the data entities to support best the actions described in the task analysis. This is

done in section 4.1.

The establishment of the conceptual data model provides a reference point for

the comparison visualisation, which realizes the model. Any existing visualisations

which fully or partially realize the model can be compared in terms of their visual

variable encoding to determine the benefits and drawbacks of the choices made. In

section 4.2, a comparison of existing visual encodings is presented.

Finally, while frequency list comparison does not have a place in the conceptual

model a structured encoding comparison of relevant visualisations is an appropriate

method for mitigating threats to validity at the data abstraction and encoding lev-

els of the nested model of visualisation design (subsection 2.2.3). This structured

comparison is presented in section 4.3.
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Conceptual Model of Concordance List

Concordance Line (CL)

Position in list
of lines

Word Object (WO)

String
Position relative to keyword
Nominal data (e.g. POS)

Position Object (PO)

Position relative
to keyword

Word Token Object (WTO)

String
Quantitative represenation
 (e.g. positional frequency)
Nominal data
Relationship: CLs which 
contain string at this position

Figure 4.1: Conceptual Data Model of Concordance Lists. Position objects contain
word token objects that are a single word representing many occurrences. These may
link to several concordance lines where that word occurs at the specified position.
The arrow in this diagram represents the one-to-many relationship between the word
token objects and the concordance lines.

4.1 Conceptual Data Model

The traditional rendering of a KWIC concordance list evokes a conceptual model

consisting of a list of aligned sentence fragments (concordance lines). In this model,

each concordance line (CL) has an attribute representing its position in the list (con-

cordance lists are usually presented in alphabetical order) and contains an ordered

set of word objects (WO). The word objects represent an individual occurrence of

a word in a concordance line and contain its string representation (nominal data),

position relative to the keyword and any other nominal variables (meta-data) avail-

able, e.g. part of speech tags. Put simply, one possible data model of a concordance

list is an ordered set of text fragments where each text fragment contains words.

These words have attributes such as the position in the fragment relative to some

keyword.
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All qualitative actions identified in the task analysis, presented in chapter 3,

require reading of the concordance lines (“read context”). This action is the third

most common action, only surpassed by the use of expert knowledge to perform

a classification and frequency estimation. In order to read the context, the text

fragments must be available. Since the concordance lines’ linear structure (sentence

structure) is emphasized in the concordance line model, it is included in the KWIC

conceptual model to facilitate this read context action. The data model now offers

strong support for the qualitative actions identified in the task analysis.

Since the word objects in the concordance line model are representative of a

single occurrence of a word, they do not have as an attribute a quantitative variable

such as word frequency. The frequency values are available by counting similar word

objects within all concordance lines, but the frequencies are not attributes of any

entities in the model. For example, in Figure 3.3, word frequencies in the list can be

calculated by counting. I would like the KWIC model to contain these quantitative

variables as attributes of some entity since estimating frequency, frequent patterns

and frequency values all feature in the top five concordance analysis actions and are

the three most common quantitative actions. I also found that word position was

often required in conjunction with these frequency-orientated tasks. For instance,

estimating word frequency at a position relative to the keyword is more common

than estimating frequency in the context window. Again looking at Figure 3.3

it would be beneficial to have the frequencies of the words directly to the left of

the keyword immediately available for the types of analysis performed by domain

experts, as discussed in chapter 3.

With this in mind, I now conceptualize the concordance lists as an ordered set

of position objects (PO). Within each position object, there is an attribute for the

position relative to the keyword and a set of word token objects (WTO). If you

imagine the concordance as a horizontal list of positions relative to the keyword,

where each position contains a word list.
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The positional ordering of these WTO within the position objects is an additional

positional attribute. These word token objects differ from the word objects in the

concordance line model in several ways. The most important way they differ is that

these objects represent all occurrences of a string (or string and nominal variable)

at the position in which they reside. That is to say, there will be, at most, one

object with a particular string and nominal variable (meta-data) combination. For

example, if part of speech tags are available, there will be one object representing the

noun “date” and one representing the verb “date”. Each word token object inherits

its position as an attribute. Figure 2.5 shows the pattern viewer from WordSmith

Tools. This representation is similar to position objects, where a single occurrence

of each word used is presented per position.

Quantitative attributes which represent positional count, frequency or other

statistics of the word token object in the KWIC are included in the model. Finally,

an attribute (relationship) which maps each word token object to the concordance

lines in which it occurs is also available. This attribute and the position attribute

of the concordance line word objects provide a link between the models and unify

the KWIC conceptual model as seen in Figure 4.1. This linking of the conceptual

models is especially useful for the frequent patterns action, where word combination

frequencies between positions could be used. An analyst may want to view the con-

cordance lines where a particular word occurred directly to the left of the keyword,

questions similar to “which lines in Figure 3.3 have the word “a” directly to the left

of the keyword?” were identified as important in chapter 3.

The attributes of the KWIC conceptual model (Figure 4.1) can be referenced us-

ing a concatenated orthography to identify the Object.attribute or Object.Subobject.attribute.

For example, the strings that identify the position object’s word token objects can

be referred to using the concatenation PO.WTO.String. In Table 4.1, Table 4.2, and

Table 4.3, the concatenation is extended to identify the data type of each attribute

between Nominal, Ordinal and Quantitative types. This is useful when assessing
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the encoding choices. Mackinlay’s ranking of visual variables Figure 2.7 provides a

framework for reasoning about the perceptual efficiency of an encoding of a concep-

tual model in terms of these three data types.

To practically realize this model and generate appropriate data structures to

represent the elements of this conceptual model, I developed the concordance graph

described in subsection 5.1.1

4.2 Structured Encoding Comparison: KWIC Vi-

sualisations

Text visualisation encompasses many different visual methods. I am interested in

comparing visualisations which have been designed for keyword search results rep-

resented as a concordance list. However, I also wish to investigate techniques which,

while not designed with the concordance in mind, could potentially have applications

in concordance analysis.

Evaluation of the selected visualisations at level three (Figure 2.9) of the nested

model [Munzner, 2009] should enable validation of the visual encoding for the identi-

fied tasks. At level three of the model, I considered two main validation approaches.

One is to test the systems in a laboratory experiment. None of the KWIC visual-

isations proposed as extensions of the traditional interface had experimental data

or results. In addition, most of the systems had no usable implementation at the

time of writing and have not been integrated into existing corpus tools. For these

reasons, evaluation and comparison using traditional experimental methods were

not attempted.

The second approach is a qualitative discussion of images or videos of the system.

I have chosen to present a qualitative discussion of the systems in a semi-structured

manner. I hope structuring the discussion and presenting tabular descriptions of

visual encoding and data abstraction will provide clarity in the comparison and be-
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come a standard encoding evaluation technique. To paraphrase Munzer’s statement,

while visualisation experts may draw the same conclusions from the inspection of a

system, the validation is strongest when there is an explicit discussion pointing out

the desirable properties in the results.

Mackinlay proposed a ranking of visual variables[Bertin, 1983] per data type

[Mackinlay, 1986] (see Figure 2.7). This ranking of variables is in agreement with

a ranking proposed for quantitative data by Cleveland and McGill [Cleveland and

McGill, 1985]. Mackinlays ranking of visual variables for the 3 data categories

should help guide variable choice. A justification should be given if a variable is

chosen from a data attribute instead of a higher-ranked one. Encodings are often

presented, leaving the reader to guess the author’s reasoning [Green, 1998].

I suggest that to evaluate or design a visual encoding, one should perform a semi-

structured encoding discussion using Mackinlay’s ranking of visual variables. Once

this has been done, easier comparison of visualisations within and across problem

domains would be possible. Taxonomizing current visualisations in this way could

lead to much clearer comparisons and aid in adoption across problem/domain barri-

ers. To structure the discussion, the importance of the attributes of the data model

should be emergent from a detailed domain characterization.

The task analysis, described in chapter 3, has identified a split in KWIC tool

requirements and this split is reflected in the conceptual model Figure 4.1. Qual-

itative actions often operate on concordance lines (CL), where the readability and

linear structure of the lines are emphasized. While quantitative actions require po-

sitional statistics (PO), they do not often require the readability of the individual

concordance lines.

Looking at the conceptual model and task analysis together, I concluded that

the most important attribute to present for qualitative primary action is the ordered

list of words making up the concordance line (CL.WO.position.ordinal) so that the

fragments are readable. All other attributes are much less important. Once the
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sentence fragments are presented to the analyst in a readable manner, all qualitative

analysis is facilitated. Encoding CL.position.ordinal, the order in which the lines are

presented in a logical manner, can likely aid the qualitative concordance analysis.

An example of this would be sorting the lines alphabetically at a position. Other

attribute encodings, such as part of speak aid analysis but are not strictly required.

Quantitative actions often require the estimation of frequency or word statistics.

The calculation of exact word frequencies is also a common action. Clearly, to facili-

tate the quantitative actions attributes PO.position attribute, PO.WTO.quantitative

attribute and, to a lesser extent PO.WTO.position attribute should be prioritized.

The PO.position attribute describes the grouped word positions relative to the key-

word. The PO.WTO.quantitative attribute represents word token statistics and

the PO.WTO.position attributes describe how the tokens are arranged within the

positional groupings.

The analysis presented explores the mappings of the ranked visual variables to the

conceptual model, providing a framework within which it is possible to compare the

various concordance visualisations. The ranking of the visual variables for different

data types helps us reason about the advantages and limitations of the visualisations

for the actions I have identified. However, when applied to each data attribute, this

ranking of the variables does not fully quantify the validity of the visualisations.

This process does not capture other factors. The discussions of each visualisation

try to capture as many additional limitations and advantages as possible. I do not

wish to comment on visual design as it pertains to the beauty of a visualisation, and

will instead stick to an evaluation in terms of long-established visualisation patterns,

such as overview+detail on demand [Shneiderman, 1996], and those design choices

which restrict or improve the information encoding of the conceptual data model.

The method used to evaluate each candidate visualisation is first to map each

attribute of the KWIC conceptual model to the relevant visual variables in that

visualisation. Then make note of the number of visual variables mapped to the

75



attribute and the ranking of the visual variables for the data type it represents in the

visualisation. The attributes of the KWIC conceptual model are further expanded

by categorizing them as nominal, ordinal or quantitative data types. For example,

position objects (PO) can be both positionally ordinal and nominal by being nominal

groupings of words which also have order relative to the other position objects.

The mapping of these attributes to visual variables for the examined visualisations

is presented in Table 4.1, Table 4.2 and Table 4.3. Comparison of the mappings

presented in these tables gives an overview of the usefulness of each visualisation for

the identified quantitative and qualitative actions.

4.2.1 Keyword-In-Context (KWIC)

To begin with, let’s examine more formally and evaluate the most widely used con-

cordance visualisation, the traditional KWIC visualisation. The position of the

concordance lines is represented by the vertical positioning of the word objects in

each line. The horizontal position of the word objects is used to represent the posi-

tion relative to the keyword. In some traditional KWIC renderings, the beginning

of each string (representing a word object) is aligned with all other strings at the

same position relative to the keyword, creating a grid-like view. Other versions of

these visualisations trade this vertical alignment for increased horizontal readabil-

ity by rendering the left and right contexts similarly to how they would appear in

the source texts. When this unaligned context version is presented, the option to

highlight, using colour, word objects with the same positional value is often avail-

able. This creates an integral (combination of visual variables which are perceived

together) combination of the visual variables horizontal position and colour hue for

the attribute word object position.

Table 4.1 contains a summary and ranking of the visual variables used by the

traditional KWIC visualisation. The concordance line position is represented by

the vertical position of its enclosed strings. These enclosed strings are rendered
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Table 4.1: (A) Analysis of text visualisations in terms of the KWIC conceptual model
mapped to the visual variables available in the visualisation. Q = quantitative, O
= ordinal and N = nominal. The numbers combined with the data type letter
represent the position of the visual variable in Mackinlay’s visual variable ranking.
For example, (N 2) represents the second-best visual variable for nominal data.

Attributes KWIC visualisation Mosaic interHist
CL.position.ordinal vertical pos (O 1)
CL.WO.String.nominal color hue (N 2)
CL.WO.position.ordinal horizontal pos (O 1)
CL.WO.position.nominal color hue (N 2)
CL.WO.meta-data.nominal color hue (N 2)
PO.position.ordinal horizontal pos (O 1) horizontal pos (O 1) horizontal pos (O 1)
PO.position.nominal color hue (N 2) horizontal pos (O 1)
PO.WTO.position.ordinal vertical pos (O 1) vertical pos (O 1)
PO.WTO.meta-data.nominal color hue (N 2) color hue (N 2)
PO.WTO.quantitative length (Q 2) length (Q 2)
PO.WTO.relationship.nominal

horizontally, left to right, in the order they appear in the text fragments. Put plainly.

The sentence fragments are presented in a familiar linear style. Both concordance

lines and word objects are mapped to the best visual variables for the ordinal position

data types. Because of this, I expect it will be easy to identify individual concordance

lines and find where they rank in the chosen ordering scheme (usually alphabetically

by a selected or default word position). Similarly, it will not be difficult to identify

the word objects in the order in which they appear in the text fragments. The

concept of a position object can only be loosely applied in this visualisation. The

word positions across concordance lines can be easily identified if an associative

visual variable, such as colour, is encoded on words of the same position. The

variable colour hue is mapped to three attributes. This could cause a perceptual

issue as the meaning of the variable is inconsistent. Practically only one of these

attributes would be mapped to the variable at a time, and different views could be

used for each attribute.

Since the KWIC display is designed with the readability of concordance lines

in mind, the inability to gain an overview of a large concordance is a necessary

trade-off. In this rendering, the detail is presented at all times. An overview of
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Table 4.2: (B) Analysis of text visualisations in terms of the KWIC conceptual model
mapped to the visual variables available in the visualisation. Q = quantitative, O
= ordinal and N = nominal. The numbers combined with the data type letter
represent the position of the visual variable in Mackinlay’s visual variable ranking.
For example, (N 2) represents the second-best visual variable for nominal data.

Attributes Word Tree Corpus Clouds Parallel Coordinates
CL.position.ordinal vertical pos (O 1)
CL.WO.String.nominal color hue (N 2)
CL.WO.position.ordinal horizontal pos (O 1)
CL.WO.position.nominal color hue (N 2)
CL.WO.meta-data.nominal color hue (N 2)
PO.position.ordinal horizontal pos (O 1) horizontal pos (O 1) horizontal pos (O 1)
PO.position.nominal connection (N 4) color hue (N 2) horizontal pos (O 1)
PO.WTO.position.ordinal vertical pos (O 1) vertical pos (O 1)
PO.WTO.meta-data.nominal color hue (N 2)
PO.WTO.quantitative area (Q 5) length (Q 2) length (Q 2)
PO.WTO.relationship.nominal connection (N 4) connection (N 4)

the entire concordance list is only available for concordances which fit within the

screen at a readable font size. Windowing the concordance and scrolling is the usual

solution. This works well for viewing individual concordance lines, but a higher-level

view would be better to get an overview of the positional frequencies and patterns.

Larger screen sizes and higher resolutions can improve the situation, but the scale

required becomes impractical as more data becomes available.

Clearly, this visualisation contains no explicit representation of the word token

objects, so I expect visual assessment of exact or estimated word frequency to be

difficult. Nevertheless, this visualisation is the most common tool used for concor-

dance analysis, where, as I have shown, positional frequencies are regularly used.

The observational study and task analysis found that counting the strings is the

usual way to calculate these positional word frequencies. While this visualisation is

very effective for reading concordance lines, it would seem to be of limited use for

quantitative concordance actions.

To summarize, looking at the conceptual model and variable mapping Table 4.1, I

noticed that the traditional KWIC interface facilitates the CL objects extremely well

due to its encoding mapping the CL object of the conceptual model to high-ranking
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Table 4.3: (C) Analysis of text visualisations in terms of the KWIC conceptual model
mapped to the visual variables available in the visualisation. Q = quantitative, O
= ordinal and N = nominal. The numbers combined with the data type letter
represent the position of the visual variable in Mackinlay’s visual variable ranking.
For example, (N 2) represents the second-best visual variable for nominal data.

Attributes Double Tree Bi-Directional
CL.position.ordinal
CL.WO.String.nominal
CL.WO.position.ordinal
CL.WO.position.nominal
CL.WO.meta-data.nominal
PO.position.ordinal position(O 1) & connection(O 6) position(O 1) & connection(O 6)
PO.position.nominal position (N 1)& connection (N 4) position (N 1)& connection (N 4)
PO.WTO.position.ordinal vertical pos (O 1) vertical pos (O 1)
PO.WTO.meta-data.nominal
PO.WTO.quantitative color sat (Q 8) area (Q 5)
PO.WTO.relationship.nominal color hue(N 2) & connection (N 4) color hue(N 2) & connection (N 4)

visual variables. There are many available implementations of this visualisation,

and it has been widely adopted as the main corpus interface of linguistic analysis in

systems such as WordSmith, MonoConc, the Stuttgart workbench, Manatee and the

TEC corpus browser [Scott et al., 2001, Luz, 2011, Kilgarriff et al., 2008]. However,

no encoding of quantitative information is attempted in the KWIC interfaces. This

leaves the user needing external tools or counting word occurrences by hand [Scott,

2010].

4.2.2 Tree Representations

The visualisation of concordances called Word Tree displays the keyword and one

side of the context tree, either the left or right context [Wattenberg and Viégas,

2008]. As the name suggests, this visualisation takes the familiar form of a tree

structure, in which the keyword is displayed as the root vertex and additional word

vertices are connected in text order to each other. An example of a right context

Word Tree for the keyword “eye” is shown Figure 4.2.

Table 4.2 contains a summary and ranking of the visual variables used in the

Word Tree visualisation. The main benefits of this visualisation are that the linear
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structure and readability of the concordance lines are maintained through the combi-

nation of the visual variable’s connection and horizontal position, in addition to the

inclusion of some indicators of word statistics. Connection defines the word position

by the number of edges from the root, and horizontal position per branch provides

partial positional groups (ordered positions in a sub-tree). These positional groups

allow the frequencies at a position along a branch to be easily estimated since the

words are rendered proportional size of their sub-tree. However, while frequency in

a branch/sub-tree is easy to estimate, the frequency at a word position is less clear.

Looking at word positions as they move away from the root (keyword), positional

frequencies become increasingly difficult to estimate. This is because any token can

occur for each node in the proceeding tree level. This leads to the possibility of

multiple occurrences of a word object at a position. So at a position/depth of one

from the root/keyword, each rendered word represents a positional word token ob-

ject (WTO), but deeper into the tree, each rendered word is a partial WTO which

only represents each occurrence of a token at that position in the sub-tree. A com-

binatorial explosion causes the estimation of frequency to be more difficult when

viewing positions deeper into the tree. At the first position from the keyword, Word

Tree does allow for a choice of sorting of the vertical position of the words. One

of the sorting schemes is by frequency which is an advantage for the quantitative

actions identified.

An additional problem with the estimation of frequency (or other word statistics)

using this visualisation is that variation in word length causes the variable (Area)

representing the quantitative information to be inconsistent. The square root scale

used by the visualisation should make word Area roughly proportional to frequency

if not for these word length variations. While it may initially seem natural to include

quantitative information about a word by scaling the font representing that word, it

is worth noting that the visual variable Area ranks fifth for the display of quantitative

information under Mackinlay’s ranking scheme and, additionally, variations of word
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length complicate the interpretation of the quantitative values.

Figure 4.2: WordTree for keyword eye and its right context. Generated by the free
online service ManyEyes.

Word Tree allows for rendering an entire side of a concordance list (either left

or right context). This provides an overview which can be explored through inter-

active techniques to investigate the detail. Using font size to display quantitative

information influences the scaling that is used. If the frequency differences are very

large much of the context will be unreadable in the fully expanded overview.

In conclusion, Word Tree provides a useful interface for investigating word fre-

quencies at a distance of one position from the keyword, with a drop-off in usefulness

the further from the keyword you go. An overview of the context is available along

with the detail, which allows for investigation of how the concordance lines diverge

after the keyword, but reading the individual concordance lines in this view offers

few advantages over a sorted KWIC list. The biggest limitation of the visualisation

is that only a single context, either left or right, of the concordance can be viewed

at a time.

Double Tree [Culy and Lyding, 2010] extends and refines the Word Tree visual-

isation to create a tool designed for the “linguist’s task of exploratory search using

linguistic information”. This exploratory search task has different objectives than

those encountered in Sinclair’s concordance analysis tasks. So, it is unsurprising
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that some design decisions hinder the actions that should be enabled by concor-

dance visualisation tools.

Figure 4.3: DoubleTreeJS demo for keyword “him” from the text Robin Hood.

Table 4.2 shows a breakdown of the visual variable encoding used in the Double

Tree visualisation, mapped to the conceptual model. As I have previously stated,

quantitative actions are important for concordance analysis, and the ability to esti-

mate and calculate positional word frequency distributions is vital to these actions.

Double Tree encodes the branching factor of a word/node by the variable colour

saturation. In the ranking of quantitative variables, colour saturation ranks eighth.

This branching factor is not a quantity of interest in this analysis (though it can be

useful for looking at frequent combinations within sub-trees). Positional frequency

is given no visual representation. In fact, the visualisation only completely displays

the positions one to the left (k-1) and one to the right (k+1) of the keyword (k).

All other positions are displayed only when individual branches are expanded. The

full left or right context trees are never displayed fully expanded.

Position in the Double Tree is encoded independently by two variables connec-
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tion and horizontal position. This is different than the encoding of Word Tree,

where horizontal position only indicates position relative to its parent and child

nodes, and connection encodes absolute positional values. The combination of these

variables clearly defines the positional groups of the displayed word token objects

no matter how far into the sub-trees you have expanded. Compared with the Word

Tree representation of the nominal position groups, using the top-ranked visual vari-

able position to represent the groupings increases the associativity of the positional

groups.

The major advantage of Double Tree (Figure 4.3) over Word tree is the display

of both contexts simultaneously. Connecting both context trees at the keyword root

node creates the double tree structure. This connected multi-tree structure does

not, however, link the contexts. From one context to the other, the continuity of the

text fragments is broken. Double Tree links these contexts using the variable colour

hue to show which words in the first position of one context form concordance lines

with words in the first position of the other context. This is only a partial solution

to this problem; as the trees branch from these connected words, it’s not possible

to tell which branches connect to which other branches in the opposite context.

This is because the branches expanding from a node contain all sentence fragment

continuations from that word. In Figure 4.3, the keyword “him” is linked to the

word “from” at position (k+1). At position (k-1), the words “about” and “measur-

ing” are highlighted, indicating a connection through the keyword. However, the

continuation of the fragments to the words “out” and “top” is ambiguous either

could connect through the keyword. The paper has not revealed the process or data

structure used to link the contexts.

The graph-based abstraction of concordance lists joins the two context trees

to produce a concordance graph. This graph includes additional contextual edges,

which connect the two contexts and allows the recovery of all of concordance lines

that connect to a particular node in the graph. As previously stated, the keyword
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node is characterised in terms of graph eccentricity properties and positions (WPOs)

and consists of all nodes at a certain distance and direction from the keyword node.

Figure 4.4: Bi-directional hierarchical view of a concordance for the compound
“naked+eye”.

In addition to the mosaic visualisation, this new structure was used to create a

Double Tree visualisation titled bi-directional hierarchical display. Figure 4.4 shows

the visualisation for the keyword naked-eye. This visualisation differs from Double

Tree in having a more frequency-focused encoding of its visual variables (see Ta-

ble 4.2). The size of each word is proportional to its positional frequency. These

font scale values are not per-branch frequencies, as in Word Tree and Double Tree,

but are positional frequencies relative to the keyword. The combination of this

scaling scheme with the display of the fully expanded contexts makes this a strong

candidate for use in the concordance quantitative actions encountered in the task

analysis. Using the visual variable area, applied to the text label, to represent the

quantitative information has the same drawbacks as discussed for Double Tree.

In all tree-based and double-tree-based visualisations, only a single position (or

one position per context) can be sorted at a time. Otherwise, the edges connecting

the words might cross. Crossing the edges makes it more difficult to investigate

the linear structure of the concordance lines, so each of these visualisations does not

allow it. The type of order does not matter if you sort at a global position, not simply

per branch. The same issues persist for any ordering scheme. The traditional KWIC

visualisation can also only be sorted by a single position since the conservation of

the concordance lines breaks down when more than one position is sorted.
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4.2.3 Other Relevant Visualisations

Similar to the Concordance Mosaic, interHist [Lyding et al., 2014] is a complemen-

tary visualisation that is used to display quantitative information about its accom-

panying KWIC view. In this case, the visualisation is of stacked bars analogues

to mosaic tiles where height is used to display the quantitative information. This

interface differs from the mosaic in that it is designed for part of speech information

and does not represent individual tokens or WTOs. Instead, each rectangle is a

positional part of a speech object. It is not difficult to imagine these rectangles as

representing WTOs without changing the visual representation. The visual variable

breakdown for interHist, in Table 4.1, is constructed under these false assumptions

that the rectangles represent WTOs. In interHist vertical positioning of the rectan-

gles is not encoded with meaning, making it more difficult to perceive quantitative

differences between the rectangles than in the Mosaic where an integral combination

of variables position and length is used. The scaling also differs from Concordance

Mosaic, where a space-filling approach was used. In interHist the total length of

the positional bar explains the difference in total quantity between positions. For

word frequency, all bars will be the same height due to requiring concordance lines

of consistent length.

In both interHist and Concordance Mosaic, it was shown that colour could be

used to effectively represent nominal meta-data, such as part of speech tags or labels.

The Double Tree visualisation makes no use of the visual variable colour hue. This

visualisation does not display visual encoding of any meta-data. It does seem fair

to assume that colour hue could be used for meta-data in these visualisations. The

authors not explicitly outlining this obvious potential encoding choice isn’t a good

argument against this visualisation’s ability to visually encode metadata.

Corpus Clouds [Culy and Lyding, 2011] is a frequency-focused corpus exploration

tool which consists of composite views of a corpus query. The main display is a word
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Figure 4.5: ’interhist’ interface showing part of speech positional frequencies relative
to nouns in Italian.

cloud, based on the tag cloud visualisation [Viégas and Wattenberg, 2008], where

the absolute frequencies of all the words returned by a corpus query are displayed,

see Figure 4.6. These word clouds map this quantity to an area using font size,

the limitations of which were previously discussed. This visual encoding does not

translate to the conceptual model since positional concordance frequencies are the

quantity of interest, not global frequency lists.

Another view in the interface presents a modified KWIC display. The modifica-

tion is the addition of a small vertical bar, similar to a sparkline, beside each word

token in the KWIC view. This makes use of the variable length (Q 2) for frequency

information, but the effectiveness of the variable is reduced for several reasons. The

main limitation is that the size of the bars is restricted, causing only large differ-

ences in frequency to be perceived easily. Additionally, comparisons between lines

take place in both planes, vertically across concordance lines and horizontally within

lines, again making it difficult to perceive small variations in frequency. Also, the

number of KWIC lines which can be displayed per screen is practically limited if

readability is to be maintained. The visual variable breakdown for this design is

presented in Table 4.3.

The final concordance-based visualisation I surveyed is called Structured Parallel
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Figure 4.6: CorpColud visulisation [Culy and Lyding, 2011].

Coordinates [Culy et al., 2011]. The breakdown of the encoded variables for this

visualisation is also given in Table 4.3. Several uses of the parallel coordinates

visualisation for different types of structured language data are presented, one of

which is a KWIC plus frequency visualisation seen in Figure 4.7. This visualisation

places WTOs, rendered as text labels, on the parallel axis, which represents ordered

word positions. The concordance line structure is maintained using a connection

between the words positioned on the parallel y-axes. Statistical information, such

as frequency, is then placed on the axes, and the connection height between the

position axis and the quantitative y-axes is used to express the statistical quantities,

such as frequency. An individual quantitative axis is required for each quantity

and word position pair. As with all parallel coordinate visualisations, the choice

of y-axes orderings is important. In this case, the choice was to order the word

positions in concordance list order and create the statistical axes to the right of the

collection of position axes. This positioning makes it difficult to follow connections
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from word positions distant from the relevant quantitative axes, and quantitative

comparisons between word positions can be perceptually difficult. This difficulty is

due to needing information from four axes for comparison across two word positions

of a single statistic. In comparison, interHist and Concordance Mosaic, in essence,

combine the quantitative and word position axes to enhance the link between a

WTO and its associated statistics.

Figure 4.7: Structured Parallel Coordinates for ngrams plus frequencies of preposi-
tion followed by lemma “to be” followed by “happy/sad”.

Structured Parallel Coordinates have an advantage over other visualisations: the

ability to show multiple statistics on a single rendering. This option is available since,

in theory, one may add as many parallel axes as one wishes. However, this advantage

also comes with a trade-off, as each additional axis increases visual complexity. Even

in the case of a single-word statistic and multiple-word positions, identification of

the most common word is visually taxing. Reordering the axes can help but does
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not entirely solve the issue. In addition, in Structured Parallel Coordinates, the

linear order of the sentences is partially maintained through connection. However,

the sentences are lost since the connected nodes are WTOs, and only the preceding

and next connections are meaningful. That is to say, for any position more than

one position away from any word, the user no longer knows if the words connect to

form a concordance line.

4.3 Structured Encoding Comparison: Frequency

List Comparisons

The need for a tool to better facilitate frequency list comparison emerged through

discussion with domain experts and exploration of their corpus analysis workflows.

In chapter 3, the need to be able to compare word frequencies was identified as a

core task in corpus analysis. During domain characterization, the usage of frequency

lists for these comparisons was identified as a requirement; ideally, a comparison of

frequency lists of unequal sizes would be possible. A structured encoding comparison

of relevant literature is performed here to identify if existing systems meet these

requirements.

Currently, only a limited number of visualisations are widely used for frequency-

based linguistic tasks. The most commonly used of them generally provide only

tables or “Word Lists”. 4.8 shows an example of comparing word frequencies using

Wordsmith tools [Scott et al., 2001], a popular corpus linguistics analysis software

suite. Tabular structures are fine if the user is only interested in frequencies of

specific words, but they are not suitable for providing overviews or for allowing

more complex comparisons across different parts of a table.

Another popular visualisation tool for comparing word frequencies is “Word

clouds”, where the general idea is to draw each word in a font size proportional

to its frequency of occurrence in a given text corpus. This type of visualisation
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Figure 4.8: Word frequency comparison in Wordsmith.

is sometimes useful in allowing the user to get “the gist” of a text and has been

used for comparing texts and sub-corpora. For instance, words or bi-grams of con-

cordances for the same word from different corpora could be presented side-by-side

to allow some level of frequency comparisons. Figure 4.9, for example, shows the

most frequent words among the collocates of the word “terror” in the European

Parliament (blue colour) and the UK House of Commons (brown colour) speeches

[Calzada-Pérez and Luz, 2006], rendered as word clouds using IBM’s ManyEyes tool

[Viégas et al., 2007].

There are a number of well-known limitations with Word cloud visualisations.

Seminal work on visual variables [Bertin, 1983] and perceptual tasks [Cleveland

and McGill, 1985, Mackinlay, 1986] has shown that the most accurate quantitative

perceptual tasks are perception of position, followed by length, angle/slope, area,

volume, and color/density as the least accurate. While word clouds attempt to

equate font size to word length (height), which is identified as an effective visual

task in the classification of [Mackinlay, 1986], the fact remain that longer words will

be highlighted against shorter words, even if their frequencies are equal. This is

because the salience of a word in word clouds is determined not by its height but by
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Figure 4.9: Word frequency comparison of the European Parliament (in blue) and
the UK House of Commons (in brown) speeches related to the word “terror”.

the total area of the word occupies. The area of a longer word will be larger than the

total area of a shorter word of the same frequency. Indeed, studies have suggested

that in certain situations, tag (word) clouds will be even less effective than simple

lists [Rivadeneira et al., 2007] as a frequency visualisation device.

Visual tools with capabilities for comparison of textual items using sets have been

previously proposed. Parallel tag clouds [Collins et al., 2009] enables quantitative

comparisons across documents. In Figure 4.10, a parallel tag cloud which compares

ten lists simultaneously is displayed. This technique is designed for faceted inves-

tigation of corpora, and when used for analyses of frequency, only very frequent or

infrequent items will be displayed. Also, quantitative information is encoded using

font size, which does not scale well to a global frequency view over a large number

of lexical items.

The Parallel tag clouds visualisation is essentially a set of connected word clouds,

with each cloud being represented as a column, one per frequency list. The size of

each word corresponds to how unusually highly occurring the word is given the

other lists as a reference. Words that occur in multiple columns are connected
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by edges, and the presence of edges are indicated by “edge stubs” which hint at

the direction and distance to the next occurrence. When a word is hovered, the

full edges connecting it to other columns are shown, and a rich tooltip provides

additional information about the occurrence of the term in all corpora.

Figure 4.10: A parallel tag cloud revealing the differences in drug prevalence
amongst the circuits.

The Jigsaw system [Stasko et al., 2007] for visualizing entity connections across

documents contains a set comparison tool which uses sloped lines to compare lists

of textual items. Figure 4.11 displays two lists of unequal size inked through slope

lines. While the slope lines do not encode quantitative information, quantitative

differences could be estimated from the visualisation if the lists were in rank order.

However, the validity of these comparisons would rely on distributional similarity

and comparable list lengths. In word frequency lists, this assumption of comparable

length is almost never the case.

This type of set comparison is also similar to another visualisation called BiSet

[Sun et al., 2016], which suffers from the same drawbacks.

Neither Parallel tag clouds nor Jigsaw use the positions of items in the lists to
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Figure 4.11: Jigsaw List View linking people with places.

encode quantitative information. In LineUp [Gratzl et al., 2013], a visualisation for

multi-attribute rankings analysis, set items are listed in rank order for multiple data

attributes, and the quantitative values are encoded as stacked bars. Figure 4.12

shows LineUp where the number of items in each list is the same. The interface is

not designed to deal with lists of differing sizes. Even if one of the lists could be made

longer than the other, a comparison of word frequency lists in this visualisation would

have some drawbacks. For instance, using lists of unequal sizes makes estimating

the relative distributional position of the words difficult. In a simple example, an

item appearing at position 5 in a list of 10 items should be comparable to an item at

position 50 in a list of 100 items. In addition, displaying rank in an equally spaced

list distorts the relative frequency differences between lists and over-emphasizes low-

frequency words in the shorter list.
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Figure 4.12: LineUp showing a ranking of the top Universities according to the
QS World University Ranking 2012 dataset with custom attributes and weights,
compared to the official ranking.

4.4 Conclusion

In this chapter, attempts at mitigating visualisation design validity risk at the data

abstraction and encoding levels of the nested model of visualisation design (as de-

scribed in subsection 2.2.3) were presented. This was achieved by developing a

conceptual data model of the concordance list and using it to compare encoding

choices in existing KWIC visualisations. The visualisations either don’t encode sur-

veyed encode positional frequency or encode it using non-optimal visual variable

choices.

Further, visualisations which are useful in the comparison of frequency lists were

compared and found to not encode frequencies from unequally sized lists in a manner

that makes them directly visually comparable.

In the next chapter(chapter 5), the Concordance mosaic visualisation is pre-

sented. I developed this visualisation to address the lack of perceptually efficient

KWIC visualisation to represent positional frequencies and statistics.

In chapter(chapter 6), the ComFre visualisation is presented. This visualisation
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was developed to enable visual comparison of word frequency lists of unequal size.
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Chapter 5

Concordance Mosaic Visualisation

Figure 5.1: Filtered Mosaic for keyword: Coat filtered by winter at position
keyword− 1 from Figure 5.8.

The Concordance Mosaic visualisation addresses a number of problems identified

during the domain characterization chapter 3. In particular, the difficulty in dealing

with positional word frequencies is eased by the use of Mosaic. This chapter begins

with an overview of the Concordance Mosaics visual encoding before describing

the graph-based abstraction on which the visualisation implementation relies. The

visualisation encoding is then described in detail, along with the interaction designs.

Finally, issues of time complexity are discussed.
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5.1 Mosaic Overview

The Concordance Mosaic (Figure 5.1) was created to enable better the quantita-

tive actions identified in the domain characterization chapter 3 via the conceptual

data model of the concordance. I tried to overcome the limitations of the reviewed

visualisations section 4.2 by mapping visual variables to the conceptual model as

efficiently as possible. Using an established visual metaphor, the design also seeks

to remain visually similar to the KWIC interface. For example, representing word

positions (WPO) on the horizontal axis rather than on the vertical should make the

visualisation more appealing to expert users.

The Mosaic renders the concordance as a collection of columns representing word

positions (WPOs) relative to the keyword column. Each positional column contains

rectangles (mosaic tiles) representing the conceptual model’s word token objects.

Each rectangle represents all occurrences of a single token at a position relative to

the keyword. The position objects and their order is clearly defined using horizontal

position, as is the order relative to the keyword. The width of the rectangles is

constant, but variation in height is used to show quantitative differences between the

WTOs. This is quantitative information’s second-highest-ranking variable (length

Q 2).

The variable vertical position (O 1) is used for ordering WTOs at a position.

This was also done in the previously discussed tree-based visualisations. However,

in this case, every position is ordered based on the quantitative values of the WTO,

which was not possible in the tree-based visualisations due to the constraint of

maintaining the structure (readability) of the concordance lines. So this visualisation

trades the linear structure of the text fragments to enhance the perceptibility of the

quantitative information. The boxes’ ordering and length are perceived together,

forming an integral combination of the two variables.

Mosaic also enables visualizing quantitative results of statistical analysis (such
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as collocation strength) in a positionally aware way. This gives an overview of the

concordance list, which seems well-suited to the quantitative actions identified in

the task analysis.

Using high-ranking variables required trading off the structure of the concordance

lines. Since the underlying abstraction maintains this structure, the visualisation

was presented in combination with a KWIC interface in a design pattern of com-

posite visualisation views known as Juxtaposed views [Javed and Elmqvist, 2012].

This composite interface, linked through the concordance graph, enables interac-

tions where the concordance lines which connect to a mosaic tile can be highlighted

in the KWIC view. The breakdown of the visual variables for the Concordance

Mosaic is found in 4.1. This table shows that while the Concordance mosaic doesn’t

facilitate the encoding of the concordance lines, it completely renders the position

objects using high-ranking visual variables.

5.1.1 Concordance Graph

Several recent renderings of the concordance list, namely Word Trees and Double

Trees, are based on an analytical abstraction that splits the concordance list into

two context trees. These trees are rooted at the keyword and extend into both

contexts. Studying these tree-based concordance visualisations made it apparent

that no clearly defined method for linking the left and right context trees has been

presented. This is a major drawback, as any visualisation built solely from this

abstraction cannot fully reconstruct the concordance lines. To remedy this, I created

the concordance graph.

A typical KWIC display is shown in the top window in Figure 5.12. For concor-

dancing, the presentation is such that the keyword is placed at the centre of the line.

I shall designate the keyword by k and its left and right contexts by L = (l1, . . . , ln)

and R = (r1, . . . , rn), respectively, where li (respectively, ri) denotes a word i posi-

tions to the left (right) of k. The index can then be represented by a set C of triples
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of the form C = (L, k,R).

This structure encodes a high degree of redundancy in that for a given position,

many different word occurrences (tokens) across the concordance lines are simply

instances of the same word (types). This is illustrated, for instance, by the words

“silk”, “and” and “hat” in the left context of the word “coat” on the lines highlighted

in red, in Figure 5.12. Since, according to Zipf’s Law [Manning and Schütze, 1999],

a small number of word types tend to dominate the distribution of tokens at a

particular position, the bulk of the data in C should consist of such repetitions.

A more economical representation can be devised by taking advantage of the

linear structure of C. The approach proposed below does this by representing the

concordance set as a graph, where vertices correspond to word types, and the linear

order is encoded by the edges as specified in Definition 1.

Definition 1. A concordance graph is a quadruple G = (V,E, Vl, El) where V is a

set of vertices, E ⊆ V×V is a set of edges (vs, vt) connecting vertices, Vl : V → Types

is a labelling of vertices with words and El : E → R is a labelling of edges with word

frequency information.

The word frequency labels in El indicate the number of concordance lines between

the two ends of the edges. A concordance graph can be built through an algorithm

that takes a KWIC index C (encoded, say, as a tabular structure) as input and:

1. sorting each of the word position columns lexicographically.

2. iterate through each column starting from the centre and expanding over L

and R, (corresponding to k, with index i = 0) and expanding over L and R,

3. creates a vertex vi,j for each type (in row j of column i), labelling the vertex

with the appropriate string,

4. recursively connects each vertex to the next column’s vertices vi+1,m, labelling

edges according to the number of strings vi,j, vi+1,m in the concordance,
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5. and, finally, creates edges linking each vertex vln for each row in the leftmost

column of C to the corresponding vertices vrn for the rightmost column. I will

refer to such edges as contextual edges.

An example of a concordance graph created according to this procedure for the

word “coat” is shown schematically in Figure 5.2.

Figure 5.2: Concordance graph for the keyword “coat”.

The formal properties of Concordance graphs could be studied extensively. For

the purposes of this thesis, it suffices to state that a) the keyword in a concordance

graph can be uniquely identified by its node eccentricity property, b) the graph can

serve as an analytical abstraction suitable for a data-state information visualisa-

tion model, and c) contextual edges link the left and right contexts to identify full

concordance lines. In the following section, I present a particular realisation of a

graph-enabled concordance interface.

To aid understanding of the concordance graph, it is possible to conceptualise

it as the combination of the left and right context trees (Figure 5.3), with the

contextual edges added to enable the reconstruction of concordance lines from the

graph (Figure 5.4). Since each of the “word trees” (or context trees) observe the

principle of having at most one path between tree vertices, it is clear that the partial

concordance lines can be reconstructed up to and after the keyword separately in

the case of concatenated context trees Figure 5.3. However, Figure 5.4 shows an

example of a concordance graph for a subset of the fragment seen in Figure 2.3 with
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word count labelling, from which the entire concordance line can be reconstructed

thanks to the contextual edges. Note that the edges that connect the left to the

rightmost vertices (contextual edges) guarantee that the entire set of concordance

lines going through any vertex vi>0 is retrievable by traversing the concordance graph

starting from vi, which is not possible in a concatenation of Word Trees. Word trees

without contextual edges do not make clear which edges in the opposite Word Tree

are connected to the branches in this Word Tree. It is only by linking the leaf nodes

of each tree that the text fragments are reconstructed.
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Figure 5.3: Concatenated context trees.

Figure 5.5 shows an example of concordance line reconstruction for the node

labelled “invisible” (highlighted in yellow). From the diagram, it is clear that

traversing the branches from the selected node to the keyword “eye” reconstructs

all concordance lines passing through the selected node “invisible”.

To determine the keyword from the graph, graph distance is defined d(v, u) as

the minimum length of the paths connecting vertex v to u in concordance graph G

and an operation P (G) which removes all contextual edges (vln, v
r
n) from G, then the

keyword vertex can be retrieve through its eccentric property.

Definition 2. The eccentricity ϵ(v) of a vertex v in a concordance graph is defined

as ϵ(v) = maxu∈V \{v} d(v, u). The minimum graph eccentricity (minv∈V ϵ(v)) is the

graph radius.
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Given a concordance graph G, the keyword k is the label Vl(vk) of the vertex vk

whose eccentricity ϵ(vk) is equal to the graph radius of P (G). The above-described

graph construction algorithm guarantees that this vertex is unique and corresponds

to k in the KWIC representation.
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Figure 5.4: Sample concordance graph for the word “eye”.
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Figure 5.5: Concordance line reconstruction example.

5.1.2 Mosaic Encoding Design

The analysis of corpus linguistic actions revealed that frequency estimation at a word

position is a commonly performed action. Observing these positional frequencies at

multiple positions simultaneously (frequent combinations) across both contexts is

difficult and often required in traditional concordance analysis. Providing a visual
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technique to facilitate these actions was the focus of the design of the Concordance

Mosaic.

Using Chi’s and Riedl’s reference (data state) model [Chi and Riedl, 1998] ,

I show the data states and operators through which we create the visualisation

(Figure 5.6). I chose to create the visualisation using the Prefuse library since its

software architecture is also based on this reference model [Heer et al., 2005].
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Figure 5.6: Concordance visualisation reference model diagram.

The concordance graph can be transformed into column vectors where each vec-

tor represents a position relative to the keyword. These vectors can be easily created

by traversing the graph (in any manner) from the keyword node using the edge dis-
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tance from the keyword node as the position identifier. This graph traversal is

designated as a visualisation transfer operator, creating a new data state at the vi-

sual abstraction level of the reference model. This data state consists of a collection

of vectors containing word objects. These vectors are ordered so that if vector x

contains the keyword, then vector x+1 contains all words which occur one position

to the right of the keyword (in the corpus) and vector x− 1 all words one position

to the left. These words (word objects) consist of the word token and a quantitative

value representing the frequency with which this word has occurred at this position

in the concordance list.

Visual mapping these column vectors to the Concordance Mosaic entails laying

out the vectors as columns in a grid according to their word position. Within these

columns, each word object is represented by a fixed-width rectangle. The height of

each rectangle (word object) is scaled by its frequency at the position and normalised

by the required total column height. Within each rectangle, the text attribute of the

word object is rendered and scaled by the height of the rectangle. An alternating

four-colour scheme differentiates the columns and words, and a fifth colour is used

for the keyword column (Figure 5.8). The example shown is for the keyword coat.

In this visualisation, the visual variable position is used for the word positions,

represented by the ordering of the columns, and frequency by ordering the words

per column from most frequent (top) to least frequent (bottom). Encoding word

position into the visualisation is important for analysis actions and as a reminder

of the hidden sentence structures. A second visual variable length is used again

to represent the frequency of a word at a position. The combination of frequency-

ordered columns of tiles and the length of each tile used to represent frequency

strongly encodes frequency in the visualisation. Using two visual variables to encode

frequency directly results from the importance of frequency-related actions identified

in the task analysis.

Filtering quantitative actions were identified in the task analysis. Under the

104



Figure 5.7: Collocation Strength Mosaic coloured by token for keyword and.

umbrella of filtering, many different actions were classified. For the Mosaic visual-

isation, I implemented a simple filter interaction which enables selecting a word at

any position to create a filtered Mosaic where words which do not form sentences

with the selected positional word and keyword are removed. The Mosaic for the key-

word “coat” filtered by occurrences of the word “winter” at position keyword − 1

can be seen in Figure 5.1. A right-click interaction was used to trigger the filter.

An additional Concordance frequency view was created, which filtered out stop

words. Expert users requested this filtering, and it was an implicit feature of many

of the task analysis tasks. (Figure 5.9)

One of the main challenges in the visualisation of textual information is that the

text itself is of interest and is often high-dimensional and difficult to map to visual

variables effectively. As an example mapping each token in a corpus to a colour

would still require the text to be available through some interaction or legend. For

example, the analysis of a concordance using the interface presented in Figure 5.7

would be impossible if the text labels were removed. To address this issue, a bifocal

distortion interaction [Spence and Apperley, 2013] is applied on mouse over to allow
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the inspection of the labels of rectangles which are too small to be rendered, an

example of this bifocal interaction is shown in Figure 5.8. This scaling down of

words with low quantitative values is desirable as it brings the words with the

largest quantitative values per position into focus.

Figure 5.8: Frequency Mosaic for keyword Coat. Bifocal interaction and hover
tooltip are shown.

The quantitative action Significant Collocates describes actions where a statisti-

cal measure of the significance or strength of the collocations with the keyword were

investigated. These statistical measures are often calculated using external tools

[Scott, 2010]. These tools return ordered lists of the significant collocates. Word

position relative to the keyword is sometimes used in the calculation of significant

collocates, but the output-ordered lists give no information about the positional oc-

currences. Using the Mosaic visualisation and concordance graph, it is possible to

calculate and display similar statistics and overlay the word position information.

A simple measure of positional collocation strength can be calculated by dividing a

word’s concordance positional frequency by the frequency of the word in the entire

corpus (global frequency).
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Figure 5.9: Frequency Mosaic coloured by token for keyword and.

The collocation strength version of the Mosaic uses a different colour palette

(Figure 5.10) than the frequency rendering. The collocation strength version of the

mosaic reduces the size of words with a high frequency in the corpus and increases

words of lower frequency. For example, comparing Figure 5.8 and Figure 5.12 the

words “his”, “her” and “the”, at position keyword− 1, have had a drastic scale re-

duction during the hyphenated prefixes “frock”, “tail” and “rain” have been scaled

up. This technique could be used to display many other scores or statistics which

relate a keyword to its surrounding context, such as chi-squared or mutual informa-

tion score. Due to the space-filling design of the Mosaic collocation, score heights

should only be compared to other scores at the same position since the total height

of each column is held constant and individual word heights are scaled appropriately.

This is not an issue for the frequency view, as the number of words at each position

is the same as the total number of concordance lines.

An alternative scaling scheme for the collocation strength view is shown in Fig-

ure 5.11. Under this scheme, independent of position, each word object can be

directly compared to any other word object. This has the effect of adding meaning
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Figure 5.10: Concordance Mosaic of normalised collocation strength for keyword:
Carpet.

to the total height of each position column. This additional meaning is that the

position columns now signify the total collocation strength at a position, thus giv-

ing an overview of which positions contain the strongest collocation strength set of

collocates.

The addition of a hover tool-tip reveals the numerical detail of the overview

provided by the WTO box heights. The Mosaic interface offers easily perceptible

differences in quantitative information, but without a numerical axis, the quanti-

tative information is comparable but not viewable. A tooltip is a message which

appears when a cursor is positioned over an icon or, in this case, a mosaic tile. In

Concordance Mosaic, a tooltip displays the required detail, and additional infor-

mation can be made available such as word frequency in the collocation strength

view. Comparing the tooltips in Figure 5.10 and Figure 5.11, the difference between

the two Collocation strength scaling schemes can be seen, in the Figure 5.11, the

rectangle height represents the true value of the collocation strength in relation to

all other WTO rectangles.

108



Figure 5.11: Alternative Mosaic Collocation Strength for keyword: Carpet.

The Read Context action was always required to perform concordance analysis

qualitative tasks. While the mosaic technique visually preserves word position, the

links between these positions (sentence structure) are lost. However, this sentence

structure is still available in the Mosaic data structure thanks to the concordance

graph. To show this sentence structure, I chose to have all words which connect,

through a contextual edge, to a user-selected word highlighted in white (bottom

panel Figure 5.12). This interaction helps examine the context, but words with low

frequency or collocation strength often will be too small to observe, as shown in

the entire right context in Figure 5.12. To overcome this, we implemented a bifocal

distortion [Spence and Apperley, 2013], activated on mouse-over of rectangles below

a chosen height threshold. When multiple words at a position form sentences with

the selected word, the choice of which highlighted words connect to each other can

again become ambiguous. This ambiguity can be addressed by combining the Mosaic

and KWIC techniques using the familiar patterns of overview+detail [Shneiderman,

1996] and synchronised views.

Juxtaposed views [Javed and Elmqvist, 2012], a design pattern of composite visu-
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alisation views, was used to design the combined visualisation. This design provides

the user with the overview (Mosaic) and detail (KWIC). Since the data is implicitly

linked, interaction with either view can affect the other. This is demonstrated by ap-

plying a focus/selection interaction on the Juxtaposed view (Figure 5.12). Selecting

a word on the mosaic view sorts and scrolls the traditional keyword-in-context view

such that the sentences which contain the selected word in the selected column are

visible. The selected word is highlighted in pink, and the remaining context words

are coloured red. The entire capabilities of Mosaic and KWIC views are available

in the Juxtaposed view and are enhanced by linking the two views.

5.1.2.1 Collocation Statistics

As GOK project members used the Mosaic tool, it became apparent that the Collo-

cation Strength view would be more useful if it were based on established collocation

statistics such as Mutual Information, z-score, or log-likelihood.

Corpus linguists from the GOK project reported difficulty using the collocation

strength view, explaining that the scaling of the Mosiac is not immediately trans-

parent. An explanation of the collocation strength measure was required before an

analyst could trust the collocation strength visualisation. In addition, while some

GOK researchers reported using this view regularly, they would not be comfortable

explaining the technique in academic publications. The analysis would be much

easier to explain if established collocation strength measures were available.

Mutual Information (MI), cubed mutual information technique (MI3), z-score

and log-likelihood are among the most used techniques for calculating collocation

strength in corpus linguistics[McEnery et al., 2006, Manning and Schütze, 1999].

Each collocation strength measure was added to the Mosaic, and the simple mea-

sure of collocation strength was removed. A Mosaic displaying collocation strength

using Z-score for the keyword ‘Statesman” can be viewed in Figure 5.13. A Mosaic

displaying collocation strength using log-likelihood for the keyword ‘Statesman” can
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Figure 5.12: Juxtaposed Concordance interface showing Collocation Strength View
and KWIC View for keyword: Coat.

be viewed in Figure 5.14. When these Mosaics for Z-Score and log-likelihood are

compared, it is apparent that they give different perspectives on the positional key-

words of interest.
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Figure 5.13: Mosaic scaled using Z-score for the keyword “Statesman”.

5.1.3 Mosaic Complexity Analysis

Each column of the Concordance Mosaic has at most n tiles, where n is the total

number of concordance lines. The number of word positions displayed is defined

as w. Sorting and counting the wards at the word positions takes 2wn operations.

Connecting each word token object at a position to its neighbouring position word

token objects simply involves adding concordance line identifiers to each word token

object for each connected line. This operation takes wn operations. Connecting the

leftmost and rightmost positions to is done implicitly by recording the concordance

line identifiers in the previous step. The layout algorithm simply sets each tile’s

height to the token’s count at the position divided by the n. Each tile is placed

in the appropriate column and appended in order to the end of the stack of tiles

representing the word position. This will take a maximum of wn operations when

each word token object at a position is unique. Hence the function representing the

runtime is given by:
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Figure 5.14: Mosaic scaled using log-likelihood for the keyword “Statesman”.

f(n) = 4wn

since w < n the worst-case time complexity and best-case time complexity to

generate a Concordance Mosaic are given by

O(n) = n

Ω(n) = n

5.2 Conclusion

This chapter described the first main contribution of the thesis, the Concordance

Mosaic visualisation. The encoding choices and design rationale are rooted in the es-
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tablished requirements identified in the domain characterisation chapter (chapter 3),

the conceptual data model of concordance lists (section 4.1) and the lessons learned

from the structured encoding comparison of KWIC visualisations (section 4.2).

In the next chapter(chapter 6), the second main contribution of the thesis, the

ComFre visualisation, is described.
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Chapter 6

ComFre Visualisation

This chapter describes an interface design for comparing frequency lists (ComFre).

Frequency lists for corpora usually contain tens of thousands of lexical items.

Comparing the entirety of two large lists is challenging when they are presented as

ordered text with a corresponding quantity. Tasks which require pattern identifica-

tion at an overview and detail on demand are good candidates for visualisation.

Instead of comparing two large lists, comparing one small and one large list

presents a new range of challenges. How do frequency and rank map from one list

to the other?

The ComFre visualisation meets these challenges of list comparison and enables

frequency list comparisons valid for distributional similar lists. The ComFre visual-

isation has been designed to support comparisons of item frequencies between two

sets. The primary tasks are those related word frequencies in text corpora. However,

the underlying ComFre visualisation can be used for other types of tasks requiring

frequency comparisons.

6.1 Requirements

The initial requirements for an analysis tool emerged through discussions with do-

main experts, and exploration of their corpus analysis workflows. In chapter 3, the

need to be able to compare word frequencies was identified as a core task in cor-

pus analysis. During domain characterization, the usage of frequency lists for these
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comparisons was identified as a requirement. These frequency lists should be from

corpora of roughly equal size for the comparisons to be valid.

On discussing this point with the GOK project researchers They indicated that

sub-corpus comparison, using word frequencies, formed an important part of ex-

ploitative and hypothesis-testing tasks. The limitations of traditional frequency

lists and the desire to compare corpora of different sizes gave rise to the initial visu-

alisation design sketches, which were then further refined in consultation with them.

The initial requirements established for the visualisation were:

• Comparison of two frequency lists

• Comparing lists of unequal lengths should result in meaningful comparisons.

• Items in both lists should be explicitly linked.

• It should be easy to identify items with high, low and medium differences in

relative rank.

An early version of the prototype was shown to a group of experts. Several

users asked if they could investigate results for a collection of tokens that they

were interested in. Based on this, the search capability was extended to enable the

inclusion of multiple keywords (words and sub-strings) in a single search.

6.2 Visual Encoding Design

Since frequencies are quantitative data, the most accurate visual encoding [Bertin,

1983] according to [Cleveland and McGill, 1985] should be position, followed by

length and slope. Furthermore, as pointed out above, the area does not provide a

very accurate encoding for word frequencies in the case of word clouds.

Therefore, decided to design a visualisation that keeps the position (order) el-

ement of word lists, which most linguistic users are familiar with and utilize slope
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elements of slope charts and the length element of histograms [Tufte, 2001]. A slope

chart also allows information to be shown in both integrated and separated manner.

As Tufte puts it, “. . . integrated through its connected content, [and] separated in that

the eye follows several different and uncluttered paths in looking over the data. . . ”

[Tufte, 2001].

Figure 6.1 shows an early sketch of the ComFre visualisation. The words from

the two corpora are shown vertically on the left and right, in descending frequency

orders in each corpus. The histograms of the word frequencies are shown in blue

and green for each corpus. The slope lines of the selected words show their relative

position, in terms of their frequency, in the two corpora.

It should be pointed out here that one of the problems in comparing relative

frequencies of words are that, in natural languages, words are distributed roughly

according to Zipf’s Law, which states that the nth most frequent word occurs approx-

imately 1
n
times as frequently as the most frequent word. For instance, 6.2 shows

the overall frequency distribution for the TEC corpus [Luz, 2011], a collection of

translated texts widely used in corpus-based translation studies. Comparing word

frequencies of different-sized corpora may lead to unfair comparisons. Fortunately,

however, the size of the vocabulary (i.e. the size of the set of items to be compared,

Figure 6.1: Sketch of the ComFre visualisation.
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Figure 6.2: Zipfian distribution of the TEC corpus [Luz, 2011].

|v|), grows sub-linearly in the size of the text: |v| = O(nβ), where 0 < β < 1 and

n = text size (Heaps Law [Luz, 2011]). Therefore, as the sub-corpora to be com-

pared grow, the problem of unfair comparisons due to the Zipfian nature of texts is

mitigated. By displaying the position of the words on the distribution (represented

by a histogram or a smoothed contour, for instance) as well as their relative rank

orders, ComFre allows the user to visualize the most important elements of word

frequency comparison at once.

6.3 Encoding Implementation

An interactive version of ComFre was created to exemplify our design. 6.3 shows

the interface of this prototype, with two sample large subcorpora from the GOK

corpus(pre-modern English subcorpus on the left and modern Englishsubcorpus on

the right) loaded to allow comparisons of their word frequencies. ComFre displays

the word frequency distributions for both corpora under examination. The distri-

bution plots use logarithmic axis scaling. The x-axis represents the word count in

the corpus, while the y-axis displays the rank of each word in the corpus. Under

this scaling scheme, Zipfian distributions should appear to be approximately linear.

By fitting the distributions to the same length axis, word position within the
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Figure 6.3: Interface of the ComFre prototype.

distributions can be compared sensibly for corpora of vastly different sizes. The

corpora of interest should have similarly shaped distributions, so scaling the distri-

butions and visualizing the difference between the word frequency profiles provides

a suitable means of corpus comparison. Displaying the distributions of each corpus

also gives a visual cue, even if the frequency distributions do not visually match.

The difference between a word’s distributional position (scaled probability) in

each corpus is displayed using a sloped line. The slope and colour of each line encode

which corpus contains a particular word more frequently. Due to the log-linear

nature of the distributions, under this scaling scheme, any proportional changes in

position along the y-axis are equivalent. In other words, lines of equal slope represent
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Figure 6.4: Filtering word frequency comparisons using range selections.

an equivalent change in the distributional position of a word between corpora.

The words are rendered as text labels at the higher end of each slope line. The

choice of scaling means that these text labels will render very close together and on

top of each other when the entire corpus of words is displayed at once (as shown in

Figure 6.3). While at this level of analysis, a general sense of the variation in word

frequency can be detected, the details are hidden, and user interaction is required

for any fine-grained analysis. This follows the well-known visual information-seeking

mantra “Overview first, zoom and filter, then details-on-demand” [Shneiderman,

1996, p. 2].

ComFre is designed to facilitate hypothesis testing and exploration between the
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Figure 6.5: Filtering word frequency comparisons using word strings.

word frequencies of two corpora, with built-in interaction tools to support these

goals. Two range sliders are provided for filtering out lines and labels (the blue and

orange sliders at the top, between the y-axes, in Figure 6.3). These sliders let the

user select the range of slopes which are visible. For instance, selecting a range at

the far right of a slider displays the lines with the steepest slopes. 6.4 shows an

example of this range manipulation and its potential for allowing the comparison

of words with more specific frequency changes. This is useful for looking at the

words that change the most or least between the two corpora. Of course, it is also

sometimes necessary to find frequency changes for specific word(s). ComFre provides

a keyword(s) Search mechanism. Comma-separated words (or partial word strings)
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can be typed in the search box (shown in the top left-hand side of Figure 6.3). As

a search term is typed, slope lines are filtered out to display only lines which match

a continuation of the current search string. 6.5 shows the result of filtering using

two keyword strings (”aid” and ”infl”). One example of a use case for this type of

filtering would be to see whether or not a topic, modelled as a collection of words,

is more prevalent in one of the two corpora. One should also note that although the

logarithmic transformation and scaling allow for more a sensible interpretation of

the variations between corpora, it also de-emphasises the absolute word frequencies.

Therefore, to make the absolute frequency values available to the user, a hover

interaction on the slope-lines has been provided in the prototype.

As a demonstrative linguistic use case, one could imagine that a simplistic re-

duction of a work-flow using the tool would begin by using the range sliders to get

an overview of the variation between two corpora and getting a sense of some topic

that is more prevalent in one corpus. Compiling a word list that represents a topic,

and then filtering using these words can then test the hypothesis.

The ComFre prototype has been implemented as a single-page web application

using the JavaScript visualisation framework D3.js [Bostock et al., 2011]. It is

included in the GOK corpus browser and works well with frequency lists extracted

from the GOK corpus. It also allows users to load their own pairs of datasets to

be visualized. These can be any comma-separated list of items (e.g. words) and

their frequencies. The system then processes the datasets to calculate the slope

lines before displaying the resulting visualisation. For large datasets, the run time

increases as the number of lexical items grows. The operation of linking each item in

the frequency lists has a worst-case time complexity of O(n2) where n is the length

of the longer of the two frequency lists being compared. For each item in the first

list, we must find the corresponding item in the second list which is unsorted. In the

current version, a delay of approximately thirty seconds is required for one hundred

thousand unique tokens before fully rendering the visualisation. However, pre-loaded
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corpora can make use of pre-calculated data to display the resulting visualisation

almost instantly.

The challenges associated with visualizing a large number of lexical items are

not limited to the data processing required. Rendering and interacting with a large

number of visual items also affects performance and usability. The optimum static

visual encoding may not lend itself to a usable implementation. Design decisions

based on reducing the number of visual items had to be made. For instance, the

initial design displayed the distributions as bar charts of tokens. Replacing these

bar charts with two distribution lines removed at least two-thirds of the visual items

required by the initial design.

6.4 Conclusion

This chapter described the first second main contribution of the thesis, the ComFre

visualisation. The encoding choices and design rationale are rooted in the established

requirements identified in the domain characterisation chapter (chapter 3), and the

lessons learned from the structured encoding comparison of KWIC visualisations

(section 4.3).

In the next chapter(chapter 7), a laboratory evaluation of the Concordance Mo-

saic visualisation is presented. This evaluation can help mitigate validity threats in

the visual encoding choices and domain characterisation efforts concerning concor-

dance visualisation.
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Chapter 7

Evaluation

This Chapter details a laboratory study of the Concordance Mosaic interface to

evaluate its performance on quantitative concordance tasks compared to the KWIC

interface, which is the standard tool of concordance analysis.

7.1 Concordance Mosaic Laboratory Study

This study was designed to compare the performance of the three interfaces (Con-

cordance Mosaic, KWIC Interface and the Juxtaposed Interface). The interfaces

were developed to a point where I believe usability would not significantly affect the

evaluation of the Mosaic technique. A small heuristic evaluation and pilot study

were used to refine the interfaces to achieve this usability standard.

The null hypothesis in this study is that there is no significant difference in

performance between the interfaces. Performance was measured by the speed and

accuracy with which participants completed corpus analysis tasks. These tasks were

created with the quantitative actions found during the task analysis in mind. Each

participant attempted to answer five questions using each interface. The interfaces

were presented in an order that was randomised and balanced across participants

for every possible combination of interface orderings.

For this study, I recruited thirty-six participants (N = 36) from the student

population via an online university noticeboard and mailing list. Since the study

evaluates performance on quantitative tasks, I decided previous experience with con-
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cordance tools or corpus analysis would not be a prerequisite for participation. A

pilot study was run with two additional participants. This was done to determine

which areas of the interfaces, and any terminology, participants may have difficulty

with. Informed by this pilot, a tutorial was designed. The tutorial took approxi-

mately ten minutes to complete. It was given to each participant immediately before

they participated. In this tutorial, each of the required interface features was in-

troduced and explained, any linguistic concepts required were also clarified, and a

researcher was available to answer questions.

7.1.1 Experimental Setup

The Software I created to conduct the experiment consists of four major elements:

the KWIC interface, the Concordance Mosaic interface, the question box and the

answer box. The question box appears at the bottom left of the software (Figure 7.1)

and is simply a text area into which the questions and instructions are rendered.

The answer box (bottom right Figure 7.1) contains a button for proceeding to the

next question, a button for resetting the software to the question’s original state and

a text box for the participant to enter the answer. The KWIC and Mosaic interfaces

will be present when the software displays the Juxtaposed interface. However, when

displaying either interface alone, the space where the other usually resides will be

blank.

The participants were asked the same five questions on each of the three in-

terfaces. The keywords about which they were being asked were different for each

interface they encountered. I used three sets of keywords. The combination of key-

word set permutations and interface orderings was balanced across the participants.

This means I have an equal number of participants who used each keyword set, and I

have an equal number of participants who used the interfaces in each possible order.

The selection of the keywords for each of the five questions was done in such a

way as to standardise the difficulty of the question using the KWIC interface. For
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Figure 7.1: Experimental Setup.

example, question two asks “For the keyword KEYWORD, what is the most frequent

word at position keyword - 1¿‘. The three keywords chosen for this question were

Wealthy, Daylight and Massive. These keywords all returned a concordance with

approximately three-hundred concordance lines. The most frequent word at position

keyword−1 occurs with a frequency of between twenty-six and twenty-seven percent,

and the second most frequent word at position keyword−1 occurs with a frequency

of twenty to twenty-two percent.

Similarly, question one is phrased exactly like question two, but the chosen key-

words change the distribution of the words at the position of interest. In this case,

there are again three-hundred lines in the concordance but the frequencies of the

most common and second most common words at position keyword− 1 is approxi-

mately forty percent and between five and ten percent, respectively.

Both questions one and two are tasks which focus on frequency estimation. Ques-

tion three again has the same focus, but the participant needs to identify the part of

speech of the words at the position of interest. This question asks“For the keyword

KEYWORD, what is the most frequent descriptive adjective at position keyword -

1?” and a clarifying statement and example are given“A descriptive adjective is
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a word which describes a noun (KEYWORD is the noun in this case). e.g. In

the text fragment “an old book” old is an adjective describing the noun book”.For

this question, the chosen keywords return a concordances with approximately one-

thousand lines where the correct adjective is the fifth most common word at position

keyword− 1 with a frequency of about seven percent.

The fourth question asks the user to identify a frequent combination of words.

Specifically, they are asked to identify the most frequent word at position keyword−2

when another specified word occurs at position keyword−1. An example of question

four is “For the keyword “standing”, focusing only on concordances that contain the

word “still” at position keyword - 1, what word is most frequent at position keyword -

2?”. This question becomes much easier to answer if the participant uses a filtering

interaction, so a hint was provided telling them to do so for all interfaces. They had

been previously instructed during the tutorial on how to perform this interaction.

The frequency of the answer after the filter interaction was approximately fifty

percent of 200 occurrences. The keywords used for question four were went, did,

and was.

Finally, question five asks the participant to identify the word with the highest

collocation strength at position keyword− 1. The correct answers have a positional

collocation strength score of fifty percent: meaning the collocation strength of the

word at that position is as strong as the combined collocation strength of all other

words at that position. I expect this task to be the most difficult of the five when

using the KWIC interface. The keywords used for question five were jubilee, burlap

and wheezing.

Looking again at these five questions, it should be clear that questions one and

two both evaluate frequency estimation actions, and I expect question two to be

more difficult as the two most common words have similar frequencies. Question

three is again a frequency estimation action that combines a qualitative task of

identifying parts of speech, and this should also be more difficult than questions
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one and two because the answer is the fifth most frequent word. Question four is a

mix of the filter action that is not required but makes the task much easier and is

recommended to the participant. Question five is a collocation-strength action that

can be performed accurately using the KWIC interface by using frequency actions

for each word or expert knowledge to evaluate only the most likely candidates.

7.1.2 Results

7.1.2.1 Cross-tabulation

Table 7.1: Cross-tabulation of mean time to complete each question per interface.

Question J K M

Q1 24.13 56.69 19.48
Q2 13.08 40.85 12.09
Q3 27.69 79.71 23.11
Q4 43.66 73.39 43.13
Q5 33.32 121.75 27.97

Table 7.2: Cross-tabulation of incorrect answers for each question per interface out
of a possible 36 attempts.

Question J K M

Q1 0 3 1
Q2 1 7 1
Q3 9 8 11
Q4 2 4 6
Q5 0 23 0

First, let us look at the cross-tabulated results of the measured values in relation

to the questions and interfaces. The values being measured and used to evaluate

the performance of the interfaces are the time to complete each question (t) and

the correctness of the answer to each question (isCorrect). In Table 7.1, the mean

time to complete each question using each interface is presented. At first glance, the

mean time to complete questions using the KWIC interface (K) is longer for every

question. In Table 7.2, the total number of incorrect answers for each question and
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interface is displayed. This table shows the least errors when using the Juxtaposed

interface, slightly more errors when using the mosaic alone, and many more errors

when using the KWIC interface. However, most of the errors For the KWIC interface

occur in question 5, but even if question 5 were ignored, the errors in the KWIC

interface are slightly more than each of the other interfaces.

Shapiro-Wilk normality tests were used to assess the normality of the times to

complete each question (t) per interface. The null hypothesis of this test is that

the population is normally distributed. The tests applied to response times per

question and interface, in most cases, reject the null hypothesis. In Table 7.3,

the only response time distributions for the interface question pairs which do not

reject the null hypothesis are M:q2, K:q3, and K:q4. Taking the dataset as a whole

and ignoring the split between questions and interfaces also yields a non-normal

distribution.

Table 7.3: Cross-tabulation of Shapiro-Wilk normality test, the table presents p-
values for the time to complete the questions per interface. The null hypothesis of
this test is that the population is normally distributed. For p-values less than 0.05,
the null hypothesis is rejected, meaning there is evidence that the data tested are
not normally distributed. For the KWIC interface, questions 3 and 4 do not reject
the null hypothesis. Question 2 using the Concordance Mosaic also does not reject
the null hypothesis.

J K M

1 1.07113080201535e− 03 0.00541598858701628 3.15653939325606e− 04
2 2.55921250089124e− 03 0.04085259905705785 1.37799885752188e− 01
3 2.84871168184496e− 04 0.12309100768904353 4.71867629281534e− 09
4 3.14084746288457e− 05 0.15542364394019373 2.61133378707408e− 03
5 1.76268957731993e− 08 0.03624446087186547 1.22349854527216e− 05

7.1.2.2 Analysis of variance

Next, let us look at the results of an ANOVA for the dependent variable t, time to

complete each question measured in seconds, with respect to the categorical vari-

ables; the question being answered (q), the interface being used (i), the participants’

assigned interface ordering (iOrder), the participants’ assigned keyword set ordering
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(qOrder) and a binary variable representing a correct or incorrect answer (isCor-

rect). The results of the ANOVA where a significant difference (p < .05) was found

are given in Table 7.4. It should be noted that the dependent variable (t) is not

normally distributed, which might affect the results of this parametric test.

Table 7.4: ANOVA results for the dependant variable time t, where Pr(>F)<0.05
indicates significance.

Sum Sq Df F value Pr(>F)

q 78623.695388835273 4 26.2054108270503754 8.86774908716352e− 18
i 198020.668348797597 2 132.0012482411049461 2.15406447904375e− 38
iOrder 6984.351166801935 5 1.8623168578507050 1.02031874105271e− 01
qOrder 280.373990821594 2 0.1868982519420692 8.29659706452425e− 01
isCorrect 2932.384952249995 1 3.9094754830200298 4.92632225778424e− 02
q:i 48293.087008973787 8 8.0480838436675466 1.62770530513198e− 09
q:iOrder 10190.008199302771 20 0.6792693980437359 8.44661539919004e− 01
i:iOrder 20394.603009683546 10 2.7190222890451836 3.61286426896421e− 03
q:qOrder 4406.670122716925 8 0.7343753074310707 6.61061215115642e− 01
i:qOrder 10794.107652509469 4 3.5976943610511878 7.28688778884667e− 03
iOrder:qOrder 13167.740011112532 10 1.7555320184250351 7.01839369225560e− 02
q:isCorrect 9712.826936671278 4 3.2373016672484667 1.31799900714377e− 02
i:isCorrect 116.193800818961 2 0.0774551811882837 9.25493727495571e− 01
iOrder:isCorrect 7794.221022536280 5 2.0782616534343146 6.91801056433746e− 02
qOrder:isCorrect 2135.341021174594 2 1.4234255573715908 2.43097054011249e− 01
q:i:iOrder 29651.732168728311 40 0.9882972548826947 4.96821441157116e− 01
q:i:qOrder 7189.572524769057 16 0.5990741746196304 8.82906744009495e− 01
q:iOrder:qOrder 13354.811613156053 40 0.4451181327840690 9.98487719715081e− 01
i:iOrder:qOrder 12472.803368832771 20 0.8314412972547580 6.73842915463997e− 01
q:i:isCorrect 274.794173166680 2 0.1831787265937906 8.32746191351884e− 01
q:iOrder:isCorrect 6205.976097758336 7 1.1819784820435475 3.14122729288689e− 01
i:iOrder:isCorrect 3657.920401000010 2 2.4383821291225152 8.96583401328384e− 02
q:qOrder:isCorrect 5526.546307400014 4 1.8420072437946120 1.21805507823843e− 01
i:qOrder:isCorrect 2777.449140500015 2 1.8514570046112679 1.59446261468688e− 01
iOrder:qOrder:isCorrect 5809.084861125011 4 1.9361778222471682 1.05443965652680e− 01
q:i:iOrder:qOrder 30340.261018300080 67 0.6037289779375635 9.91788586077539e− 01
q:i:iOrder:isCorrect 0 0 0 0
q:i:qOrder:isCorrect 0 0 0 0
q:iOrder:qOrder:isCorrect 0 0 0 0
i:iOrder:qOrder:isCorrect 0 0 0 0
q:i:iOrder:qOrder:isCorrect 0 0 0 0
Residuals 165015.663174499990 220 0 0

Since the main effects q, i and isCorrect all feature in significant interactions, I

have focused the posthoc analysis on interactions with these variables. I conducted

Tukey’s posthoc tests (HSD) to analyse the different groupings of each interaction

effect, again using p < .05 to test for significance. It should again be noted that

since Tukey’s posthoc test (HSD) is a parametric test, the dependent variable (t)

not being normally distributed might affect the results.
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7.1.2.3 Posthoc analysis

The result of the HSD test for the i and qOrder interaction (i:qOrder) showed a

significant difference between the two groupings. In this case, the dataset was split

into nine groups by the combinations of the three interfaces and the three circularly

shifted keyword set orderings. The HSD groupings simply combined these groups

into data points where the KWIC interface was being used and a grouping of all

data points where either the Mosaic or Juxtaposed interfaces were being used. This

indicates that the interaction can be interpreted as i, and that qOrder can be safely

ignored as it doesn’t feature in any other significant interactions or as a main effect.

This result shows, as expected, that the choice of keywords has not had a major

effect on the time to complete each question.

The mean response times of the i:qOrder groups in which the KWIC interface was

used were all greater than sixty-seven seconds, while the remaining groups containing

the Mosaic and Juxtaposed data all had mean response times under thirty seconds.

This is evidence of interface choice having an effect on response time.

The HSD test for the interaction between i and iOrder (i:iOrder) examines the

data set split into eighteen groups on the combination of the three interfaces and

the six possible interface orderings. The results of the HSD test found six signif-

icantly different groupings. I examined the result of the test as a scatter plot of

these HSD groupings (Figure 7.2). This scatter plot shows the mean response times

of the eighteen i:iOrder groups, a slight jitter from the grouping lines was applied.

Looking at this scatter plot, eleven of the twelve groups which used the Mosaic

(M) or Juxtaposed (J) interfaces are grouped together, and all twelve have a mean

response time of less than forty seconds. The remaining groupings all have a mean

response time of over sixty seconds and are the cases where the KWIC (K) interface

was used. Looking at the groups where the KWIC was in use, a learning effect can

be observed where in situations in which the participant had used the Juxtaposed

interface before KWIC, faster response times were recorded. Interestingly, it ap-
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Figure 7.2: Mean Response time of i:iOrder data groups. Clustered by Tukey HSD
score. The three-letter abbreviations in the legend under tempiOrder represent the
order in which the interfaces were shown to the participants.

pears that no significantly large learning effect takes place between the Mosaic and

Juxtaposed interfaces. The only data point indicating a difference between the two

interfaces when changing the ordering is the J:JMK data point.

The discovery of an interaction between q and i (q:i) is of great interest since

the null hypothesis states: there are no significant differences between the interfaces

on a per-question basis. Analysing the groups created by splitting the data by

interface and question, the Tukey HSD test found a number of significant groupings

(Figure 7.3). For each question, there is a significant difference between the KWIC

interface and the Mosaic and Juxtaposed interfaces. This evidence is enough to

reject the null hypothesis for each question. With the null hypothesis rejected, I
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Figure 7.3: Mean Response time of i:q data groups. Clustered by Tukey HSD score.

still look further at the results to investigate these differences.

The Tukey HSD groupings of the i:q interaction show (Figure 7.3) that for all

questions (with the exception of question one Figure 7.4), there was no significant

difference between the response times per question for the Mosaic and Juxtaposed

interfaces. For these interfaces, question two (Figure 7.5) was the quickest to com-

plete, while questions one, three (Figure 7.6) and five (7.8) took slightly longer and

question four (Figure 7.7) took even longer still. In comparison, on the KWIC in-

terface, question four was the third fastest to complete, while five took the most

time by a large margin. Again question two is the quickest to complete. These plots

show the 36 data points for each question and interface combination.
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Figure 7.4: Box plots of question one response times across the three interfaces.

Figure 7.5: Box plots of question two response times across the three interfaces.

7.1.2.4 Analysis of correctness

The split between correct and incorrect answers can also be seen from the boxplots

(Figure 7.4, Figure 7.5, Figure 7.6, Figure 7.7, and Figure 7.8). Note the differing
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Figure 7.6: Box plots of question three response times across the three interfaces.

Figure 7.7: Box plots of question four response times across the three interfaces.

ranges on the y-axis between the plots. These plots show the difference between

the KWIC response times and the other two interfaces. Questions two and five
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Figure 7.8: Box plots of question five response times across the three interfaces.

Table 7.5: Incorrect answers per question and interface.
Q1 Q2 Q3 Q4 Q5 Sum

K 3 7 8 4 23 45
M 1 1 11 6 0 19
J 0 1 9 2 0 12

Sum 4 9 28 12 23 76

Table 7.6: Correct answers per question and interface.
Q1 Q2 Q3 Q4 Q5 Sum

K 33 29 28 32 13 135
M 35 35 25 30 36 161
J 36 35 27 34 36 168

Sum 104 99 80 96 85 464

have many incorrect answers when using the KWIC interface. Table 7.5 shows the

number of incorrect answers per interface and question. Question three had the most

incorrect answers but was approximately evenly distributed among the interfaces.

In the case of question five, there were zero errors using the Mosaic or Juxtaposed

interface, while twenty-three of the thirty-six attempts using the KWIC interface

were incorrect.
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To test for significance in the correctness measurement, Spearman’s rank corre-

lation tests were used. The result of a test comparing the results per interface does

not show a significant correlation between errors and interface.

S = 8, p− value = 0.3333

7.1.3 Discussion

The null hypothesis that there is no significant performance difference between the

interfaces per question has been rejected. The Mosaic and Juxtaposed interfaces

have been shown to be equivalent for the designed tasks, while the KWIC interface

performs significantly worse on each of the five tasks. I speculate that this may

indicate that participants using the Juxtaposed interface, which combines both the

Mosaic and KWIC, have a preference for the Mosaic interface as indicated by similar

performance statistics.

The five questions cover a broad section of the quantitative actions I identified

in the task analysis, and each of these actions features in many corpus analysis tasks

most often performed by text analysts. The fact that the Mosaic and Juxtaposed

interfaces offer performance increases over the standard method in the field should

be seen as a contribution to corpus analysis.

Looking at the performance between questions, I expected question two to be

more difficult than one, but the opposite appeared to be true when examining com-

pletion time (see Table 7.1, Figure 7.4 and Figure 7.5), this is most likely due to

participants learning from question one since both questions are the same, only the

keywords and frequencies involved are different.

Using the Mosaic and Juxtaposed interfaces, participants had the worst time to

complete performance on question four. However, this performance was still much

better than the KWIC interface, where this question ranked third in performance.

Question four involved the frequencies at two-word positions, and a filter interaction
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much simplified the task since the four other questions involve observing a frequency

or collocation strength at a single position, and since no interaction is required, the

performance decline using the Mosaic makes sense. Also, since the filter interaction

simplifies the task using all interfaces, the performance against questions three and

five, using the KWIC interface, where no such simplification is available, is to be

expected.

Question 3 had the worst performance in terms of correctness for both the Mosaic

and Juxtaposed interfaces, performing only slightly better than the KWIC interface.

I suspect the additional requirement of identifying an adjective rather than a word

is responsible for the drop in correctness in this question.

On the Mosaic and Juxtaposed interfaces, question five had equivalent perfor-

mance; the performance of the KWIC interface in terms of both time to complete

and error rate on question five is worse by a large margin, from Table 7.5 and Ta-

ble 7.6 twenty-three of the thirty-six attempts at question five using the KWIC were

incorrect. However, this task is less representative of a common corpus analysis task

using this interface. These collocations or other statistics are usually calculated by

an external tool and returned as a list without reference to word position. This

question shows that using the Mosaic interface and the concordance graph, posi-

tional statistics can be calculated and included in the visual representation of the

concordance in an easy-to-understand manner.

7.2 Conclusion

The null hypothesis of no significant performance difference between the interfaces

per question has been rejected. The Mosaic and Juxtaposed interfaces are equivalent

for the designed quantitative tasks, while the KWIC interface performs significantly

worse on each of the five tasks.

This result helps to mitigate the threats to the validity of the Concordance
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Mosaic design. It suggests that the combination of data abstraction and encoding

choice enables faster investigation of positional collocation frequencies and statistics.

To determine if the Mosaic encoding facilitates answering useful questions for

the target users, i.e. investigating positional collocation frequencies and statistics,

we must use different evaluation techniques.

In the next chapter (chapter 8, the methodological impact of the Concordance

Mosaic(chapter 5) and ComFre (chapter 6) visualisation are evaluated using contex-

tual studies ([Sedlmair et al., 2012]) with target users.
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Chapter 8

Review of Methodological Impact

I chose to review the impact the Mosaic visualisation (described in chapter 5) and

the ComFre visualisation (described in chapter 6) were having on the methodologies

of the GOK researchers. At the time of this review, the Mosiac visualisation had

been available to the researchers for over a year. ComFre had been released two

months before this review.

To perform the review, I conducted contextual studies [Sedlmair et al., 2012]

with the researchers referred to as Daisy and Dave in chapter 3. These researchers

had described example methodologies prior to the release of these visualisation tools

(chapter 3). I requested that the researchers allow us to observe them performing

corpus analysis. I requested that this analysis should be work that has academic

publication as its goal. If this work includes the visualisation tools that enhance

the researchers’ speed or analytical capabilities, that is evidence of methodological

impact.

An additional methodology is included in this chapter, but its relevance for

determining methodological impact is less clear. This is because it was presented at

a project meeting to discuss the usage of the concordance tools and was prepared

as an example of how the ComFre tool can be useful for analysis. While it is still

an example of methodological change, its presentation as a teaching example makes

any conclusions about impact less convincing.

Finally, it is important to note the Mosaic, at the time of this review, did not

include the redesigned statistical measures of collocation. It instead used a simple
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measure of collocation strength which was later replaced by statistical measures of

Mutual information, z-score and log-likelihood.

8.1 Methodological Review/Shadowing

8.1.1 Daisys methodology: Case study of “the people”

The study which Daisy shared was new work that could, with continued analysis,

lead to a publication. Before the task began, a brief introduction was given. The

study was on the concept of “the people” in “Thucydides”. The GOK corpus con-

tains translations of “Thucydides” from classical Greek. These translations dated

from 1629 to 1998. This sub-corpus is quite small, only containing eight files. Other

studies of this sort could be envisioned with a much larger corpus.

One question of interest was “Does the concept of “the people” change over

time?”. Another question of interest is “Who does “the people” refer to?”. In this

analysis, there is ambiguity about the meaning of the concept under investigation.

How is the concept of “the people” presented in different time periods, texts and by

individual translators?

The analysis was video recorded, and a description of the methods continuation

beyond what was recorded was provided. Following the observation clarifying ques-

tions were asked of Daisy. The following is a summary of the observed analysis and

the proceeding discussion.

8.1.1.1 Observation

Prior to the observation session, a spreadsheet was created with the headings file-

names, date, translator, people, citizens, commons, Athenians, and public. The

meta-data information related to filename, date, and Translator were added to the

table. The remaining headings are keywords that will be investigated as a part of

this study. The spreadsheet used in the study can be seen in Figure 8.1. Partitioning
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the frequencies by date, file, or translator is equivalent for this sub-corpus as each

file has a unique author and date.

Figure 8.1: Spreadsheet used in Daisys study of “the people” in translations of
“Thucydides” from the GOK corpus.

The first steps of the study focused on the keyword frequencies in the entire

sub-corpus.

• The sub-corpus of “Thucydides” was selected.

• The keyword “people” was searched, and the total frequency in the corpus was

recorded

• Regulator expressions for the other “citizens?”, “commons?”, “Athenians” and

“public” searched, and total frequency in the sub-corpus is recorded

After the keyword frequencies had been recorded, Daisy commented that the key-

word “Athenians” is much more frequent than other keywords. This is unexpected

and will need to be investigated.

The next step was to gather the Keyword frequencies for individual files.

• Make a Sub-corpus selection for each individual file. Recording in the spreadsheet

the number of lines returned by the keyword “people”.

The analysis now turns from keyword frequency to the identification of colloca-

tion patterns. The mosaic was used extensively to identify collocation patterns and

frequency of occurrence. The steps observed were:
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• Make a sub-corpus selection for the first file.

• Perform a search for the first keyword “people” in the concordance browser.

• Open the Mosaic visualisation and remove stop-words.

• Examine word frequencies

• Open a document for taking notes and record the most frequent collocations

directly to the left of the keyword. The words “common and “Athenian” were

recorded

• Return to the sorted concordance list and check if any continuations( such as

“Athenians”) are present.

• Record the counts for the frequent collocated words.(common 8, Athenian 6)

• Open the frequency mosaic with stop-words included.

• Record in notes “lots of hits for the+people (i.e. unmodified)”

• Similar analysis for second file.

• Frequent collocates directly to left of “people”(common 34, Athenian 5)

• Record “A few more different adjectives modifying this noun: entire, experienced,

free, dynamic, adventurous.”

• Similarly, for the third file, the noted collocates noted were (Athenian 13, whole

13, common 5 )

The recording ended, and Daisy explained how the analysis would progress. The

collocation pattern method is repetitive and would continue in the same manner

for each file and keyword. The next stage of the analysis would be to analyze

the frequency patterns using the table. Possibly making bar charts in a spreadsheet

application. Temporal patterns are expected. Identified patterns will be investigated
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using qualitative analysis, which involves reading the concordance lines related to

the identified patterns. The goal is to understand the meaning of the concept of

“the people” at different times.

This analysis is performed in the context of the knowledge Daisy has about the

corpus and texts. She states that it is interesting that there are “No translations

1919-1998, during the period of huge cultural change in Britain. Possible reasons

for this include Suffrage, war, or technological revolution. Daisy explained that

information about the authors and texts will influence the analysis. Some examples

of information that is relevant are “the political leanings of the translators, which is

established relevant knowledge” and “certain texts are partial translations, abridged

versions, etc”. Any differences identified, temporal or otherwise, must take into

account the translator’s style, politics, and more.

Some questions were asked to Daisy to elicit more information about the method-

ology.

• How did you come up with this methodology?

“Playing around with the corpus tools, generating concordances for

interesting keywords, trying to find patterns in the data.”

• How did you choose the keywords?

“Obvious keywords associated with the concept of “the people”. The

idea for the study emerged through reading the literature on citizenship

”

• Is the methodology typical of the field?

“GoK is the first project to use corpora to attempt to understand

the role of translation in the evolution and contestation of political and

scientific concepts. One of the core aims of the project is to develop new

methodologies which might enable researchers to study such phenomena.
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Translation Studies as a discipline tends to encourage close quali-

tative analysis of a small selection of examples from specific texts to

illustrate a particular argument.

Corpus analysis enables the translation scholar to identify and inves-

tigate with significantly greater ease differences between and patterns

within translations, taking into account the full length of each work as

a complete text.

Corpus analysis has been extensively used in translation studies be-

fore (e.g., within the TEC project and many others), but the field has

tended to focus mainly on more micro-level linguistic concerns rather

than the socio-political implications of translators’ word choices, etc. ”

• Would this methodology be useful for other researchers in the field?

“Other scholars using the GOK software to investigate the role of

translation in the evolution of political and scientific discourse use similar

methods. Other projects developing other corpora may also adopt some

aspects of the methodology. ”

• What are the barriers to the adoption of your methodology?

“Not sure. Perhaps better documentation of the corpus software,

detailing what it can and can’t do, with lots of example analysis. The

publication of case studies by members of the team will also help demon-

strate the potential of the tools. ”

• Mosaic was used in this analysis. Is this typical when you investigate collocation

patterns?

“Yes. Mosaic will be very useful for this case study and any investi-

gation of collocations because it tells you in a very quick and transparent
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way which are the most common collocates in each word position for a

given keyword.”

• You did not make use of collocation strength in your analysis. Do you intend to?

“No. The collocation strength Mosaic is not immediately transparent

and so (to be brutally honest) would tend to slow down analysis rather

than speed it up.”

• Have you used this methodology for other studies?

“The collocation pattern aspect of this study is unique in my work.

I have, in previous studies, studied keyword frequency in larger sub-

corpora where there are multiple files for each author and date. I can

show you an example of the concept of “Statesman”.”

8.1.2 Daisys methodology: Case study of “Statesmanship”

An unpublished paper on a case study of the concept of “Statesmanship” was sup-

plied by Daisy, and the major conclusions and analysis were described. The paper

was later published [Jones, 2019]. Here is the abstract from the paper:

“With its connotations of superior moral integrity, exceptional lead-

ership qualities and expertise in the science of government, the mod-

ern ideal of statesmanship is most commonly traced back to the ancient

Greek concept of politikos and the work of Plato and Aristotle in particu-

lar. Through an analysis of a large corpus of modern English translations

of political works built as part of the AHRC Genealogies of Knowledge

project (http://genealogiesofknowledge.net/), this case study aims to ex-

plore patterns that are specific to this translated discourse, with a view

to understanding the crucial role played by translators in shaping its

development and reception in society. It ultimately seeks to argue that
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the model of statesmanship presented in translations from ancient Greek

is just as much a product of the receiving culture (and the social anxi-

eties of Victorian Britain especially) as it is inherited from the classical

world.”

In the GOK corpus, the term “Statesman” was found to exist “almost exclusively

(90%) in translations from Classical Greek”. This pattern was not observed for

similar keywords such as “governor”, “leader”, “ruler”, and “citizen” which are

more evenly distributed across all language pairs. The analysis which arrived at this

conclusion was a simple keyword frequency comparison across the translation facets

of the corpus. This involved selecting each sub-corpus individually and recording

the number of concordance lines for the keywords in each sub-corpus.

Figure 8.2: A sample from the Spreadsheet used in Daisys study of “Statesman” in
translations of Classical Greek from the GOK corpus. The full spreadsheet contains
261 lines of analysis.
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The frequency of the keyword “Statesman” in the sub-corpus of Classical Greek

translations was analyzed. A spreadsheet with an entry for each of the 261 files

in the subcorpus was created, and meta-data (the author, the title, the translator,

and the date) were entered for each file. This was done manually and was time-

consuming. Daisy explained that in this form “the information could easily be

(re)sorted according to each of these meta-data facets and patterns more easily

identified.” The number of concordance lines for each file was found by selecting a

sub-corpus of a single file and searching for “Statesman”. Performing this action for

each of the 261 files was also time-consuming. A sample of the completed spreadsheet

can be seen in Figure 8.2

Figure 8.3: Bar chart examining temporal spread in translations of ancient Greek.

By examining the spreadsheet and generating bar charts, such as Figure 8.3, the

faceted distributions of “Statesman” can be understood. Statesman seemed to be

“bursty” per author and to exhibit a temporal pattern.

The frequency of statesman in these corpora suggests most recent

translations (1950-2012) of ancient Greek texts use Statesman much less

frequently. This is surprising because the corpus contains several re-

cent retranslations (published within the last seventy years) of classical
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texts such as Aristotle’s Politics or Plato’s Dialogues, which in earlier

English-language interpretations included the keyword ‘statesman’ very

prominently.

Some clarifying questions were asked and answered:

• You mentioned the process of completing the spreadsheet was time-consuming,

how long did it take?

“Probably around 5-6 hours because of the amount of manual pro-

cessing required. It would take a lot longer if I were to investigate more

than one keyword.”

• Where did the idea for this study and methodology come from?

“This was exploratory. I was not trying to establish anything in

particular, only to understand whether the term “statesman” was used,

how frequently (in comparison with other semantically related terms),

and if any obvious patterns could be found from these initial quantitative

analyses.

The terms “statesman” and “citizenship” which I have investigated

previously, are closely related concepts, especially in classical Greek

thought.”

• Were the visualisation tools used in this case study?

“My focus on the use of a single keyword (statesman) and alterna-

tive word choices did not require and collocation pattern analysis. This

is more typical of translation studies research. The corpus tools lend

themselves particularly well to the analysis of collocations (this is one of

their clear advantages) and is why I want to push my research in this

direction with my next case study.”
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• Are there any areas of your methodology where current or new visualisation tools

could be beneficial?

“Constructing the spreadsheets is time-consuming. A tool which can

help identify patterns in the dispersion of a concept according to different

meta-data facets would be extremely helpful, at least for the kinds of

research I intend to carry out as part of this project.”

8.1.3 Dave methodology: Case study of “Democracy”

The methodology described by Dave was based on his current research as part of the

GOK project. The demonstration which was observed was a partial reenactment

of the analysis which has already been performed. The concept of democracy was

investigated in modern books 1970s onwards. Dave commented that this “is in line

with the most fundamental goals of the GOK project.”. The steps taken which were

observed and recorded were:

• Begin by searching the keyword “democracy” without any bias for what will be

returned.

• Open the Mosaic frequency view and see if anything stands out (It doesn’t)

• Look at stop-word view. Social democracy has a very strong collocation. Click

social and look at the concordance lines now highlighted in the concordance

browser.

• Reading the lines reveals “Social democracy” appears in file mod8 and refers to

one book title and its contents. This is only informative about this specific

file, and the file is removed from the sub-corpus under investigation to gain a

more balanced overview.

• The search is re-run, recording that approx 500 lines were removed from the

concordance. “common and “Athenian” were recorded
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• The Mosaic is investigated again. Both frequency and stop-word frequency views

don’t seem to show any unexpectedly frequent results.

• Navigate to the collocation strength view (investigate the words one position to

the left).

• Do any of these “extreme combinations also have interesting frequency profiles

(not single occurrences in the concordance). Investigate by looking for works

apparent in frequency and collocation strength views.

• Did not find any particularly interesting frequent and strong collocations at posi-

tion left+1.

• Search regular expression ”-acy”. Interested in keyword frequency and colloca-

tions.

• Note democracy is 76 percent of ”-acy”occurrences.

• Looking at other frequent keywords (aristocracy, bureaucracy): they are mostly

negatively framed in the concordance lines.

• Switch to concordance strength view highest ranked keyword is “mediaocracy”.

• Search ”mediaocracy” 10 lines returned

• Use stop-word mosaic and browser to establish the (semantic prosody) negative

or positive usage of the term.

• Hypothesis: Democracy is the dominant -acy and is viewed in a positive way.

All other ”-acys” are presented as negative. They are presented as threats to

democracy.

This seems to make heavy use of the Mosaic tool for analysis. The case study

presented seemed to be a partial treatment of the problem and may have skipped
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some steps which were needed to reach the hypothesis. Dave was asked the following

clarifying questions:

• You moved swiftly from removing the file mod8 to investigating collocation strength.

After removing the file mod8 you did not reinvestigate the collocation fre-

quency of democracy and instead moved on to collocation strength. Why?

‘Just for demonstration purposes. In essence, not only were pieces

skipped over, the illustration was also fairly preliminary in the following

sense: Removing mod8 because it creates some distortion is of course

bad practice would this be the actual research. The point in doing so

is to quickly weed out material unfit for my purposes, until I reach a

suitable point of investigation (in this case: democracy turning from one

of the competing systems of rule into the only one available, however

constantly beleaguered by traits from within). Once this point of inves-

tigation is established, the analysis can start out again and I make sure

to construct a suitable sub-corpus on clearly defined terms that doesn’t

require me to be rash at the outset of an analysis. The mosaic view

can then be approached again as an entry into the data, and all the

collocation patterns examined more closely. ”

• How do you initially decide what sub-corpus to investigate? In this analysis,

books from 1970 to the present date.

“Currently the first thing I do (especially when the concordance re-

turn is small) is look at overlaps in meta-data property between concor-

dance lines, to get a sense of the whereabouts of the data.”

• Would a visualisation which shows frequency of a keyword across meta-data facets

be useful?
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“Yes. One could, for example, look at differences in dispersion in

the use of the word ‘terror’ pre – and post- 9/11, look at whether a

certain author evades a word (say, anarchy) that is used by all other

authors writing on the same subject (say, democracy), one could look at

whether a magazine has a regional, national or international outlook by

comparing the proper names used with those in other magazine, etc.”

• In your analysis I struggle to see why you begun analyzing the “-acy” concordance.

It doesn’t appear to follow from the previous steps of analysis. Is this an

established next step in corpus linguistics? Is it based on experience and

domain knowledge or some part of the analysis not presented?

‘This has to do with the reduction of bias through the reliance on

form. I could, for example, go look at democracy vs. totalitarianism (in

my attempt to study contemporary forms of government), but I have

no proof that these concepts in fact are alternatives to each other. This

would be solely based on intuitions, and as a lot can be argued about

language data, I would basically come to prefabricated conclusions if

I wanted to (democracy is opposed to totalitarianism in the following

senses). Starting out from taking the suffix –cracy and seeing what other

terms it attaches to offers a more neutral entry into the data inspired by

the actual linguistic form rather than preconceived oppositions.”

• You didn’t appear to investigate the collocations of democracy and other (-acys)

to determine the usage or context in which they occur, except for meritocracy.

I am assuming that this was done and just not shown?

“Indeed, in the final analysis every term discussed merits close atten-

tion to the immediate co-text.”

• You use mosaic extensively in the method? Is that typical of your work
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“I use the Mosaic every time I access the corpus. Especially at the

beginning of an analysis, to get an idea where to start and to make sure

I won’t, in a later stage, overlook any significant patterns. ”

• You appear to use the collocation strength view for analysis, what is your opinion

on it?

“Useful for analysis as it gives extreme combinations. (where the

combination rarity is interesting). As it stands the analysis done using

the Collocation strength view is difficult to explain. Justifications for

the patterns found using this view are usually easier to re-frame as part

of the qualitative analysis which involves reading the concordance lines.

”

• If other statistical measures were available in the mosaic would that be useful?

“Yes, we would benefit from a measure of confidence rather than

strength, or from a commonly known measure that can simply be men-

tioned as such in publications. ”

8.2 ComFre Usage Example

An example case study called “Sketching Women” was presented by a GOK re-

searcher who will be given the name Paul. The case study was described as “A

corpus-based approach to representations of women in online political corpora in

Arabic and English”. Four corpora of differing sizes and type were used in the

analysis. The GOK internet corpus at the time contained approximately 900,000

words, “the data is from left-leaning (political) websites (roughly from roughly 2000

to the present)”. The Arabic Political Internet Corpus (APIC)contains slightly over

one million words from “Arabic ‘political’ websites (dating roughly between 2012

to January 2018)”. Two reference corpora, the enTenTen and arTenTen corpora

154



Figure 8.4: ComFre visualisation comparing high frequency political words in the
GOK internet corpus(left) with the enTenTen corpus (right).

[Jakub́ıček et al., 2013], each contains roughly 1010 words. These are designed to be

representative of general English and Arabic usage on the Internet.

The methodology began by identifying high frequency political words in the

main corpora GOK Internet and APIC. This was done by reading the frequency

lists. Once these lists had been compiled frequency could be compared between the

main corpora and the reference corpora. The words identified in the GOK internet

corpus were:

“ Social people political state government power public class women

world politics right left rights human movement democracy states work-

ers system movements citizenship just society working life economic pro-

cess democratic”
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In the APIC paper, the Arabic keywords after translation were given as:

“state united media work Egypt regime politics Iran law society Israel

Arab government authority rights states politician police Syria social

Jerusalem women violence”

Since the corpus comparison is between a main corpus and a reference corpus of

vastly different sizes, a direct comparison of rank in the list would be meaningless.

This is where Paul turned to ComFre to aid in comparison.

Figure 8.5: ComFre visualisation comparing high-frequency political words in the
Arabic Political Internet Corpus(left) with the arTenTen corpus(right).

Since the ComFre tool enables comparison of the distributional position, mean-

ingful comparison between usage in general language and the language specific to

the main corpus could be made. Looking at Figure 8.4 and Figure 8.5 the slope
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lines for the keywords all have negative slopes from the main corpus to the reference

corpus. This shows that the keywords represent the main corpora more than the

reference ones. Paul concluded that the chosen words are all more common in the

Main corpus for both Arabic and English. He rejected his null hypothesis that “The

frequency of these terms is random”. Paul claimed there is strong evidence that the

“The discourse in both corpora is a political discourse.”

Paul went on to describe how the analysis continued by the application of statis-

tical tests to the main corpora. Mutual Information, t-test and log Dice association

measures were used to identify salient collocations as a whole in the corpora. This

analysis presents pairs of terms which have a high statistical association. Concor-

dance analysis of the terms identified would then be used to make arguments about

the language used in the corpus.

One point about Figure 8.4 and Figure 8.5 is that the frequency lists for the main

corpora were not formatted exactly as required in this example. Unfortunately, this

caused the distributional lines not to render. This had no effect on the slope lines

and frequency comparisons, which were needed for the analysis.

8.3 Conclusion

Both researchers whose methods were examined used the Concordance Mosaic ex-

tensively in their case studies, suggesting its utility to the target user group.

However, the observed methodologies did not make use of ComFre. This may

be due to the lack of familiarity of the researchers with the tool owing to its having

been made available in the GOK software system two months before this review.

Daisy suggested an additional analysis where neither Concordance Mosaic nor

ComFre was used. In this analysis, Concordance Mosaic and ComFre could not

assist with the time-consuming task of evaluating metadata frequencies concerning

the files making up a concordance list. In the next chapter (chapter 9, the domain
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characterisation is reexamined using this new observational evidence and the design

of MetaFacet visualisation for concordance metadata frequency analysis is presented.

The MetaFacet Visualisation is the third main contribution of this thesis.
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Chapter 9

MetaFacet Visualisation

9.1 Introduction

Corpus often contain detailed meta-data associated with each file in the corpus.

Facets of the meta-data can be displayed as part of a concordance list, filename

is presented with every concordance in the GOK concordance browser, and an en-

tire meta-data file can be extracted for each concordance line. Other concordance

browsers such as Antconc [Anthony, 2005], SketchEngine [Kilgarriff et al., 2008] and

WordSmith Tools [Scott et al., 2001] also display filename along with the concor-

dance list. It is easy to imagine this filename could be replaced with any other

meta-data attribute. However, this approach still doesn’t make the calculation of

concordance line dispersion across the facets much easier. Quantitative information

is only available by counting the number of lines attributed to the meta-data tag.

In the domain characterization chapter 3, sub-corpus selections seemed to be

regarded as an adequate method of partitioning the corpus on meta-data facet anal-

ysis, such as a group of authors. However, in light of the evidence provided by the

methodological review chapter 8, this technique requires a large investment of time

from the analyst before meaningful results can be observed. This is caused by the

need to manually partition the corpus many times using sub-corpus selections and

recording the keyword frequency. Only once all the frequencies have been recorded

can the overview of the meta-data partition be examined. One technique I observed

for this meta-data examination was the creation of bar charts in a spreadsheet ap-
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plication.

If large-scale quantification of concordance line distribution is required, visualisa-

tion is a good solution as the pattern of overview and detail easily maps to this task.

The overview could take the form of some visualisation of keyword count in each

attribute of a meta-data facet, while the detail would be the individual concordance

line associated with a facet attribute. A technique based on this principle should

allow quick examination of a concordance list in terms of its distribution across all

meta-data facets.

I now present MetaFact, a meta-data frequency explorer which interacts with

the GOK concordance browser and Mosaic plugin.

9.2 Requirements

The methodologies and comments which were presented in chapter 8 had several

references to the difficulty of the task of meta-data concordance analysis. In addition,

both researchers expressed interest in visualisation-based solutions to this problem.

On researcher currently manually constructs bar charts to help with the analysis.

Creating these bar charts in the current method is a slow and laborious task.

At a design meeting to discuss the construction of a visualisation to assist with

meta-data concordance analysis, specific requirements were set out. They are as

follows:

1. Created as a plug-in for the GOK concordance browser

2. Automatically extract meta-data for a concordance list

3. Visualize this meta-data, displaying the number of concordance lines per meta-

data attribute

4. Enable filtering of the concordance list and Mosaic
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In the discussion, it was also specified that a successful solution would be one

which greatly reduced the time and labour required for methodologies such as the

statesmanship case studies described in chapter 8.

9.3 Visual Encoding Design

To create MetaFacet, a system for meta-data extraction was added to the GOK

corpus browser. Once this was in place, meta-data could be efficiently extracted

for any concordance list for processing by a plug-in. MetaFacet operates on concor-

dance lists and displays the metadata attribute counts associated with the lines of

a concordance.

Figure 9.1: Metafacet display of source language for the keyword “statesman” in
the full GOK corpus.

The core encoding choice for the MetaFacet is a simple one. For any meta-data

facet, a quantitative value is associated with each attribute of the facet. As an

example, for the facet “source language” and the keyword “statesman” there is an

exact number of concordance lines associated with each of the attributes “English”,

“Classical Greek”, and “Latin”. From [Mackinlay, 1986] (see Figure 2.7), the best

variable to map to a quantitative variable is position closely followed by length.
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I decided to encode the quantitative variable using length. The GOK researcher

Daisy had previously used bar charts for this type of analysis, and visual similar-

ity to established methods should influence encoding decisions for domain-specific

visualisations.

Figure 9.2: MetaFacet view of “Publication Date” facet in the GOK Classical Greek
subcorpus for the keyword “statesman”.

The MetaFacet interface can be seen in Figure 9.1. The encoding shown was

created as a plugin for the GOK Concordance Browser using the JavaScript visual-

isation framework D3.js [Bostock et al., 2011]. The interface is based on horizontal

bar charts, where the categorical variables are placed on the vertical position axis,

and horizontal length is used to encode the quantitative values associated with the

categories. Each positioned bar is labelled with its attribute. The attribute cate-

gories in MetaFacet are displayed in lexicographical and numerical order. This is

useful for quickly identifying individual attributes in the overviews and for observ-

ing patterns in numerical categories such as dates. In Figure 9.1 the horizontal axis

helps with identifying the quantities associated with each bar, in addition a hover

tooltip is shown, which presents the attribute label, associated line count, and the

total number of concordance lines in current concordance.
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Creating multiple facet overviews on a single rendering was considered but re-

jected to help reduce visual clutter. Instead, a drop-down menu containing each

meta-data facet was provided. This enables quick switching between meta-data

facets(such as source language Figure 9.1 and publication date Figure 9.2). If a par-

ticular facet contains a large number of attributes, it can become difficult to read

the labels. It would be useful to be able to move from the overview of the facet to

a smaller sample of its attributes. The range window selector enables this function-

ality while keeping the original overview visible. The window size is adjustable and

can be dragged to different sections of the overview facet overview. In Figure 9.3,

a full overview of the facet translator is shown. In Figure 9.4, a smaller range of

the facet has been selected, and a summary of the overview can still be seen on the

range selector tool.

MetaFacet was designed in the context of the GOK corpus browser and the

existing plug-ins. One of the design requirements identified by the expert users

was the ability to filter the concordance list and mosaic results using the meta-

data. Since the meta-data is implicitly linked to the concordance lines, this type

of filtering was possible. The meta-data view presents the attributes and facets

found for a concordance of a specific keyword. I created a click interaction which

would filter the concordance list by removing the lines associated with the clicked

attribute. The clicked attribute turns red and can be clicked a second time to

return the concordance to its original state. Multiple attributes across all facets can

be filtered simultaneously. If the user wants to reevaluate the filtered list’s meta-

data attributes, clicking the update bars button will recalculate the attributes for the

filtered list. Searching the original keyword again will restore the concordance to the

pre-filtered state. In Figure 9.3 a concordance list for the keyword “statesman” in

the GOK Classical Greek sub-corpus has been filtered from hundreds of concordance

lines down to thirteen. This was done by selecting the translators highlighted in red

in the MetaFacet browser.
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Similarly, the click interaction can filter the Mosaic view of the concordance. In

Figure 9.5, the Mosaic is shown partially obstructed by the MetaFacet interface.

This is the Mosaic of the Keyword “statesman” for the GOK Classical Greek sub-

corpus with stop-words removed. Looking at the MetaFacet, the Author “Plato”

accounts for the majority of the usage in the sub-corpus. Clicking on the bar rep-

resenting “Plato” in MetaFacet removes lines associated with the author in both

the concordance browser and Mosaic. In Figure 9.6, the Mosaic has been filtered,

and analysis of frequent collocation patterns in classical Greek works not written by

Plato can be Analyzed.

9.4 Requirements Fit

To demonstrate the use of the MetaFacet visualisation in supporting corpus linguistic

methodologies, I reexamined a portion of the “Statesman” case study from chapter 8.

In this example, MetaFacet is used to perform the previously completed analysis

using the concordance browser and a spreadsheet.

The case study begins by searching for the keyword statesman in the GOK En-

glish corpus. The Original study claimed that Classical Greek translations account

for over ninety percent of the concordance lines. Looking at the MetaFacet display

of the facet “Source Language” in Figure 9.1 confirms that this is true . The hover

tool-tip for the “Classical Greek” attribute shows that 725 of the 862 concordance

lines are translations from Classical Greek. A similar method can be applied to

other keywords of interest to identify patterns in the source language.

Next, the corpus is refined by selecting just the sub-corpus of “Classical Greek”.

Doing this with the sub-corpus selector( as shown in Figure 9.7) instead of filtering

using MetaFacet, ensures all proceeding analysis will be in the correct sub-corpus

even after resetting the concordance lines. In this sub-corpus, a concordance for

“statesman” is, again, generated, and MetaFacet is reloaded to reflect the new data.
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Analyzing the frequency attributes is the core activity of the original study. In

particular, the author and publication date were found to be of interest. Investigate

publication date with Metafacet. The “Publication date” facet is simply selected

from the dropdown menu, and the distribution can be investigated. Figure 9.2 shows

this distribution of publication dates. The “Author” facet can then be selected, as

seen in Figure 9.5, to view the distribution of authors across the subcorpus for the

keyword “statesman”.

While the case study of the keyword “statesman” did not make use of collocation

patterns, another case study on the concept of “the people” did. It is easy to show

how the analysis of “statesman” could be extended to analyzing faceted collocation

patterns. As an example, the Mosaic shown in Figure 9.5 is dominated by collocation

patterns found in the works of the author “Plato”, this can be clearly seen in the

MetFacet window in Figure 9.5. Viewing the Mosaic without any concordance lines

from the dominating author may be interesting. Filtering the Mosaic as shown

in Figure 9.6 shows a significant change in the collocation patterns visible in the

Mosaic. This filter interaction also operates on the concordance making the close

inspection of concordance lines with desired meta-data attributes possible.

Including the meta-data plugin in the GOK Concordance Browser removed most

of the time-consuming work required for “faceted” exploration of a concordance list.

Processing of the data is performed by the tool, giving more time to the analyst to

investigate the patterns and features of the corpus. The original method of analyzing

meta-data facets in the case study of “statesman” was estimated to take five to six

hours. Using MetaFacet, the same analysis takes minutes, not hours.

9.5 Conclusion

In the next chapter (chapter 9, the domain characterisation is reexamined using this

new observational evidence and the design of MetaFacet visualisation for concor-
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dance metadata frequency analysis is presented. The MetaFacet Visualisation is the

third main contribution of this thesis.

The MetaFacet visualisation is designed to enable the exploration of the distri-

bution of concordance lines across meta-data facets.

The problem of quantitative evaluation of the concordance list in terms of its

meta-data facets was not identified in the initial exploration of the domain charac-

terization (chapter 3). The problem was only identified during the methodological

review (chapter 8), where a method that heavily used meta-data for analysis was

examined. The data abstraction for this visualisation was validated via evidence of

utility in the practical steps expert users took in the methods described.

The reenactment of a method observed in the methodological review showed that

MetaFacet reduces the time to complete some analysis steps. The domain experts

stated that using the MetaFacet visualisation, meta-data analysis tasks take minutes

instead of hours.

MetaFacet is the third and final main contribution of this thesis. In the next

chapter (chapter 10), the contributions of this thesis are discussed, and conclusions

are drawn.
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Figure 9.3: MetaFacet window (Top
for facet “Translator” in GOK Classical Greek sub-corpus for the keyword

“statesman”. Several translators (highlighted red in MetaFacet) are filtered out of
concordance browser (bottom).
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Figure 9.4: MetaFacet window for facet “Translator” in GOK Classical Greek sub-
corpus for the keyword “statesman”. In this window, the range selector has been
used to narrow the contest to a sample of the total “Translator” facet.

Figure 9.5: Mosaic and MetaFacet windows for the keyword “statesman” in GOK
Classical Greek sub-corpus. MetaFacet for the facet “Author” is visible.
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Figure 9.6: Mosaic and MetaFacet windows for the keyword “statesman” in GOK
Classical Greek sub-corpus. Concordance lines associated with the author Plato
have been filtered from the Mosaic by clicking on ‘Plato” in the MetaFacet display.

Figure 9.7: Sub-corpus selection window showing the selection of the Classical Greek
sub-corpus.
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Chapter 10

Discussion and Conclusions

10.1 Introduction

In this final chapter, I discuss the main findings of the thesis and how the approach

I have taken in this thesis has led to these findings in the domain of information

visualisation applied to corpus linguistic methodologies.

The literature on visualisation design argues that for a domain-specific visu-

alisation to be successful, it must overcome four threats to validity. Each threat

is exhibited at one of the four levels of the nested model for visualisation design

and validation. As part of this research, I developed three visualisations addressing

different aspects of corpus linguistic methodologies. The validity of each of these

visualisations is discussed in terms of the research presented in this thesis.

10.2 Research Questions

The research questions which directed the work presented in the thesis were:

1. Which methods employed by corpus linguists are not well served by visualisa-

tion?

2. How would visualisation tools affect the workflows of corpus linguists?

3. Can collocation patterns be visually summarized effectively?
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4. Can unequal-length word frequency lists be effectively compared using visual-

isation?

5. Can meta-data visualisation supplement the concordance methodology?

The first research question directs the search for methods in corpus linguistics

which currently are not adequately addressed by visualisation tools. Through initial

discussion with domain experts, concordance analysis methodology was identified

as an area of corpus linguistics where visualisation tools could assist.

To better clarify which methods within concordance-based corpus analysis should

be targeted for visualisation support domain characterisation efforts were under-

taken. These efforts also help alleviate the validity threat from the nested model of

visualisation design explored in subsection 2.2.3, of addressing the wrong problem

with the designs. Analysis of Sinclair’s tutorials for conducting concordance anal-

ysis helped identify actions which are fundamental components of the tasks which

are often performed in the methodology. Through structured interviewing tech-

niques based on a twenty-question model (subsection 2.2.4), domain experts helped

guide the identification of which actions are most important and challenging in their

analysis of corpora.

Two key findings of this process were that positional collocation frequency and

corpus level frequency list comparison are fundamental aspects of the concordance-

based methodology in which members of the target user group identified could bene-

fit from visualisation support. Analysis of existing visualisations for both collocation

frequency and frequency list comparison found that there are very few visualisation

interfaces which address these topics. Even spreading the search wider to encom-

pass visualisations which could be repurposed for these tasks, there was very little

relevant recent literature. Those found were compared using a structured encoding

comparison. The encodings which address collocations were found to either not en-

code positional frequency or encode it using non-optimal visual variable choices. For

171



frequency list comparison visualisations, the encoding did not represent frequencies

from unequally sized lists in a manner that makes them directly visually comparable.

To answer the second research question about how tools might influence the

workflows of corpus linguists, the tools themselves were first designed and devel-

oped. This design and development process used the requirements gathered from

the domain characterisation efforts. The Concordance Mosaic translated them into

a visual encoding using efficient visual variables for the data attributes identified as

important in the conceptual model I developed based on the actions identified in Sin-

clair’s tutorial. In this way, the requirements were addressed in a structured manner

based on visualisation design principles rather than some loose interpretation of a

requirements document.

ComFre emerged as a requirement through traditional domain characterization

efforts focused on target users who are domain experts and is more loosely related

than Concordance Mosaic to the domain literature task analysis based on Sinclair’s

work. Its encoding was designed primarily to enable direct visual comparison of

frequency lists of different sizes, a core requirement which emerged in the interviews

and discussions.

The Metafacet visualisation requirements were identified through the methodol-

ogy review, where examples of the usage of the tool by the target user group was

observed, recorded and analysed. The initial requirement of metadata analysis as a

part of the concordance analysis method was overlooked as it was not given great

weight in discussion with the domain experts. However, observation of the tools in

use made it clear that metadata analysis should also be supported by visualisation

in some way. This shows how important it is to validate the assumptions that have

led to the designs produced and to use design models to help validate and guide the

process at each stage.

By supporting the quantitive actions identified in all of the domain characteriza-

tion efforts, the interfaces enhance the concordance analysis method, which is a type
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of exploratory corpus analysis. The mosaic tool enhanced the existing concordance

analysis method by providing a method based on the systematic study of Sinclair’s

concordance analysis tutorials and domain characterization of the work of experts

in the field. This method was shown to effectively encode quantitative information

used in concordance analysis but not readily available in the typical tools of the

trade (KWIC interfaces).

Concordance Mosaics, in both frequency and statistical views, directly enable

visualization of abstract patterns of occurrence and collocation in a corpus. In com-

bination with ComFre, where keywords which have different distributional positions

from a reference corpus can be easily identified, the abstract nature of not just

the words themselves but their place in the overall corpus and their collocates is

explorable.

The focus of the domain experts in the target user group is often on discovering

surprising and unsurprising collocations around a concept, represented by a set of

keywords. While an analyst often chooses to review each keyword individually and

combine the results of each analysis, it is possible to enter each of the keywords to-

gether, separated by commas, and to view a Concordance Mosaic of the collocations

of the entire concept(represented by a set of keywords).

These are examples of the impact the interfaces have had on corpus linguistic

workflows. As these interfaces are used “in the wild” other examples might emerge.

Continued monitoring of tool usage will help mitigate further threats to the validity

of the design. Evidence of tool adoption in the domain is the key post-design measure

for validating the overall domain characterisation and problem identification.

Questions three, four and five are concerned with the specific problems addressed

by each interface and are explored in the next three sections where we argue each

interface is at present the most effective for the identified task.
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10.3 Mosaic Visualisation

The first threat to the validity the Mosaic faces is if it addresses the wrong problem.

Wrong in this sense would mean that even a good solution would not benefit the

target users, who, in this case, are corpus linguists. The Mosaic visualisation was

created to summarize collocation patterns effectively. This problem was discovered

through a task analysis of literature which described the concordance methodology

for corpus analysis. In the concordance methodology, patterns of collocation were

found to be a central concern for many of the analysis tasks.

There are two methods often used to validate the domain characterization of a

visualisation and test that the threat has been overcome. The first is to observe

and interview target users. The second is to observe adoption rates for the vi-

sualisation. Two of the researchers from the GOK project provided case studies

of their research methodologies and were interviewed extensively to help identify

domain-specific tasks which could benefit from visualisation. Both researchers used

collocation analysis in the methods used and gave details of important questions

they would like to answer about a corpus by using collocation information. The

researchers also indicated that using the concordance to examine positional collo-

cation is difficult for large concordance. One researcher even created a mock-up

(Figure 3.2) of a potential visualisation based on word clouds to solve the problem

of collocation patterns in the context of large concordances .

The second method of validating the domain characterization is observing the

visualisation’s adoption rates. As the Mosaic visualisation is included as a plug-in

for the GOK Concordance Browser, the adoption of this browser will heavily influ-

ence the wider adoption of the Mosaic visualisation by corpus linguists. There is,

however, clear evidence of adoption from within the GOK project. In the method-

ological review, both researchers described methodologies that extensively use the

Mosaic tool for identifying collocation patterns. In an interview about one of these
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methodologies, the researcher claimed to use the Mosaic every time he accessed the

GOK corpus.

The second threat to validity is that the data abstraction for the visualisation

is bad. This would mean that even though the correct problem is being addressed,

the information being visualized is not suitable for solving the problem. This is to

validate a data abstraction suggested techniques are testing on target users to collect

anecdotal evidence of utility and field studies which document human usage of the

deployed system. The methodological review can be viewed as a combination of

both of these techniques. The Mosiac is in active use by researchers for identifying

linguistic patterns related to a keywords. One problem discovered was that for the

analysis of statistical collocation strength, the original simple metric was found to

be inadequate for formal linguistic research. While it was useful for collocation

strength-based pattern exploration, the underlining measure was not transparent to

users. Discussing this issue with the domain experts in the GOK project led to the

replacement of the collocation strength measure by measures of collocation strength

more familiar to domain experts (such as Z-score and mutual information).

The threat of an ineffective encoding at the third level of the nested model can

be mitigated by justifying the encoding and interaction design, performing a lab

study which measures time and errors for operations or informal usability studies

on any users. This thesis presented a lab study comparing the mosaic encoding to

the traditional KWIC concordance. The key finding of the experiment is that the

Mosaic performs better, in terms of time to complete tasks and errors, for each of

the five collocation pattern-based tasks of the experiment. This is not a surprising

result, the mosaic was designed to enable quantitive analysis of the concordance

which is something users currently struggle with due to inappropriate encoding of

the quantitive information which is implicit in the positions of the concordance.

The Mosaic encoding design has been justified in relation to the choice of visual

variables for the actions identified in a task analysis of concordance methods. The
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encoding was further justified by a structured comparison detailing related visuali-

sations’ encoding choices.

The final threat to validity is that the implementation of the visualisation will be

slow. The Mosaic is currently deployed and in use by corpus linguistic researchers.

The current implementation functions well and has a worst-case time complexity of

O(n).

Having avoided the threats to well-designed visualisation, Mosaic effectively sum-

marizes positional collocation patterns. The visualisation has had an impact on the

work of some corpus linguists, as evidenced by its use in research case studies.

10.4 ComFre Visualisation

The ComFre visualisation was designed to enable a valid comparison of sets of items

of unequal size. Its envisioned application in corpus linguistics is the comparison

of frequency lists. In the domain characterization, comparing keyword frequencies

across sub-corpora was identified as a core task in corpus analysis. How represen-

tative comparisons of corpora of different sizes can be achieved with frequency lists

was unclear. Initial design decisions and requirements were generated with the as-

sistance of expert users who identified challenges in comparing frequency lists from

two or more corpora. Identifying this problem by interaction with domain experts

helps to validate the problem characterization.

In the methodological review, the observed methodologies did not make use of the

compare lists interface. This may be due to the familiarity of the GOK researchers

with the tool and the short time availability for methodological adaptation. At the

time of the review, the ComFre interface had only been integrated into the GOK

concordance browser for two months, while the Mosaic had been available for over a

year. One researcher did provide an example methodology to exemplify how ComFre

is useful for analysis, as this methodology was presented as an example of how to
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use ComFre its validity as an example of methodological adoption is less valid.

To validate the data abstraction, the ComFre usage example is useful. It provides

evidence of utility as it is a description from a domain expert of how the visualisation

can be used for his methods.

The ComFre Encoding was validated using encoding justification with the visu-

alisation requirements, visual variable choice, and relevant existing visualisations.

One problem the visualisation faces is the algorithmic complexity of process-

ing new frequency lists, which has a worst-case time complexity of O(n2). Future

work should focus on attempting to improve this algorithm so that a more efficient

rendering of the interface can be achieved,

10.5 MetaFacet Visualisation

The MetaFacet visualisation is designed to enable the exploration of the distribution

of concordance lines across meta-data facets. The visualisation is included as a plug-

in for the GOK Corpus Browser and enables the interactive filtering of the Mosaic

and concordance list.

The problem of quantitative evaluation of the concordance list in terms of its

meta-data facets was not identified in the initial exploration of the domain character-

ization. It was incorrectly assumed that a sub-corpus based on meta-data attributes,

such as a date range or Author, would be selected and analyzed in detail, through

concordance or keyword analysis, without requiring further meta-data information.

The problem was only identified during the methodological review, where methods

that heavily used meta-data for analysis were examined. In these methods, par-

titioning the concordance for analysis and simple visualisation was a slow process

that was not well supported by corpus tools. Since the inclusion of the MetaFacet

visualisation in the GOK, no new methodological review has occurred, so adoption

rates have not been assessed. The problem characterization and explicit statements
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of interest from GOK researchers during the methodological review make a strong

case for a valid domain problem identification.

The data abstraction is well-validated since there is evidence of utility in the

practical steps taken by expert users. The reenactment of a method observed in the

methodological review showed that MetaFacet reduces the time to complete some

analysis steps. The reduction in the analysis time is significant. The domain experts

stated that using the MetaFacet visualisation, meta-data analysis tasks take minutes

instead of hours.

The MetaFacet Encoding was validated using encoding justification concerning

the visualisation requirements and visual variable choices.

10.6 Future Research Directions

There are many potential research directions in the area of corpus analysis which

could be productively addressed using information visualisation techniques. Ad-

dressing temporal collocation patterns was an idea which was identified during the

domain characterisation and could be further explored.

The exploration of the collocations of sets of keywords is enabled in the Mosaic.

Extending this functionality to facilitate the unique challenges of multi-keyword con-

cordances better is an interesting problem. In addition, constructing these keyword

sets dynamically or automatically could be a productive research direction.

Natural language processing techniques could also be used to enhance the analy-

sis of concordance and to offer new opportunities for visualisation tools. These tools

could aid in the generation and interpretation of machine-generated insight. Given

recent trends in the field, directly asking quantitative questions of the corpora using

natural language is an interesting interface where visual exploration of the output

could be useful to language scholars.

Finally, adding non-textual elements (such as images, audio, and video) to cor-
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pora is becoming more common. Integrating these elements into concordance anal-

ysis will likely benefit from visualisation support in the future.
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