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Summary 

While nanocrystalline materials offer numerous advantages in various applications 

due to their superior properties, the presence of grain boundaries inherent to these 

materials can have a detrimental impact on their efficiency in certain applications. 

Nonetheless, grain boundaries also provide an opportunity to manipulate the 

microstructure of nanomaterials for the benefit of developing and designing high-

performance materials. In the past few decades, improved high resolution 

microscopy techniques and computational atomistic simulations have enabled the 

identification and quantitative characterization of grain boundaries in various 

materials at atomic scale, leading to the discovery of the desirable unique properties 

of each grain boundary. However, there are still areas of uncertainty and knowledge 

gaps regarding the structural transformation of grain boundaries and the impact 

related to their interaction with the free surfaces, which this thesis aims to address.  

This thesis aims to provide new insight in the study of emergent grain boundaries 

on Cu (111), grain boundaries that emerge at the free surfaces of copper, using 

Scanning Tunneling Microscopy (STM). The STM, a pioneering probe microscopy 

technique in surface science, is a powerful tool to visualize and analyse the 

structural characteristics of grain boundaries that appear at the surface in atomic-

scale detail, providing a novel perspective for the exploration of grain boundaries. 

Emergent [111] tilt grain boundaries have been investigated on the surface of a 50 

𝑛𝑛𝑛𝑛 thick nanocrystalline (NC) Cu (111) thin film and on the surface of an 

engineered Cu (111) bicrystal (BC). The microstructural evolution of the NC Cu 

thin film through thermal annealing and the effect of the annealing temperature 

were demonstrated, along with the initial stages of dewetting. Following the 

optimization of the annealing temperature range for the improvement of the surface 
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morphology, the grain boundary rich texture of the Cu (111) surface was uncovered 

and the grain boundaries, built of arrays of edge dislocations were investigated. 

The out-of-plane grain rotation, within the framework of grain boundary 

restructuring phenomenon, has been shown to manifest as valleys and ridges at the 

triple junctions, for various grain boundaries on the surface of NC Cu thin films. 

Driven by energy minimization, the grain boundary restructuring mechanism occurs 

as the dislocation cores shift towards [112], to a lower energy configuration, 

resulting in so-called core-shifted grain boundaries. Through comparative STM 

analysis of various valley type grain boundaries, a general trend in the out-of-plane 

grain rotation angle and behaviour was demonstrated, as a function of the 

misorientation angle. While in general the out-of-plane rotation scales with the 

misorientation angle, the manifestation of its extent is more localised for high-angle 

grain boundaries. 

The STM analysis of the engineered grain boundary on the Cu BC revealed frequent 

step dynamics at room temperature, due to reconfiguration of highly unstable sites. 

The transmission of a screw dislocation across the grain boundary was captured 

dynamically in real-time. At metastable sites, a polytype phase with a 9R-like 

periodicity was found. Although the extrinsic (shear stress, temperature) or 

intrinsic (density of defects) conditions and the dislocation emission mechanism 

leading to this observation are not quantified in this work, it was attributed to the 

facilitated emission of Shockley partial dislocation loops as part of the relaxation 

near the surface at the triple junction, at room temperature. 

At low temperature, vertical dislocation jumps and vertical faceting were 

demonstrated along the grain boundary, attributed to the relaxation of elastic 

strain introduced by the low twist component. The out-of-plane grain rotation seen 

on the NC Cu thin films was also observed on the surface of fully-relaxed well-
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annealed Cu (111) BC, demonstrating it is the free surface that facilitates the 

restructuring in emergent grain boundaries in copper.  

Through high resolution STM measurements, the periodicity and misorientation 

angle have been confirmed in atomic detail. Finally, these experimental 

observations were compared and supported by the molecular statics simulations of 

[111], 𝜃𝜃 = 13.17° core-shifted emergent tilt boundary, described as a wedge 

disclination at the free surface. The subsurface restructuring, i.e., core-shift, was 

illustrated and the optimized depth of rotation, i.e., extent of restructuring, 

corresponding to the energy minimum, was found to be determined by the interplay 

between the interfacial energy and the elastic stress.  
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1. Nanocrystalline Thin Films 

In his first report introducing the field of nanocrystalline (NC) materials in the late 

1980s, Gleiter referred to these structures as the future of material science and solid 

state physics1. The unique properties of this new class of solids with a high volume 

fraction of defects - nanocrystalline materials have driven the nanotechnology 

revolution. In fact, the global market size of nanomaterials is forecast to reach over 

USD 40 billion by 2030, at a growth rate of 14.9% per year2. Although the global 

industry market share of nanomaterials is projected to grow exponentially, the 

ongoing demand for downsizing raises concerns for the production and development 

of novel nanomaterials.  

The continued demand for down-scaling has not only revealed how characteristic 

material properties change with size, it has also sparked an interest in the 

investigation of trends in transformation of bulk material properties to help design 

novel nanomaterials and well-engineered devices. Extensive research in the hopes 

of exploiting how material properties deviate from bulk properties at the nanoscale 

has generated an understanding of the importance of the microstructure within 

these nanomaterials3, since a significant fraction of the atoms within a nanomaterial 

are located in the defect cores, including grain boundaries and dislocations.  

A particularly interesting class of nanomaterials is nanocrystalline thin films. 

Today, nanocrystalline metal thin films are used in a wide range of applications 

including microelectronics and optoelectronics4–7, biomedicine8–11, solar cells12,13, and 

catalysis14–18, due to their significantly advantageous properties over their bulk 

counterpart. Nanocrystalline Cu films, in particular, are the backbone of the device 

technology and microelectronics industry, where they are used as interconnects in 

large-scale integrated circuits (ICs) due to their high conductivity. These 
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applications require production of ultra-smooth and highly-stable nanocrystalline 

Cu wires, with high-durability to survive the processing involved in device 

fabrication19. In addition, nanocrystalline Cu films and nanoparticles are of 

significant benefit in the electrochemical catalysis reactions utilized in the 

production and optimization of renewable fuels due to their enhanced kinetics, 

stability and versatility16,18. The high surface area to volume ratio of nanocrystalline 

Cu films and nanoparticles enables increased performance in catalysis which relies 

on the efficiency and tunability of surface morphology, and the density of active 

sites. 

The ongoing demand for device miniaturization has revealed the detrimental role 

grain boundaries have in the resistivity of metal interconnects, resistance and 

capacitance (RC) delay, and the speed and overall performance of IC devices6. On 

the other hand, the natural presence of grain boundaries creates the potential to 

modulate the microstructure of polycrystalline materials to transform the bulk 

properties for the benefit of designing high performance and functionalized 

materials, via grain boundary engineering20. Grain boundary engineering exploits 

the tunability of the microstructure, both the character and the distribution of 

grain boundaries in nanomaterials, in order to optimize the mechanical, electrical, 

or electrochemical material properties21–27. This is most commonly achieved by 

employing specific processing methods including thermal/thermo-mechanical 

treatment, alloying or impurity addition21,28–30. Today, enhanced performance of 

nanocrystalline metal catalysts can be achieved by the fine-tuning of catalytic 

activity via tailoring the grain boundary density and distribution, to increase the 

density of catalytically active sites18,31–34. However, the processing and engineering 

of nanomaterials, and in particular, understanding and controlling the nature of the 

grain boundaries that emerge therein, remain common challenges in their 
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application. 

The aim of this PhD thesis is to develop an understanding of the structure and 

behaviour of grain boundaries emerging on the surface of Cu (111), using scanning 

tunneling microscopy (STM). The accommodation and restructuring of the 

naturally occurring bulk grain boundaries as they emerge on the free surface at the 

triple junctions (Fig. 1.6 (c)) is expected to show nanoscale variations both on the 

surface and the grain boundary structure, depending on the boundary 

characteristics. The STM is a powerful candidate to discover the interaction of 

grain boundaries with the free surface in atomic scale, bringing a novel perspective 

to the visualisation and analysis of grain boundaries.  

This chapter provides an introduction to uncover why surface-grain boundary 

interactions matter in thin films and their applications in nanomaterials, and how 

emergent grain boundaries represent a novel route to the grain boundary 

engineering of materials. The chapter starts by introducing the concept of grain 

boundaries and the effect of their presence in copper thin films. The relevant 

background information on the processing, grain growth, surface preparation and 

related phenomena in nanocrystalline Cu thin films is provided. Finally, the most 

common techniques in the investigation and observation of grain boundaries are 

presented along with a brief overview of the relevant literature, that underpins the 

motivation behind this thesis. 

1.1. Grain boundaries in metal thin films 

1.1.1. Thin film interconnects  

The Nobel-prize winning discovery of the transistor effect by Bardeen, Brattain and 

Shockley in 1947 is regarded as a technological revolution, initiating the field of  
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Figure 1.1: Schematic of a typical integrated circuit in a microprocessor unit device. 
Displaying (a) back-end-of-the line hierarchical scaling consisting of base transistors and 
connecting Cu lines and vertical vias (b) SEM image of cross-sectional Cu interconnect 
layers (Intel Broadway microprocessor unit device)35.  

microelectronics with the implementation of semiconductors36,37. In 1958, Jack Kilby 

designed a “solid-circuit” composed of the circuit elements including transistors, 

resistors, and capacitors connected via gold “flying wires” on a piece of germanium, 

made entirely from the same piece of semiconductor crystal38,39. In 1959, Robert 

Noyce developed a more practical silicon-based design that incorporated aluminum 

metal lines on top of the oxide SiO2 layer, to interconnect the circuit elements, 

instead of detached wiring40. This design was patented as the first monolithic 

integrated circuit (IC) and is regarded as a milestone in the development of 

microelectronics implementing large-scale ICs.  

Less than a decade later, these preliminary designs were further developed into the 

batch fabrication of low-cost large-scale ICs with higher complexity and transistor 

density. In 1965, Moore predicted that the number of components in a dense 

integrated circuit device will double in every two years41. Since then, Moore’s law 

sheds light on the future of how the transistor count will scale with further 

miniaturisation of microelectronics composed of high-density ICs with enhanced 

efficiency and reliability42.  

In a large-scale IC, the metal interconnects in the metal-oxide-semiconductor 

assembly are the polycrystalline metal film lines that connect multiple components 
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of the circuits. A typical assembly of an IC is shown in Fig. 1.1. In the 30 years 

following the development of the first IC, metal interconnect design was dominated 

by aluminium, mainly due to its high conductivity (3.1 μΩ − cm), as well as its 

good adhesion to the insulating oxide layer. By the early 1990s, it was well 

established that the quality and reliability of the interconnects have a fundamental 

role in determining the overall IC device efficiency and performance as the device 

size shrinks below 1 μm. Electromigration – a mechanism which occurs via diffusion 

of atoms due to momentum transfer from conducting electrons, in Al films became 

unavoidable at increasing current densities, leading to breakages of the film and 

open circuit in the device. Below 0.75 𝜇𝜇𝑛𝑛 technology device performance was 

predominantly dependent on the interconnect RC delay43,44.  

The extensive research on electromigration in Al pointed out a challenge that 

naturally comes with all polycrystalline thin films: the presence of defects and grain 

boundaries. Remarkably, electromigration in Al was shown to be dominated by 

diffusion at the grain boundaries45–47, due to the low activation energy of ions 

relative to those in bulk and surfaces. 

The majority of initial research on the effect of density and microstructure of grain 

boundaries in thin films of Al and its alloys was limited in delivering a quantitative 

explanation on the contribution of grain boundary diffusion at atomic level. The 

migrating atomic flux associated with the grain boundary (a function of grain size, 

density of ions in the boundary and boundary width) had to be approximated in 

case of any irregularity in the grain size or grain boundary microstructure47–51. Later, 

experimental studies on the relationship between the failure due to electromigration 

and grain size for a distribution of tilt grain boundaries in Al (111) films found that 

the median time to failure is proportional to average grain size, in the case of a 

homogeneous size distribution52–54. These studies were mainly concerned with 
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columnar grains (normal to the film length), with much larger average grain sizes 

(2-8 μm) compared to that of the thin films that are employed in the current 

technology (≤50 nm). However, their conclusions highlighted the necessity of 

deeper consideration of grain size and distribution characteristics of thin films and 

atomic structure of the grain boundaries, which was soon found to be more crucial 

in the new material that replaced Al interconnects.  

In the mid-1990s, copper was proposed as an alternative to Al, considering its 

advantages over Al and Al-based interconnects43,55. Copper has 40% higher 

electrical conductivity, (1.7 μΩ − cm), higher resistance to electromigration56 

(higher activation energy) and much better thermo-mechanical properties compared 

to Al. Therefore, its application as an interconnect was expected to bring higher 

scalability while allowing higher current densities. In 1997, IBM Corp. and 

Motorola, Inc. developed the first device technology with Cu interconnects, around 

the timeframe of 0.25 μm node55,57. This replacement also necessitated the 

development of a relatively complicated fabrication process for Cu, due to its poor 

adhesion to oxides, with added risk of contamination of silicon device via interfacial 

diffusion of Cu58. Furthermore, unlike Al, Cu itself does not form a passivating layer 

of oxide, but rather oxidizes in air and easily corrodes.  

The search for a stable diffusion barrier layer was mainly focused on two 

requirements. Firstly, the need to maintain good conductivity of the contact 

interface and, secondly, to obtain a uniform material with low defect and grain 

boundary density, thus preventing the leakage paths for Cu diffusion through the 

barrier. Durable metals such as titanium, tantalum and tungsten, amorphous alloys 

of these and metal nitrides were reported to have outstanding performance as 

barrier layers, hampering the diffusion of Cu into silicon. This was mainly put down 

to the high durability, thermal stability and chemical inertness of these materials 
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with Cu. The improvements on the diffusion barrier structure have shown that 

Ta/TaN has better barrier performance, due to its lower electrical resistivity, higher 

thermal stability, and higher activation energy for diffusion of Cu (lower diffusion 

constant), even at small thicknesses. 

The interconnect was thus fabricated by a dual-damascene process; electroplating 

of Cu on top of a Ta/TaN diffusion barrier layer, followed by planarization by 

chemical mechanical polishing. Although the Ta has a significant performance as 

diffusion barrier, the diffusion of Ta into Cu itself and a consequent risk of 

intermixing is reported to occur at high temperatures59, as will be discussed in 

section 4.2.1. 

1.1.2. Cu interconnects and size effect 

Initially, the employment of Cu interconnects showed a remarkable increase in the 

performance and efficiency of IC devices, with significantly reduced RC delay and 

power consumption, and faster operating devices. As the device size continued to 

shrink, even though the devices were thermo-mechanically stable, overall 

performance was challenged due to the increase in RC delay and power 

degradation60–62. By the 2000s, when the technology node was down to 100 nm, the 

increase in resistivity was attributed to down-scaling interconnects. Cu 

interconnects, now at nanoscale, were observed to bring an increase in resistivity 

as their dimensions approached the electron mean free path 

(𝜆𝜆𝑀𝑀𝑀𝑀𝑀𝑀  ~ 39 𝑛𝑛𝑛𝑛 𝑖𝑖𝑛𝑛 𝐶𝐶𝐶𝐶), as shown in the Fig. 1.2. (a) 63. The drastic increase in 

resistivity was shown to be a result of additional electron scattering mechanisms 

introduced in the nanoscale thin films. As the film thickness decreases below 100 

nm, increased surface and grain boundary scattering mechanisms, illustrated in Fig.  
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Figure 1.2: Resistivity scaling with linewidth of Cu interconnect wires (a) resistivity – 
linewidth plot of Cu lines deposited on SiC(N), SiOC:H, TaN/Ta barriers show increasing 
resistivity as Cu line width becomes smaller.63 (b) resistivity – linewidth plot for Cu 
interconnect as linewidth scales down to 10 nm. Side-wall/surface scattering and grain 
boundary scattering contributions to resistivity is shown. Reproduced from 64.   

1.2. (b), dominate the increase in resistivity65. This size-dependent increase in 

resistivity, called “size effect”, is recognized as a major limitation in the efficiency 

of Ics66. 

A brief insight to the physical origins of the additional scattering mechanisms can 

be provided by the fundamental models of resistivity in thin films. In free-electron 

gas-like thin metal films, like Cu interconnects, electrons are scattered by phonons 

(lattice thermal vibrations) and impurities, as well as by surfaces and grain 

boundaries67,68. Upon scattering, conduction electrons lose momentum which 

consequently results in an increase in resistivity. The most common model that 

provides a quantitative explanation for the contribution of electron-surface 

scattering to resistivity in thin films is provided by the Fuchs-Sonderheimer (FS) 

theory69,70. For a monocrystalline thin film of thickness 𝑑𝑑, resistivity associated with 

the surface scattering is given as 

 𝜌𝜌𝑀𝑀𝐹𝐹 = 𝜌𝜌0 + 3
8

𝜌𝜌0𝜆𝜆0(1 − 𝑝𝑝)
𝑑𝑑

 (1.1) 
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where 𝜌𝜌0 is the bulk resistivity (due to phonons) and 𝜆𝜆0 is the electron mean free 

path in bulk. The FS model handles the electron-surface scattering via a constant 

specularity parameter 𝑝𝑝, that defines the probability of a scattering being 

“specular” (𝑝𝑝)  or “diffuse” (1 − 𝑝𝑝 or 𝑝𝑝 = 0), based on the assumption of a relatively 

flat surface. However, when different interfaces are considered (substrate-metal or 

metal-vacuum), (RMS) deviation of the surface from the mean level of 𝑑𝑑 is irregular 

and non-negligible67. Soffer provided another model of electron-surface scattering in 

thin films that takes into account the surface roughness (angle-dependent specular 

reflection)71. 

The other major scattering mechanism that contributes to the size effect is grain 

boundary scattering. Mayadas and Shatzkes’s work provided the first quantitative 

model on the electron-grain boundary scattering mechanism in polycrystalline thin 

films composed of columnar (perpendicular to current flow) grains of mean width 

𝑔𝑔 as72, 

 𝜌𝜌𝑀𝑀𝐹𝐹 = 𝜌𝜌0 + 3
2

𝜌𝜌0𝜆𝜆0
𝑔𝑔

� 𝑅𝑅
1 − 𝑅𝑅

�  (1.2) 

where, the contribution of an electron to the resistivity is determined by a reflection 

coefficient 𝑅𝑅, which represents the probability of transmission or reflection of the 

electron by the grain boundary upon collision. In polycrystalline thin films, as the 

grain size typically scales with the film thickness, Eq. (1.2) demonstrates the inverse 

relationship between resistivity and the film thickness. 

Due to the anisotropy arising from the angular dependence of scattering from planar 

defects such as surfaces and grain boundaries, it is argued that these two 

mechanisms cannot be handled independently. Furthermore, the surface scattering 

models provided so far show a substantial increase with temperature, indicating a 

strong temperature (phonon) dependence, whereas the grain boundary scattering 
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model given by Eq. (1.2) shows only a modest increase67,73.  

The separation of each of these contributions to the size effect was investigated 

with various temperature-dependent experiments67,74–76. In the work of Wu et al. on 

130 nm-thick polycrystalline copper thin films deposited on Ta/TaN, the 

comparison of the experimental resistivity values with the theoretical values 

calculated using FS model for a temperature range from 4.2 K to 293 K indicated 

that the dominant contributing factor to resistivity is grain boundary scattering65. 

They also showed that room temperature resistivity increases with reducing film 

width (95-240 nm).  

Kitaoka et al. also observed this inverse relationship between the resistivity of 240 

nm thick damascene Cu films and line width (70-500 nm), using a four-tip scanning 

tunneling microscopy method which enabled a minimum probe spacing on the scale 

of mean grain size77. Increasing the probe spacing, the measured resistance revealed 

jumps of 1.0-1.4 μΩ − cm every ~200 nm suggesting the increase is due to individual 

grain boundaries without further structural characterization.  

A similar attempt by Kim et al. using four-probe STM method combined with 

scanning electron microscopy (SEM) and electron backscatter diffraction (EBSD) 

identified a correlation between grain boundary structure and its contribution to 

resistivity78. High angle grain boundaries with low level of symmetry showed much 

higher resistivity jumps relative to coincidence site lattice (CSL)-type boundaries, 

a description of which is provided in chapter 3, with high level of structural 

symmetry. They postulated that this effect was due to an intrinsic characteristic 

associated with the lattice relaxation region.  

A recent study by Bishara et al., employing a SEM-based four-probe method 

combined with EBSD characterization and molecular dynamics (MD) simulations, 

investigated the relationship between the tilt grain boundaries of different structure  
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and the resistivity on segments of polycrystalline Cu (111) thin films79. They 

showed that the contribution of the higher range of LAGBs (14°-18°) to resistivity 

was twice that of high angle tilt grain boundaries. While a correlation between 

CSL-type grain boundaries and resistivity was observed, it was not found to be 

affected significantly by any imperfections/phase variations within the same CSL-

type.  

Currently on the verge of 2 nm technology node, the continued interest in the size 

effect has focused on the atomic structure of grain boundaries and its effect on 

electron transport mechanisms (resistivity). In fact, in their original model, 

Mayadas and Shatzkes noted that grain boundary scattering mechanism is a 

combined function of the angle between incident and scattered electron wave and 

the orientation of the boundary. Recently, with use of high-resolution microscopy 

techniques, the information on the orientation and atomic arrangement at the grain 

boundaries is more accessible. In situ experiments combined with MD simulations 

allow comparative experiments on the relationship between the grain boundary 

character (orientation, inclination, defect concentration, energy, excess volume) and 

the nanocrystalline thin film resistivity.  

1.1.3. Grain boundary engineering in nanomaterials 

The fundamental mechanical, physical, and thermal properties of polycrystalline 

thin films as applied in nanotechnology are governed by the presence of grain 

boundaries and their microstructure. Notwithstanding the aforementioned 

drawbacks associated with the presence of grain boundaries in Cu interconnects, 

ongoing research has also revealed the potential advantages of grain boundaries to  
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Figure 1.3: Hardness – grain size plot illustrating the Hall-Petch and inverse Hall-Petch 
(shaded red) behaviour as grain size in nanomaterials becomes smaller. A transition in 
hardness behaviour is observed for the region ~20 − 100 nm, at a critical grain size 𝑑𝑑𝑐𝑐.80 

‘functionalize’ polycrystalline materials and their properties. This has given rise to 

the field of study known as grain boundary engineering21.  

In the past few decades, extensive research and development aiming to produce 

high performance materials has led to the discovery of novel processing techniques 

that allow control of grain growth and microstructure. Of particular interest in the 

development of high-end materials to achieve high-strength and durable 

nanomaterials, relying on the typically increasing behaviour of hardness with the 

reducing grain boundary size due to Hall-Petch effect. Below a critical mean grain 

size 𝑑𝑑𝑐𝑐, however, hardness starts to decrease due to a phenomenon known as inverse 

Hall-Petch effect, limiting the development of robust nanomaterials81,82, as shown 

in Fig. 1.3. As the grain size becomes smaller, the dislocation-mediated classical 

deformation mechanism transitions into a grain boundary-mediated deformation, 

due to increased grain boundary dynamics, including grain rotation, grain boundary 

migration and sliding80,83. These mechanisms are strongly correlated with the atomic 
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arrangement of individual grain boundaries and demands further atomic scale 

characterization for the production of robust nanomaterials. 

As part of the search for high-efficiency electrochemical energy conversion reactions 

using renewable energy, another novelty in the field of grain boundary engineering 

application of nanomaterials has emerged. Grain boundary-rich nanocrystalline thin 

films are frequently used as electrocatalysts in such reactions due to their large 

surface area and high selectivity. In fact, Cu-based nanoparticles are shown to be 

the most efficient catalysts for CO2 reduction reaction (CO2RR)84,85. The efficiency 

of such electrochemical reactions significantly relies on the surface morphology and 

microstructural features emerging at the surfaces, i.e., grain boundaries and 

dislocations. The unique energetic characteristics of individual grain boundaries 

allow selective enhancement of catalytic activity on the surfaces of metallic thin 

films, on a length scale associated with the grain boundary strain field, scaling with 

the dislocation content in each grain boundary geometry15. The selectivity of 

electrochemical activity on the surface is substantially improved not only by 

increasing the grain boundary density, but also careful tuning of grain boundary 

character distribution14,16,18,23,32,86. 

1.2. Processing of Cu films 

1.2.1. Oxidation and removal of oxide 

Copper readily oxidizes in ambient conditions, even at low temperatures, due its 

high reactivity. When exposed to air, the copper surface is activated by the 

dissolved oxygen in water as follows 

 Cu + H2O → CuO + H2 

2Cu + H2O → Cu2O + H2 
(1.3) 
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Cu + 2H2O → Cu(OH)2 + H2 

The two main types of oxides formed on copper are Cu2O (cuprous oxide, CuI) and 

CuO (cupric oxide, CuII). Extensive experimental and theoretical research on the 

oxidation mechanisms of copper indicates that the chemical composition and 

structure of copper oxide play an important role in the electrical, optical and 

mechanical properties of copper87–91. Various applications of Cu in electrochemistry, 

sensors, optoelectronics and solar cell technologies exploit the altered properties due 

to the naturally emerging band gap of 1.5 eV-2.1 eV (for CuO and Cu2O, 

respectively)92–95 in its oxides. For most applications of Cu in the microelectronics 

device industry, the oxide layer is seen as a considerable challenge in the direct 

implementation of copper films as interconnects, hindering the adhesive properties 

of the surface and causing an increase in contact resistance96. High-resolution 

surface analysis of emergent grain boundaries at the surfaces of Cu thin films using 

STM, as in this thesis, demands the removal of the thin layer of insulating surface 

oxide formed due to exposure to ambient air prior to transfer into UHV.  

In addition to chemical mechanical polishing; chemical dry etching, reactive ion 

etching, and O2 plasma etching are the most commonly employed dry-etch methods 

to remove or eliminate the surface oxide as part of the dual-damascene process of 

copper interconnects. Etch rate and etch selectivity can be optimized by the 

addition of H2 and/or other gases97–100. Despite the inefficiency in etching sub-

nanometre features due to the isotropic behaviour100, liquid-phase etching was 

shown to offer an overall more advantageous etch process for copper oxides of Cu 

thin film electrodes with fewer stages101. Among the commonly used non-oxidizing 

acids including formic, citric, acetic, and sulfuric acid, acetic acid etch was shown 

to result in a relatively more efficient and controlled etch rate at room temperature, 

while providing an excellent environment for copper to resist corrosion102–105. Acetic 
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acid does not attack the copper while selectively reacting with copper oxide as 

 CuO + 2CH3COOH → Cu(CH3COO)2 + H2𝑂𝑂 

Cu2O + 4CH3COOH → 2Cu(CH3COO)2 + H2𝑂𝑂 + H2 
(1.4) 

Studies of O2 adsorption and desorption on different facets of Cu have yielded 

important information on the microstructural properties associated with thin layers 

of surface oxides87,106–111. STM studies on oxidation stages of Cu(111) revealed 

distinct phases of long-range ordered ‘29’ and ‘44’ reconstructions, transitions 

between well-ordered and disordered structures and chemical transition between 

Cu2O and CuO, obtained at different conditions of O2 concentration and 

temperature108,109,112,113. On polycrystalline Cu surfaces, the O2 adsorption occurs by 

nucleation at active sites, namely step edges and vacancy islands, and proceeds 

along close-packed directions to terraces and on-grains. Among the defects emerging 

at the surface, grain boundaries play a significant role in providing preferential sites 

for the oxide nucleation107,114.  

Correlation between the surface morphology and oxidation kinetics was found, 

whereby oxidation proceeds faster in films with finer-grained microstructure. The 

greatest difference in reaction rates in nanocrystalline and coarse-grained films was 

observed between 300°-700°C115,116. Oxidation rate is roughly approximated by the 

square root of the grain density for nanocrystalline films as �𝜌𝜌𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 ≈ 𝑘𝑘, under the 

assumption that oxidation proceeding by the mass transport of Cu is enhanced 

along the grain boundaries, as indicated by the relatively low activation energy for 

diffusion along Cu2O grain boundaries (40 kJ mol-1)116. 
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1.2.2. Thermal processing of Cu thin films: grain growth & Mullins 

grooving 

Implementation of Cu thin films in industrial devices and nanotechnology typically 

employs cycles of thermal annealing as part of the fabrication process, in order to 

optimize the microstructure of thin films and to remove structural defects for 

enhanced device/material properties. This challenges the overall macroscopic 

stability and continuity of films due to dewetting, and also by introducing a risk of 

diffusion at the film-substrate interface and at grain boundaries100. Upon annealing, 

surface morphology, granularity and stress state of thin films change due to the 

relaxation of defects and rearrangement of dislocations into lower energy 

configurations. At sufficiently high temperatures, recrystallization occurs by 

nucleation and growth of new grains with reduced defects. This is followed by grain 

growth via grain boundary migration, caused by coarsening of the recrystallized 

grains, forming larger grains117,118. Post-recrystallization, material properties of the 

thin film – including electrical and thermal conductivity, hardness, and strength – 

change drastically. The impact of thermal annealing and annealing parameters i.e., 

temperature, duration and annealing atmosphere on the grain growth and surface 

evolution has been widely studied to correlate grain structure and relaxation surface 

morphology and roughness, diffusion rate, and film stability.  

The interplay between the driving forces arising from surface, elastic stress, and 

chemical energy released during film growth and post-growth annealing determines 

the microstructural evolution119. As part of this, disruptions in the film morphology 

occur due to nucleation and growth of voids, which eventually lead to breakages in 

the film by dewetting (discussed in section 1.2.3.). This hinders the film stability 

and limits the grain growth. Apart from the film-substrate interface; defects, 

especially grain boundaries at triple junctions, play a pivotal role in the formation  
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Figure 1.4: Mullins grooving in polycrystalline thin films (a) film comprising of grains of 
width 2𝑟𝑟, is flat before grooving (b) grain boundary grooving at the triple junction where 
the grain boundary meets the surface plane. The equilibrium angle Ψ resulting a groove 
depth 𝑑𝑑 is established by balancing of the interfacial tension of boundary and surface 
tension of adjoining grains at the triple junction. 

of such voids, through a mechanism known as grain boundary grooving120–124. Also 

known as Mullins grooving, a general framework for the grain boundary grooving 

model was provided by Mullins in 1957125. This model considered the triple junction 

where the grain boundary meets the surface plane, as sketched in Fig. 1.4., assuming 

isotropic surface free energy. Here, the interplay between the surface tension 

associated with the free surfaces on either side of the grain boundary and the grain 

boundary plane itself, determines the shape of the groove geometry.  

The equilibrium angle at which the net interfacial tension is balanced is the dihedral 

angle Ψ, determined by the condition, 

 𝛾𝛾GB
𝛾𝛾S

= 2 sin Ψ (1.5) 

where 𝛾𝛾S and 𝛾𝛾GB are the surface and the boundary free energies per unit area. The 

groove profile determined by the dihedral angle Ψ is accommodated by the 

migration of atoms dominated by capillary driven surface diffusion126–131. 

Consequently, moving away from the triple junction, the surface slopes sharply into 

a local maximum and flattens further from the grain boundary. The chemical 

potential difference between the valley and the relatively flat regions further away 

results in a free-energy gradient driving the surface diffusion uphill. Thus, to 
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maintain the equilibrium angle Ψ at the triple junction, the groove grows deeper 

scaling with time as 𝑡𝑡1/4.125 As the groove deepens, the local film thickness and the 

grain boundary area decreases, whereas the surface area increases to minimise the 

surface/interface energy. The change in the net free energy of the triple junction 

system by the establishment of equilibrium angle Ψ as local film thickness reduces 

by Δ𝑑𝑑, is given by 

 Δ𝐺𝐺 = 𝛾𝛾GB Δ𝑑𝑑 − 2𝛾𝛾S sin �Ψ
2
�Δ𝑑𝑑 (1.6) 

For a nanocrystalline film with uniform thickness and dominant surface orientation 

of (111), the net free energy, therefore the kinetics and the shape of the groove at 

the triple junction are predominantly determined by the characteristic free energy 

of individual grain boundaries. In general, grain boundaries with higher energies, 

i.e., high-angle grain boundaries, which will be introduced in chapter 3, groove 

faster relative to low-energy ones132,133. Surface diffusion is dependent on the surface 

energy anisotropy and crystallographic orientation, and it occurs fastest on (111) 

plane in copper, at a rate 1.5-3 times faster relative to the other low-index planes, 

depending on the temperature131,134,135.  

Typically, since the mean grain size scales with the film thickness, the largest grain 

size can go up to ≈10 times that of the film thickness136–138. For a 50 nm thick film 

with initial mean grain size of 50 nm, the groove will have an approximate depth 

of 13 nm for grains of maximum size121. For a thin film with columnar grains of 

radius 𝑟𝑟, the equilibrium groove depth established by equilibrium angle Ψ is given 

by120  

 𝑑𝑑 = 𝑟𝑟 2 − 3 cosΨ − cos3 Ψ
3 sin3 Ψ

 (1.7) 
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Figure 1.5: Dewetting (a) thin film on substrate is flat and continuous before dewetting 
(b) equilibrium shape of thin film established by the balance of surface tension at the film-
substrate interface (c) agglomerated film formed 3D islands as a result of dewetting. 

Mullins grooving mechanism suppresses the growth of larger grains by introducing 

deeper grains and increased surface roughness. This will be explored in further 

detail during the discussion of the microstructural evolution of nanocrystalline Cu 

thin films in chapter 4.  

1.2.3. Dewetting 

Dewetting is the agglomeration of an initially continuous thin film to form isolated 

islands upon thermal annealing132. The driving force for dewetting is minimization 

of the surface free energy by decreasing the surface to volume ratio of thin films on 

a substrate. This is known to occur by means of mass transport, predominantly via 

surface diffusion, at temperatures well below melting temperature. Factors that 

affect dewetting are film thickness139; surface and interface microstructure; 

morphology and relative energies; surface energy anisotropy; residual stress140; 

diffusivity; and temperature.  

Dewetting occurs upon introduction of an external perturbation large enough to 

destabilize the initially continuous as-deposited thin film. The thin film over the 

substrate becomes thermodynamically unstable at elevated temperatures and 

establishes an equilibrium morphology determined by the interplay between the 

surface energies of the three interfaces: surface energy per unit area of the film 

(𝛾𝛾LV), surface energy per unit area of the substrate (𝛾𝛾SV) and the interfacial energy 

per area (𝛾𝛾SL) of the film-substrate interface, following the relation given by 
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Young’s equation141 

 𝛾𝛾SV = 𝛾𝛾SL + 𝛾𝛾LV cos 𝜃𝜃eq (1.8) 

where 𝜃𝜃eq is the equilibrium contact angle which determines the tendency of the 

thin film to dewet over the substrate. If 𝛾𝛾SV > 𝛾𝛾SL + 𝛾𝛾LV (𝜃𝜃eq = 0), the film is 

stable and will not dewet. Otherwise, the film is thermodynamically unstable and 

will transition from its continuous flat state into isolated islands. 

Dewetting occurs through void nucleation and growth, which eventually leads to 

breakage of the thin film. The tendency to dewet and the dewetting rate increase 

with decreasing film thickness. In metal thin films, void nucleation is a mechanism 

predominantly driven by grain boundary grooving, as mentioned earlier. 

Consequently, grain size, grain boundary energy and character distribution have a 

significant impact on the dewetting behaviour of nanocrystalline thin films.  

Dewetting behaviour in copper thin films has been of great interest due to reliability 

concerns in microelectronics and other industrial applications. Various Cu thin film-

substrate interfaces have been studied to understand the effects of deposition; 

processing conditions and annealing temperature; Cu film thickness; substrate; and 

encapsulation layer on dewetting kinetics and morphology122,123,142–145. While thicker 

Cu thin film deposited on Si and SiO2 show a capillary driven nonfractal void 

growth assisted by hillocks; in very thin films (𝑡𝑡 < 40 nm), void growth is of fractal 

type and proceeds mainly through grain boundary grooving145. Any anisotropy in 

the local and macroscopic compressive stress state that may arise from the 

difference in thermal expansion coefficients, anisotropy in elastic constants and/or 

plasticity (by Schmid factor), or increase in film thickness will induce the formation 

of hillocks via diffusion145,146. For instance, a locally low compressive stress in a grain 

(relative to its surroundings) will induce a diffusion gradient towards it, leading to 
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the formation of hillocks. Inversely, if the stress is tensile, e.g., locally low tensile 

stress in a grain, the diffusion gradient will be in opposite direction, forming a void 

in the film.   

The dewetting behaviour of Cu thin films on Ta substrate is analysed in chapter 4. 

The design and development of UHV thermal processing conditions for optimized 

surface morphology in 50 nm nanocrystalline Cu thin films is presented. 

1.3. Observation of dislocations and grain boundaries 

The first observation of the granular microstructure of iron-steel using optical 

microscopy by Sorby147 in the 1880s demonstrated the effects of processing and 

chemical composition on the macroscopic evolution and distribution of grains. The 

first experimental work that verified the presence of dislocations was a bubble raft 

demonstration, published by Bragg in 1947148. This was followed by the 

experimental observation of dislocation traces on the surfaces as etch pits in 

optically transparent crystals of AgBr, by Hedges and Mitchell in 1953149 and of 

NaCl by Amelinckx in 1956150.  

Eventually, the first direct observation of the arrangement and motion of individual 

dislocations in the interior of the Al foils by transmission electron microscopy 

(TEM) was achieved in 1956 by Hirsh and Horne151–153.  

Today, experimental observation of surface microstructure, grain boundaries and 

dislocations is achieved with extreme resolution. Grains of diameter less than 10 

nm are resolved using high-resolution TEM (HRTEM) and SEM-based EBSD154, 

the latter providing an orientation map of the surface and quantitative analysis of 

the microstructure. In fact, grain boundary complexions, defined as 

thermodynamically stable, chemically and physically distinct interfacial states that 

are in equilibrium with the abutting bulk phases, and the transitions between  
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Figure 1.6: (a) Atomic resolution STEM images of the symmetric <001> tilt grain 
boundary with 36.8° misorientation angle in (i) pure copper and in (ii) bismuth-doped 
copper segregated post-annealing, with bright sites indicating the bismuth segregation. 
Adapted from 155 (b) Atomic resolution STEM images of GB phase transition at a near-
symmetric Σ19b �111�̅ tilt grain boundary in pure Cu showing two distinct structure of 
pearl and domino phases with (ii) magnified view of the different structural units. Scale 
bar is 1 nm. Adapted from 156.  

complexions have been extensively studied and classified in both non-pure complex 

systems and in pure metals, as presented in Fig. 1.6 (a)155,157–160. The atomic 

structure and composition at the interfacial phases, referred to as grain boundary 

complexions, have been characterized with high resolution. This has led to 

significant progress in constructing a comprehensive framework to understand the 

role of grain boundary complexions in material science. 

More recently, the study by Meiners et al. demonstrated the complexion transitions 

in Σ19b �111�̅ tilt grain boundaries in elemental copper, using scanning 

transmission electron microscopy (STEM) at room temperature156. Their atomic-

scale resolution experimental observation revealed for the first time the structure 

of the two grain boundary phases, i.e., domino and pearl, that exist together at 

room temperature in pure copper as shown in Fig. 1.6 (b), confirmed with their 

MD simulation calculations.  

On the other hand, TEM allows design of in situ experiments to investigate the 

microstructural dynamics of nanocrystalline materials or their properties, with 

controlled annealing of the samples, or application of stress. However, despite its 
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high-resolution imaging capabilities, TEM comes with several disadvantages when 

it comes to imaging grain boundaries and dislocations in thin films. The major 

drawback is due to the geometrical constraints of the thin film samples, introduced 

to optimize contrast and resolution. Prior to TEM measurement, samples need to 

be thinned down to enhance the electron transparency, which involves a complex 

sample preparation and thinning process that introduces plastic deformation and 

associated strain fields into the film. Consequently, this results in changes in the 

dislocation concentration and activity by dislocation emission in the film surface, 

as well as triggering grain boundary dynamics such as sliding and migration161,162. 

The presence of TEM-induced plastic deformation effects in the very thin film 

geometry have been demonstrated by TEM experiments and computational 

simulations. These MD simulations of 12-nm-thick parallel surfaces representing a 

Ni TEM lamella revealed that the surface relaxation effects are felt also in the bulk 

by emission of dislocations in sub-surface grains162. It was suggested that for very 

thin films with thickness in the order of two grains – the typical maximum thickness 

in TEM experiments – one must be careful when interpreting TEM images as thin 

film geometry can produce artefacts. For atomic-resolution investigation of 

dislocations and grain boundaries emerging at the surfaces of thin films of columnar 

grains, TEM is considered to be limited in terms of its sensitivity to any 

misalignments of tilt axis from well-defined crystallographic orientations and due 

to the requirement to use a capping layer163–166. This effect significantly restricts 

TEM studies of emergent grain boundaries and the manifestation of the relaxation 

on the surface.  

For the study of dislocation and grain boundaries at the surfaces, scanning 

tunneling microscopy (STM), one of the most central tools in surface science, has 

proven to be an ideal technique164,165. STM provides atomic-resolution 3-dimensional  
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Figure 1.7: (a) Perspective view of the STM topography image of nanocrystalline Cu (111) 
surface illustrating ridges and valleys at the grain boundaries as indicated by the green and 
white arrows, respectively (b) Relationship between grain boundary energy and inclination 
angle ψ, calculated for different values of 𝜃𝜃. Grain boundary energy shows minimum at 
ψ=19.47°.163,167 (c) schematic of the emergent grain boundary-free surface triple junction 
(d) schematic of the relation between out-of-plane rotation 𝜑𝜑, dislocation line inclination 
angle ψ and misorientation angle 𝜃𝜃 after grain rotation.  

topography map of the surfaces. Unlike TEM, STM’s excellent vertical resolution 

makes it sensitive to even the smallest level of grain rotation while its atomic 

resolution allows a detailed analysis of GB structure. Early STM studies focusing 

on the surface defects revealed atomic scale details of individual edge and screw 

dislocations on surfaces of metal thin films164,165.  

Zhang et al., in their recent LT-STM study of grain boundaries on the surfaces of 

50-nm-thick nanocrystalline Cu (111) films revealed for the first time the 

introduction of valleys and ridges on the surface, where the grain boundaries meet 

the surface, due to the out-of-plane rotation of the adjoining grains, as illustrated 

in Fig. 1.7 (a)163. As evidenced by the MD simulations as part of the study, this 

“restructuring” is established through the inclination of the dislocation core (line) 

by ψ, along the boundary, driven by the energetic preference of the dislocation cores 

to lie along close-packed planes – due to the anisotropy of the dislocation core 

energy. The geometrical relationship between in-plane (misorientation) angle 𝜃𝜃, 

inclination angle ψ and the out-of-plane rotation 𝜑𝜑 as shown in Fig. 1.7 (d), is given 

by tan ψ = tan(𝜑𝜑/2) / sin(𝜃𝜃/2). By establishing a geometry given by this relation,  
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Figure 1.8: MD simulations of emergent grain boundary with 𝜃𝜃 = 3.89° misorientation. (a) 
rotated layer of depth h=14.4 𝑛𝑛𝑛𝑛, due to restructuring, as coloured by central symmetry 
parameter (b) Stress distribution along through the thickness of the simulation cell.167 

grain boundary energy is minimized, as shown by Fig. 1.7 (b). Here, the grain 

boundary energy shows a minimum at inclination angle ψ =19.47°, calculated for a 

wide range of misorientation angle 𝜃𝜃.  

The length scale of the rotated layer, hence the structure of the strain field around 

the triple junction, is determined by the interplay between the elastic stress field 

introduced by the restructuring and core stabilization, as illustrated for a low-angle 

grain boundary(𝜃𝜃 = 3.89°) in Fig. 1.8 (a)167. The depth of restructured dislocation 

core layer may extend from a few nanometres to 15 nm, depending on the 

misorientation angle 𝜃𝜃. This is a result of the fact that the level of atomic 

rearrangement at the boundary and both the distribution (shape) and magnitude 

of the elastic stress field associated with it is determined by the degree of 

misorientation.  

Remarkably, these results revealed that producing perfectly smooth two-

dimensional nanocrystalline surfaces is challenged by the presence of grain 

boundaries, for face-centred cubic metals with high elastic anisotropy. The out-of-

plane tilt of 𝜑𝜑, induced by grain boundary energy minimization, leads to the 

unavoidable roughening of the film surface due to presence of grain boundaries. The 

discovery of naturally emerging core-shifted (restructured) grain boundaries, 
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meanwhile, reveals a potential to reduce electron-interface scattering in applications 

of [112] tilt boundaries, since the inclination allows the dislocation cores to lie in 

the close-packed plane, where the electron transport predominantly occurs. 

Additionally, the impacts and manifestation of the elastic stress field on the surface 

remain an intriguing aspect in the context of the catalysis applications of metal 

films, which rely on the grain boundary character, surface morphology and energy 

to fine-tune and control the electrocatalytic activity168. 

The restructuring is believed to be an unavoidable phenomenon at triple junctions 

whenever a bulk boundary meets the surface. To understand, exploit and suggest 

ways to engineer this naturally driven mechanism, an extensive surface study of 

emergent grain boundaries using STM is necessary. 

The goal of this thesis is to discover and visualise the grain boundary restructuring 

phenomenon in various grain boundaries as manifested on the surface of Cu (111), 

and to investigate its dependence on the grain boundary characteristics. To achieve 

this goal, two systems of samples are chosen. Firstly, presented in chapter 4, the 

emergent grain boundaries on the surface of microstructurally optimized 

nanocrystalline Cu (111) thin films are studied using STM. Secondly, for a 

comparative study and generalization of the restructuring observed at the triple 

junctions on the surface of nanocrystalline Cu (111) thin films, and to better 

understand the natural driving force behind this phenomenon, an engineered 

emergent grain boundary on the surface of Cu (111) bicrystal is studied using STM 

and the results are detailed in chapter 5. Finally, computer simulations are 

employed to support the experimental observations of grain boundary structure 

with atomic resolution, as well as to investigate the subsurface restructuring 

mechanism of the so-called core-shifted emergent grain boundaries and understand 

the interplay that determines the extent of this surface effect. 
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2. Experimental Techniques and Methods 

In this chapter, the equipment used throughout this thesis, including scanning 

tunneling microscopy (STM) and atomic force microscopy (AFM) is introduced. 

The theoretical basis behind the operation of the equipment and the methods are 

provided in detail and the instrumentation is explained. 

2.1. Scanning tunneling microscopy 

Scanning probe microscopy techniques enable nanoscale investigations of the 

properties of surfaces. STM, the very first of the surface probe microscopy 

techniques, was invented in 1982 by Binnig and Rohrer169,170, bringing them the 

Nobel Prize in physics, in 1986. From its early days, STM was a milestone in the 

field of surface science since it provided atomic-resolution topographic information 

of the surfaces of conductive materials, in real space. This was achieved by an 

operating principle based on quantum mechanical tunneling. Using a very sharp 

metallic tip brought within a few Ångströms of a conductive surface, the electron 

flow between the tip and the sample across a very small vacuum gap is enabled 

when a potential difference is applied. The tunneling current as a result of this 

electron flow is then fed into a feedback loop. Keeping the tunneling current 

constant, the tip-surface distance is controlled, and the surface is raster scanned. 

The movement in z direction to maintain the set-point current maps the surface 

topography. 

Over the years, STM has evolved into a tool that provides much more than atomic 

scale surface topography image. It has paved the way for the investigation of a wide 

range of systems, including insulators, using a spin-off of STM - atomic force 

microscopy (AFM). 
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2.1.1. Elastic tunneling through a one-dimensional rectangular 

potential barrier 

In STM, the tunnel current is obtained as the electrons can tunnel through the 

vacuum gap between the surface and the tip, a classically forbidden region. The 

operating principle of STM is based on quantum mechanical tunneling 

phenomenon, where an electron has non-zero probability of tunneling through a 

potential barrier. Here, the case of elastic tunneling through a one-dimensional 

rectangular potential barrier171 is considered in order to demonstrate this 

mechanism and establish an analogy in its application to STM.  

In classical mechanics, momentum of an electron with mass 𝑛𝑛 and energy 𝐸𝐸 in a 

potential 𝑉𝑉 (𝑧𝑧) is described as  

 𝑝𝑝 = �[2𝑛𝑛(𝐸𝐸 − 𝑉𝑉 (𝑧𝑧))] (2.1) 

The electron can only exist in classically allowed regions 𝐸𝐸 > 𝑉𝑉 (𝑧𝑧) where 

momentum is non-zero and cannot pass through a region where 𝐸𝐸 < 𝑉𝑉 (𝑧𝑧), of a 

potential barrier of 𝑉𝑉0 (see for example region II in Fig 2.1). 

In quantum mechanics, however, a wavefunction 𝜓𝜓(𝑧𝑧) which satisfies the time-

independent Schrödinger equation describes the electron in potential 𝑉𝑉 (𝑧𝑧) by the 

expression 

 − ℏ2

2𝑛𝑛
𝑑𝑑2

𝑑𝑑𝑧𝑧2 𝜓𝜓(𝑧𝑧) + [𝑉𝑉 (𝑧𝑧) − 𝐸𝐸]𝜓𝜓(𝑧𝑧) = 0 (2.2) 

where ℏ is the reduced Planck constant. Fig. 2.1 shows the wavefunction 𝜓𝜓(𝑧𝑧) of 

an electron in the potential 𝑉𝑉 (𝑧𝑧). In the regions I and III, the potential is defined 

as 𝑉𝑉 = 0 whereas in region II, the potential barrier is of height 𝑉𝑉0 and width 𝑑𝑑. 
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Figure 2.1: Interaction of an electron with wavefunction 𝜓𝜓(𝑧𝑧), with a one-dimensional 
potential barrier of height 𝑉𝑉0. 

The solution to Eq. (2.2) in region I and region III where 𝐸𝐸 > 𝑉𝑉 (𝑧𝑧) is of the form, 

 𝜓𝜓I,III(𝑧𝑧) =  𝜓𝜓(0)𝑒𝑒±𝑔𝑔𝑖𝑖𝑖𝑖 (2.3) 

a travelling wave with velocity 𝑣𝑣 =  ℏ𝑘𝑘/𝑛𝑛 where the wave vector is 𝑘𝑘 =
√

2𝑛𝑛𝐸𝐸/ℏ. 

In region II, where 𝐸𝐸 < 𝑉𝑉0, Eq. (2.2) has real solutions and the wavefunction is in 

the form of an exponentially decaying wave,  

 𝜓𝜓II(𝑧𝑧) =  𝜓𝜓(0)𝑒𝑒±𝜅𝜅𝑖𝑖 (2.4) 

where 𝜅𝜅 = �2𝑛𝑛(𝑉𝑉0 − 𝐸𝐸)/ℏ is the decay constant.  

The general solution for an electron approaching the potential barrier 𝑉𝑉0 from the 

left (negative 𝑧𝑧) is given by the linear combination of the solutions for each region: 

 
𝜓𝜓(𝑧𝑧) =

⎩�
⎨
�⎧𝐴𝐴𝑒𝑒𝑔𝑔𝑖𝑖𝑖𝑖 + 𝐵𝐵𝑒𝑒−𝑔𝑔𝑖𝑖𝑖𝑖,            for 𝑧𝑧 < 0

𝐶𝐶𝑒𝑒−𝜅𝜅𝑖𝑖 + 𝐷𝐷𝑒𝑒𝜅𝜅𝑖𝑖 ,      for 0 ≤ 𝑧𝑧 ≤ 𝑑𝑑
𝐹𝐹𝑒𝑒𝑔𝑔𝑖𝑖𝑖𝑖,                        for 𝑧𝑧 > 𝑑𝑑

 (2.5) 
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where 𝐴𝐴, 𝐵𝐵, and 𝐹𝐹  are the amplitudes of the incident, reflected and transmitted 

wavefunctions outside the potential barrier, respectively, and 𝐶𝐶 and 𝐷𝐷 are the 

amplitudes of the transmitted and reflected wavefunctions inside the potential 

barrier. The relationship between these amplitudes can be obtained by solving the 

system of equations for continuity conditions of 𝜓𝜓(𝑧𝑧) and 𝑑𝑑𝜓𝜓(𝑧𝑧)/𝑑𝑑𝑧𝑧 at the 

boundaries 𝑧𝑧 = 0 and 𝑧𝑧 = 𝑑𝑑.  

The transmission coefficient, describing the absolute squares of the ratio between 

the transmitted wave amplitude 𝐹𝐹  and incident wave amplitude 𝐴𝐴, can then be 

obtained 

 𝑇𝑇 = �𝐹𝐹
𝐴𝐴

�
2

= 4𝑘𝑘2𝜅𝜅2

(𝑘𝑘2 + 𝜅𝜅2)2 sinh2(𝜅𝜅𝑑𝑑) + 4𝑘𝑘2𝜅𝜅2 (2.6) 

In case of a wide, high barrier, where 𝜅𝜅𝑑𝑑 ≫ 1 (wider barrier width than decay 

length), the tunneling probability is lower and the expression for the transmission 

coefficient simplifies to 

 𝑇𝑇 = � 4𝑘𝑘𝜅𝜅
𝜅𝜅2 + 𝑘𝑘2�

2
𝑒𝑒−2𝜅𝜅𝜅𝜅 = 16𝐸𝐸(𝑉𝑉0 − 𝐸𝐸)

𝑉𝑉0
2 𝑒𝑒−2𝜅𝜅𝜅𝜅 (2.7) 

This result shows that there is non-zero probability of an electron tunneling through 

the potential barrier, even when the electron energy is lower than the potential 

barrier. Most significantly, the transmission probability (tunneling current as 

applied to STM) is exponentially dependent on the barrier width, 𝑑𝑑. This high 

sensitivity of tunneling transmission to the barrier width is what lies behind STM’s 

capabilities in extreme spatial resolution in surface topography and the detection 

of surface electronic states169.  
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2.1.2. The WKB approximation – potential barrier of arbitrary shape 

The Wentzel-Kramers-Brillouin (WKB) approximation is a semi-classical method 

to obtain solutions to the time-independent Schrödinger equation, mostly in one-

dimensional cases172. It expands on the solutions for one-dimensional rectangular 

potential barrier for potential barriers of arbitrary shape, more accurately reflecting 

reality.  

The WKB approximation handles the case of non-constant 𝑉𝑉 (𝑧𝑧), based on the 

presumption of an exponential wavefunction with amplitude and phase, slowly 

varying with 𝑧𝑧. The initial mathematical approach provided by the WKB 

approximation is through slicing the arbitrary-shaped barrier into infinitesimal 

rectangular barriers in the region between the classical turning points 𝑧𝑧1 and 𝑧𝑧2, 

where 𝐸𝐸 ≈ 𝑉𝑉 (𝑧𝑧). The overall probability of an electron tunnel through the barrier 

is then obtained by integrating the transmission coefficient given by Eq. (2.7) for 

individual infinitesimal rectangular barriers as 

 
𝑇𝑇 = �𝜓𝜓(𝑧𝑧2)

𝜓𝜓(𝑧𝑧1)
�
2

= 𝑒𝑒𝑒𝑒𝑝𝑝 �−2� 𝑑𝑑𝑧𝑧�2𝑛𝑛(𝑉𝑉 (𝑧𝑧) − 𝐸𝐸)/ℏ
𝑖𝑖2

𝑖𝑖1

� (2.8) 

This expression is valid for conditions where the electron energy 𝐸𝐸 is not close to 

𝑉𝑉 (𝑧𝑧) and requires more careful handling at the turning points 𝑧𝑧1 and 𝑧𝑧2.   

The approach for the transmission coefficient obtained in Eq. (2.8) can be applied 

to metal-insulator-metal (MIM) junctions, under the assumption that the electrodes 

with free electron behaviour are at thermal equilibrium. In terms of the analogy 

with STM, the vacuum is the insulator, and the tip and the sample are separated 

metal electrodes. In order to define the tunneling barrier height in STM, 

consideration of the metal work functions is required. Work function, Φ, is the 

minimum energy required to detach an electron from the metal electrode to the 
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vacuum level. It’s specific to the material, and it is also dependent on the 

crystallographic orientation of the material. In the case of different electrodes, an 

average work function, Φ����� is considered to define an average tunneling barrier. The 

tunneling barrier height is defined as the energy difference between the Fermi level 

𝐸𝐸F of the corresponding electrode and the vacuum level. Here for simplicity, similar 

metal electrodes are considered, i.e., sample and tip work functions are assumed to 

have the same Φ. For states with energy level 𝐸𝐸 relative to 𝐸𝐸F, the average 

tunneling barrier height is Φ + 𝑒𝑒𝑒𝑒
2 − 𝐸𝐸. Assuming the work functions of the similar 

electrodes are equal, upon application of a bias voltage, the probability of an 

electron tunneling from one electrode to the other can be expressed by rearranging 

Eq. (2.8) as, 

 𝑇𝑇 ∝ 𝑒𝑒𝑒𝑒𝑝𝑝 �−𝛼𝛼𝑧𝑧�Φ + 𝑒𝑒𝑉𝑉
2

− 𝐸𝐸� (2.9) 

where  𝛼𝛼 = 2
√

2𝑛𝑛 ℏ⁄  and 𝑧𝑧 is the barrier width. Eq. (2.9) demonstrates, for states 

with lower 𝐸𝐸, the exponential decay of the transmission factor is stronger, hence 

the contribution of these electrons to the tunneling current is weaker.  

2.1.3. The Bardeen theory of tunneling current 

In STM, the most commonly applied quantitative theory of the tunneling current 

was developed by Bardeen in 1961173. His model first considers the MIM junction 

as two independent regions, rather than a combined system. Time-independent 

Schrödinger equation is solved for each electrode individually, to find their 

electronic states. These unperturbed wavefunctions of each electrode are then used 

to calculate the tunneling matrix element 𝑀𝑀 , which defines the amplitude of total 

tunneling transmission.  

As Bardeen’s method is applied to STM, one starts by considering the two 
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electrodes 𝐴𝐴 and 𝐵𝐵, for tip and sample, respectively. Using time-dependent 

perturbation theory, probability of the initial 𝜇𝜇th state of tip (electrode 𝐴𝐴) with 

wavefunction 𝜓𝜓𝑇𝑇,𝜇𝜇, having 𝜈𝜈th state of sample (electrode 𝐵𝐵) with wavefunction 

𝜓𝜓𝐹𝐹,𝜈𝜈 in time 𝑡𝑡 is obtained174: 

 𝑝𝑝𝜇𝜇𝜈𝜈(𝑡𝑡) = �𝑀𝑀𝜇𝜇𝜈𝜈�2
4 sin2[�𝐸𝐸𝜇𝜇

𝑇𝑇 − 𝐸𝐸𝜈𝜈
𝐹𝐹�𝑡𝑡/2ℏ]

�𝐸𝐸𝜇𝜇
𝑇𝑇 − 𝐸𝐸𝜈𝜈

𝐹𝐹�2  (2.10) 

where the tunneling matrix element is given by this surface integral at separation 

surface, 𝑧𝑧0 

 𝑀𝑀𝜇𝜇𝜈𝜈 = ℏ2

2𝑛𝑛
� �𝜓𝜓𝐹𝐹,𝜈𝜈 

𝜕𝜕𝜓𝜓𝑇𝑇,𝜇𝜇
∗

𝜕𝜕𝑧𝑧
− 𝜓𝜓𝑇𝑇,𝜇𝜇

∗ 𝜕𝜕𝜓𝜓𝐹𝐹,𝜈𝜈 

𝜕𝜕𝑧𝑧
�

𝑖𝑖=𝑖𝑖0

𝑑𝑑𝑒𝑒𝑑𝑑𝑑𝑑 (2.11) 

When the large time scale of tunneling 𝑡𝑡 compared to the energy resolution Δ𝐸𝐸 is 

considered, for large 𝑡𝑡/ℏ, the tunneling probability per unit time, Eq. (2.10) 

becomes  

 𝑝𝑝𝜇𝜇𝜈𝜈(𝑡𝑡) = 2𝜋𝜋
ℏ

�𝑀𝑀𝜇𝜇𝜈𝜈�2𝛿𝛿(𝐸𝐸𝜇𝜇
𝑇𝑇 − 𝐸𝐸𝜈𝜈

𝐹𝐹) (2.12) 

The representation of Eq. (2.10) as Eq. (2.12) with Dirac delta function 

𝛿𝛿�𝐸𝐸𝜇𝜇
𝑇𝑇 − 𝐸𝐸𝜈𝜈

𝐹𝐹� shows that (𝐸𝐸𝜇𝜇
𝑇𝑇 − 𝐸𝐸𝜈𝜈

𝐹𝐹) is a function decaying away from the peak 

centred at 𝐸𝐸𝜇𝜇
𝑇𝑇 = 𝐸𝐸𝜈𝜈

𝐹𝐹. This is not solely due to a mathematical identity, but more 

importantly, it is an implication of the characteristics of elastic tunneling, allowing 

the electrons to tunnel only between the states with equal energy, ensuring the 

conservation of energy. 
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Figure 2.2:  Illustration of the Bardeen approach. Wavefunctions of the sample and the tip 
decay exponentially in the barrier.   

At the low temperature limit (𝑇𝑇  ≈ 0 K), the available states both in the sample 

and the tip are defined by their Fermi level, 𝐸𝐸F. The allowed energy window for 

tunneling is defined by the potential difference between the tip and the sample, 

which results in a shift in the occupancies of the tip and sample states. When a 

bias voltage is applied, a net tunneling current occurs between the tip and the 

sample. The direction of the current depends on the polarity of the applied bias 

voltage. If a positive bias voltage is applied to the sample, the sample 𝐸𝐸F,S is shifted 

by 𝑒𝑒𝑉𝑉bias below the tip 𝐸𝐸F,T level. The net tunneling current between the tip and 

the sample with a potential difference 𝑉𝑉bias can be expressed as 2𝑒𝑒𝑝𝑝𝜇𝜇𝜈𝜈(𝑡𝑡), where Eq. 

(2.12) is multiplied by 2 × elementary charge of electron 𝑒𝑒, taking into account the 

two possible spin states (spin degeneracy), 

 𝐼𝐼 = 4𝜋𝜋𝑒𝑒
ℏ

�[𝑓𝑓(
𝜇𝜇𝜈𝜈

𝐸𝐸𝜇𝜇
𝑇𝑇 − 𝐸𝐸F) − 𝑓𝑓(𝐸𝐸𝜈𝜈

𝐹𝐹 − 𝐸𝐸F)]�𝑀𝑀𝜇𝜇𝜈𝜈�2𝛿𝛿(𝐸𝐸𝜈𝜈
𝐹𝐹 − 𝐸𝐸𝜇𝜇

𝑇𝑇 − 𝑒𝑒𝑉𝑉bias) (2.13) 

where 𝑓𝑓(𝐸𝐸) = (1 + exp [(𝐸𝐸 − 𝐸𝐸F)/𝑘𝑘B𝑇𝑇 ])−1 is the Fermi-Dirac distribution 

function that describes the electrons available for tunneling. 
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Figure 2.3: Energy level diagram for sample and the tip in STM. Illustration of tunneling 
direction dependence on the polarity of the bias. In case of (a) positive bias 𝑉𝑉bias applied 
to the sample, electrons tunnel from the tip to the sample. (b) negative bias 𝑉𝑉bias applied 
to the sample, electrons tunnel from the sample to the tip. The contribution of electrons 
to the tunneling is illustrated with the black arrows.  The sample LDOS is shown, while 
the tip LDOS is not and is ideally flat to enhance the contribution of the sample to the 
recorded STM data. 

Introducing the term density of states (DOS), the number of electrons per unit 

volume per unit energy, 𝜌𝜌(𝐸𝐸) = ∑ 𝛿𝛿(𝐸𝐸 − 𝐸𝐸𝑔𝑔) → ∫ 𝜌𝜌(𝐸𝐸) 𝑑𝑑𝐸𝐸,𝑔𝑔  the expression for 

the net tunneling current in terms of DOS of the tip and the sample becomes 

 𝐼𝐼 = 4𝜋𝜋𝑒𝑒
ℏ

� 𝜌𝜌𝐹𝐹

𝑒𝑒𝑒𝑒𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏

0
(𝐸𝐸F + 𝜖𝜖)𝜌𝜌𝑇𝑇 (𝐸𝐸F + 𝜖𝜖 − 𝑒𝑒𝑉𝑉bias) |𝑀𝑀(𝜖𝜖)|2𝑑𝑑𝜖𝜖 (2.14) 

where 𝑀𝑀(𝜖𝜖) is the energy dependent tunneling matrix element, for which the energy 

dependence comes from the energy dependence of wavefunctions through their 

decay constants. Bardeen assumed that for small energy windows or small applied 

biases, the variations in the amplitude of the tunneling current, 𝑀𝑀(𝜖𝜖) is negligible. 

In the case of one-dimensional potential barrier, the tunneling matrix element Eq. 

(2.11) is approximated by the transmission factor 𝑇𝑇  (Eq. (2.9)), as a result of 

Bardeen model estimation of the energy dependence of transmission factor175. 

Therefore, the tunneling current derived with Bardeen’s approach, as provided by 
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Eq. (2.14), is the convolution of both the tip and the sample DOS and the 

transmission factor, 𝑇𝑇 . The tip and the sample electronic structures take part in 

the tunneling current symmetrically, which makes them interchangeable. This 

provides the basis of the reciprocity principle in STM176.  

Fig. 2.3 shows the energy level diagrams for the sample and the tip in case of Fig. 

2.3 (a) positive and Fig. 2.3 (b) negative sample bias voltage. The higher 

contribution to the transmission probability and the tunneling current comes from 

the topmost states of the energy interval. In the case of a positive 𝑉𝑉bias applied to 

the sample, the sample 𝐸𝐸F is lowered by 𝑒𝑒𝑉𝑉bias with respect to the tip 𝐸𝐸F. 

Tunneling is allowed in this energy window, from the filled states of the tip 𝐸𝐸F, to 

the empty states of the sample at 𝐸𝐸F + 𝑒𝑒𝑉𝑉bias, while the tip states are populated 

near 𝐸𝐸F. Likewise, when the sample is negatively biased, the electrons tunnel from 

the filled states of the sample near 𝐸𝐸F, to the empty states of the tip. Since it is 

the empty states of the tip that contribute to the tunneling current in determining 

the sample DOS, one must make certain that the tip DOS is flat. 

2.1.4. Tersoff-Hamann model and Chen’s expansion  

An extension of the Bardeen model was delivered by Tersoff and Hamann in 1983, 

to help tackle the complexity arising from the ambiguity of the tip states in 

solutions to tunneling matrix element177. Their assumption is valid for low tunneling 

voltage (𝑉𝑉bias), in order to eliminate the energy dependence of the tunneling matrix 

element, as well as the DOS. To further simplify the relation of tunneling to sample 

DOS, Tersoff-Hamann proposed a model for the tip as a spherically symmetric 

potential with localized wavefunction.  
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They imagined the tip as a geometrical point with radius 𝑅𝑅, about a point 𝑟𝑟0 – in 

essence, a single atom with wavefunction in the form of an s-wave. Solving the 

tunneling matrix element in Eq. (2.11) for the wavefunctions of the tip and the 

sample derived by this assumption, using Eq. (2.14)178: 

 𝐼𝐼(𝑟𝑟0, 𝑉𝑉 ) ∝ 𝜌𝜌𝑇𝑇 |𝜓𝜓(𝑟𝑟0)|2 � 𝜌𝜌𝐹𝐹

𝑒𝑒𝑒𝑒bias

0
(𝐸𝐸F + 𝜖𝜖) ≡ � 𝜌𝜌𝐹𝐹

𝑒𝑒𝑒𝑒bias

0
(𝐸𝐸F + 𝜖𝜖, 𝑟𝑟0)𝑑𝑑𝜖𝜖  (2.15) 

where the tunneling matrix element is approximated to 𝑀𝑀 ∝  𝜓𝜓(𝑟𝑟0) by the Tersoff-

Hamann approximation, 𝜌𝜌𝐹𝐹(𝑉𝑉 , 𝑟𝑟0) ≡ |𝜓𝜓(𝑟𝑟0)|2𝜌𝜌𝐹𝐹(𝑉𝑉 ) and 𝜌𝜌𝑇𝑇  is simply constant. This 

result shows that the tip follows the contour of the local density of states (LDOS) 

of the sample surface 𝐸𝐸𝑀𝑀  and the STM image is simply the map of LDOS of the 

sample. 

Despite being the most straightforward expression for interpretation of STM 

images, this approach was shown to be limited in its applicability to a wide 𝑉𝑉bias 

range but also in its ability to describe the electronic states associated with real 

STM tips. The basis of Tersoff-Hamann assumption considers the tip wavefunctions 

as s-waves, ignoring all the other wavefunctions. In 1989, soon after the atomic 

resolution STM topography was achieved on the low Miller index metal surfaces, 

Chen pointed out that the Tersoff-Hamann approximation could not explain these 

results. The atomic distances achieved on the close-packed surfaces of metals 

including Au179,180, Al181, and Cu182 were in the order of 2.5-3 Å, well-below the 

resolution limits that were predicted by Eq. (2.15). In addition, the corrugation 

amplitude of the atomically resolved STM images on these surfaces were too large, 

compared to what was predicted by Eq. (2.15). This suggests that in STM images 

of structures smaller than ~3 Å, DOS corrugation height will most prominently 

involve the effects from non-spherical (other than s-wave) tips. As a result, Chen 

extended this approximation for other tips beyond s-wave wavefunctions183.  
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Figure 2.4: Illustration of the reciprocity principle in STM. The contribution of the tip 
states and the sample states are interchangeable. (a) schematic model of an STM tip with 
a 𝑑𝑑𝑖𝑖2  state tip apex, on a metal surface with free electron behaviour (b) schematic model 
of a tip with 𝑠𝑠-type wavefunction on a surface with 𝑑𝑑𝑖𝑖2 state top-layer atoms will have 
stronger corrugation. 

A helpful illustration of the effect of tip states on the DOS corrugation in the STM 

image is shown in Fig. 2.4, which depicts a tip with s-wave and a tip with 𝑑𝑑𝑖𝑖2 state, 

imaging in STM. Exploiting the reciprocity principle, the tip with 𝑑𝑑𝑖𝑖2 state follows 

the charge-density contour of a ‘fictitious surface’ with 𝑑𝑑𝑖𝑖2 state on each atom 

rather than the surface LDOS contour at 𝐸𝐸F, which results in a stronger 

corrugation.  

Chen’s quantitative treatment considers the solutions that satisfy the Schrödinger 

equation in the vacuum gap, with the implementation of leading Bloch wave 

approximation for close-packed surface metals with hexagonal symmetry. For an 

approximation of the tip wavefunction, the sample wavefunction is expanded near 

the centre of the apex atom as,  

 𝜓𝜓𝐹𝐹(|𝑅𝑅 − 𝑟𝑟0|) = �𝐶𝐶𝑙𝑙𝑙𝑙𝑖𝑖𝑙𝑙(
𝑙𝑙,𝑙𝑙

𝜅𝜅|𝑅𝑅 − 𝑟𝑟0|)𝑌𝑌𝑙𝑙𝑙𝑙(|𝑅𝑅 − 𝑟𝑟0|� ) (2.16) 
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where 𝜅𝜅 =
√

2𝑛𝑛Φ/ℏ, 𝐶𝐶𝑙𝑙𝑙𝑙 are renormalization constants, 𝑌𝑌𝑙𝑙𝑙𝑙 are the spherical 

harmonics184, 𝑖𝑖𝑙𝑙(𝜉𝜉) are the spherical modified Bessel function such that176: 

 𝑖𝑖𝑙𝑙(𝜉𝜉) = (−1)𝑙𝑙𝜉𝜉𝑙𝑙 �1
𝜉𝜉

𝑑𝑑
𝑑𝑑𝜉𝜉

�
𝑙𝑙
𝑖𝑖0(𝜉𝜉)  (2.17) 

which is the origin of Chen’s derivative rule in evaluating the contribution of tip-

orbital. Considering the predominantly used STM tip – tungsten, which tends to 

form 𝑑𝑑𝑖𝑖2 dangling bonds, inserting Eq. (2.16) into Bardeen’s tunneling matrix 

element Eq. (2.11)185, 

 𝑀𝑀 ∝ 2𝜋𝜋𝐶𝐶20ℏ2

𝜅𝜅𝑛𝑛
� 𝜕𝜕2

𝜕𝜕𝑧𝑧2 𝜓𝜓𝐹𝐹(𝑅𝑅) − 1
3

𝜅𝜅2𝜓𝜓𝐹𝐹(𝑅𝑅)� (2.18) 

the tunneling matrix element that corresponds to a tip wavefunction with 𝑑𝑑𝑖𝑖2 state 

is obtained. It is possible to evaluate the tunneling matrix element, hence the 

tunneling current, for different orbitals. Since tunneling current is proportional to 

tunneling matrix element, Chen was able to demonstrate with Eq. (2.18) that the 

contribution of tip state angular dependence cannot be negligible, when such small 

atomic distances are considered. This result highlights the limitation of the Tersoff-

Hamann approximation. 

2.1.5. Instrumentation  

STM (Fig. 2.5) consists of a very sharp metallic tip that is mounted on a 

piezoelectric actuator. Piezoelectric materials expand or contract when voltage is 

applied due to the generation of a shear strain in the corresponding direction of the 

electric field, with a precision that is determined by the piezo constant as distance 

per unit voltage. In STM, the piezoelectric actuator is most commonly implemented 

in the form of a piezotube, due to its high piezo constant and high resonance 

frequency186. The piezotube allows high precision positioning of the tip over the  
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Figure 2.5: Schematic of STM. A sharp metallic tip mounted on a piezotube is raster 
scanned on the sample surface, on 𝑒𝑒𝑑𝑑 plane. A bias voltage is applied to the sample and 
tunneling current is measured. The feedback circuit adjusts the voltage of the 𝑧𝑧-piezo to 
keep the tunneling current at the set-point value. The 𝑧𝑧-piezo voltage is plotted, and surface 
topography map is obtained. 

sample surface, with an accuracy of 10 pm in 𝑒𝑒 and 𝑑𝑑, and 1 pm in 𝑧𝑧, typically187. 

The four-quadrant design of the piezotube scanner allows the application of 

potential to quadrants in pairs of 𝑒𝑒 and 𝑑𝑑, and separately to 𝑧𝑧. This way the sample 

is scanned in 𝑒𝑒𝑑𝑑 plane, of an area specified by the applied voltage.  

Initially, the tip is brought close to the sample using a coarse approach mechanism, 

involving slip-stick motion of the piezotube. At a safe but short distance from the 

sample, the set-point for the tunneling current is set, and the feedback loop is 

activated. The tip is then let to approach the sample automatically with a 
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controlled one-coarse-step at a time mechanism, allowing the search for the set-

point to be established at each step, in the range of the piezotube. After the tip is 

brought to a distance where the set-point is reached, usually less than a nanometer 

from the sample surface, it is scanned over the surface, while a potential difference 

is applied between the two.  

The tunneling current is acquired using an I-V converter, which both amplifies and 

converts the current into a voltage, with a gain determined by the required 

sensitivity. The I-V converter is attached to the tip and to a feedback control 

mechanism to adjust the tip-surface distance, maintaining the feedback current. 

The feedback circuit consists of a logarithmic amplifier. This linearizes the response 

to the exponential dependence of tunneling current on the tip-surface distance. The 

amplified signal is compared with the reference voltage and the resulting error signal 

is then sent to the feedback circuit to regulate the 𝑧𝑧 piezo voltage for the tip to 

follow the set-point current contour.  

The acquisition of tunneling current is a highly sensitive process, that requires a 

sufficiently stable environment for atomic resolution. This is achieved by the 

implementation of a vibration isolation mechanism, one of the essential components 

in STM, in order to reduce mechanical noise. The vibration isolation systems 

typically include eddy-current damping, compressed air suspension legs, mechanical 

springs, and a floating stage. Once a stable environment is achieved, the STM is 

set up for imaging.  

There are two main modes of imaging in STM. These are determined by the 

parameter that is held constant and to be controlled by the feedback mechanism 

during imaging. These modes are constant-current mode and constant-height mode.  
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2.1.6. Imaging modes 

In the constant-current mode, the tunneling current is kept constant, while the 

distance between the tip and the sample is regulated by the feedback loop, which 

minimizes the deviation of the actual current from the current set-point. Using this 

feedback signal, the tip moves in 𝑧𝑧 direction in response to fluctuations in the 

tunneling current to maintain the pre-set current value. This movement in 𝑧𝑧 is 

mapped, and it reflects the surface topography, when the surface is assumed to 

have constant LDOS at applied bias176. The feedback error signal, i.e., the 

instantaneous difference between the measured tunnel current and pre-set current 

value is also recorded as the current error channel.  

The other imaging mode is the constant-height mode. In this case, the tip position 

in 𝑧𝑧 is kept constant and the feedback loop is deactivated. The tip is raster scanned 

in 𝑒𝑒𝑑𝑑 sample plane while the 𝑧𝑧 piezo is stable, and the current is recorded. Changes 

in the measured current then reflect the surface topography.  Since the feedback 

circuit is not active, the delay as a result of tip-surface gap adjustment does not 

exist, constant-height mode allows for much faster scanning as a result. The lack 

of feedback circuit however might result in the tip crashing into the surface unless 

the surface is atomically flat. 

2.1.7. Scanning tunneling spectroscopy 

In addition to providing surface topography information by measuring the current 

and controlling the distance between the surface and the tip gap, STM is also 

capable of providing spectroscopic information locally. As discussed in previous 

sections, the tunneling current 𝐼𝐼 is a function of the 𝑉𝑉bias and the tip-sample 

distance: 𝐼𝐼(𝑉𝑉bias, 𝑧𝑧). By controlling one these parameters, it is possible to obtain 

spectroscopy information regarding the relation between the other two, revealing 
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further information on the DOS characteristics of the sample. The most common 

spectroscopy techniques are 𝐼𝐼(𝑉𝑉bias) spectroscopy, 𝑍𝑍(𝑉𝑉bias) spectroscopy and 𝐼𝐼(𝑧𝑧) 

spectroscopy.  

In 𝐼𝐼(𝑉𝑉bias) spectroscopy, the tunneling current is measured as a function of bias 

voltage, while the tip-sample distance 𝑧𝑧 is kept constant at a value that corresponds 

to 𝐼𝐼set. In order to measure the variation in the current, the feedback circuit is 

interrupted. In the regions where 𝐼𝐼 − 𝑉𝑉bias is linear, 𝐼𝐼(𝑉𝑉bias) spectroscopy provides 

the basis for differential conductance measurement d𝐼𝐼/d𝑉𝑉 , which reveals 

information including the sample DOS at the energy e𝑉𝑉bias relative to Fermi level188. 

This is achieved either by the post-processing of the spectroscopy data, by 

differentiating the tunneling current 𝐼𝐼 with respect to the bias voltage 𝑉𝑉bias, or by 

an additional experimental set-up, which provides a measurement with higher 

resolution. By applying a relatively small amplitude AC signal on the bias voltage 

at a particular frequency using a lock-in amplifier, the bias signal is modulated. 

The bias modulation frequency must be above the cut-off frequency of the feedback 

loop, so the feedback cannot follow the modulation to keep the current constant. 

Scanning the bias voltage, d𝐼𝐼/d𝑉𝑉  is measured directly at each bias, as a convolution 

of sample and tip DOS. As noted in the previous section, knowing the tip DOS is 

crucial for the determination of the sample DOS. In the assumption of a flat DOS 

tip (with negligible variation in DOS in the energy interval of interest), using Eq. 

(2.15), the differential conductance is approximated to the sample states as 

 d𝐼𝐼
d𝑉𝑉

= 𝜌𝜌𝐹𝐹(𝐸𝐸F + 𝑒𝑒𝑉𝑉bias) (2.19) 

In 𝑍𝑍(𝑉𝑉bias) spectroscopy, while the feedback is active to maintain the tunneling 

current at a set-point value 𝐼𝐼set, the movement of 𝑧𝑧 piezo is monitored as a function 

of bias voltage. Also known as constant current spectroscopy, this method allows  
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Figure 2.6: Schematic of the Omicron VT-STM showing the load-lock, preparation and 
STM chambers. The load-lock is attached to the preparation chamber. The preparation 
chamber is equipped with a manipulator and a sputter gun. The STM chamber has a flow-
type cryostat for cooling the sample stage.  

for the detection of the standing waves, when the bias range is above the average 

work function. Due to the reflection of electrons in the region between the sample 

surface and the barrier, electron standing waves show up as oscillations in the 

tunneling current189, hence the 𝑧𝑧 piezo movement. 𝑍𝑍(𝑉𝑉bias) spectroscopy data 

reveals information regarding the surface-specific reflectance characteristics, and 

therefore characterization of different surfaces and tunneling barriers is made 

possible. Standing waves are also observed in STM images of 2D surface states190,  
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Figure 2.7: Front view of the CreaTec LT-STM UHV system, used for the low-temperature 
measurements in this work. The UHV system consists of three chambers: The load-lock for 
sample/tip transfer into/from the UHV, without breaking the vacuum. Preparation 
chamber equipped with preparation components. The STM chamber placed in a bath-type 
cryostat. The system is lifted on the suspension legs for vibration isolation.  

due to scattering near local features such as step edges; adsorbate atoms; 

dislocations; and other defects including grain boundaries, which will be discussed 

later.  

In 𝐼𝐼(𝑧𝑧) spectroscopy, the tunneling current is measured as a function of tip-sample 

distance, while the bias voltage is kept constant. This is achieved by interrupting 



CHAPTER 2: EXPERIMENTAL TECHNIQUES AND METHODS 

47 

 

the feedback circuit while approaching or retracting the tip in tunneling regime, 

with the controlled change of 𝑧𝑧 piezo voltage. The tunneling current changes 

exponentially as given in Eq. (2.8). From the same equation, the average tunneling 

barrier height is extracted from an exponential fit to the spectroscopy data.   

2.1.8. UHV system 

Fig. 2.6 and 2.7 show schematics of the UHV systems used for the measurements 

of the results presented in this thesis. The UHV system consist of three chambers: 

load-lock, preparation and STM chambers. The load-lock is the transfer into the 

ultra-high vacuum (UHV), without breaking the vacuum. The load-lock is vented, 

and samples and tips are put in the load-lock, where it is pumped down with the 

turbo-molecular pump, backed by a rotary pump and baked for at least 24 hours 

following a sample/tip load, prior to transfer into the preparation chamber. Once 

the load-lock pressure is sufficiently low (<1 × 10−8 mbar), the gate valve that 

separates the two chambers is opened and samples/tips are transferred into the  

preparation chamber. The preparation chamber has a base pressure of 1 × 10−10 

mbar. This level of low pressure is maintained by an ion getter pump (IP) and a 

titanium sublimation pump (TSP), and monitored with a hot-filament ion gauge. 

The chamber is also isolated from both the STM analysis chamber and load-lock 

by gate valves. It is equipped with multiple components that enable essential 

𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 sample preparation prior to the STM analysis. A quadrupole mass 

spectrometer is attached to the chamber for residual gas analysis during sample 

preparation, which is also essential especially for leak detection following a bake. 

For sample preparation, an ion sputter gun, and a low-energy electron diffraction 

(LEED), a manipulator unit for sample/tip positioning with direct and resistive 

heating capability are available in the chamber.  



CHAPTER 2: EXPERIMENTAL TECHNIQUES AND METHODS 

48 

 

Figure 2.8: Close-up view of the Omicron VT-STM STM stage. STM stage is placed in the 
STM chamber, on a two-stage plate. Stage is suspended with springs isolated from the base 
plate, in addition to the eddy-current damping system. Cooling/heating elements: Cooling 
clamp connected to the copper braid for cooling and contacts on the sample stage for 
heating. 

The STM analysis chamber is where the STM stage (scanner unit) is located. The 

chamber is attached to the preparation chamber and separated by a gate valve. It 

has a base pressure lower than 5 × 10−11 mbar. Similarly, its vacuum level is 

maintained by the use of an IP and TSP. There is a wobble-stick in the STM 

analysis chamber to transfer the samples/tips to the STM stage.  

The STM measurements presented in this thesis includes measurements obtained 

both at room-temperature (RT: 298 K) and low-temperature (LT: 77 K), as will be 

specified in the following chapters. To reduce the thermal drift and noise, as well 

as diffusion, LT-STM measurements are preferred. This is enabled by a two-staged 

bath-type cryostat. Both the inner and outer cryostats are filled with liquid nitrogen 

(LN2) and the STM stage, which includes the tip and the sample, is cooled down 

to 77 K. The STM stage itself is suspended with springs and equipped with eddy-

current dampers. The whole system rests on a heavy stage isolated from the ground. 

Fig. 2.8 shows a close-up view of the STM stage of Omicron Variable-Temperature 

(VT) STM.  
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VT-STM is amongst the first of its kind, developed just a couple of years after the 

invention of the STM. It was specially designed to allow STM operation at a 

variable temperature range, for investigation of thermally activated fast processes 

and reactions on the surfaces dynamically, in real-space. This is facilitated by a 

flow-type cryostat (for LN2 and LHe) attached to a cooling clamp block on the 

sample, and a sample stage with direct and resistive annealing capabilities, 

equipped with a radiation shield. The room-temperature experiment results 

presented in this thesis are obtained in Omicron VT-STM. 

Low-temperature experiments are essential for freezing the diffusion and motion on 

surfaces. For the low-temperature investigation of the surfaces presented in this 

thesis, CreaTec LT-STM is used with LN2. CreaTec LT-STM allows STM operation 

at LN2 (77 K) and LHe (4.7 K) temperatures, in addition to RT experiments. The 

STM stage is thermally isolated with a radiation shield, which allows STM to be 

kept at low-temperature for a longer time. 

2.1.9. Tip preparation  

The tip is the key element for determining the quality of STM data. A sharp tip, 

ideally with a single atom in the end of the apex, is essential not only for achieving 

good atomic resolution but also for accurate spectroscopy measurements. The tip 

and the sample contribute to the tunneling current symmetrically as per the 

reciprocity principle. This means that the state and stability of the tip play a 

significant role in determining and extracting the real contribution of the sample 

DOS. Therefore, the process of forming a good STM tip is the first important step 

in the STM experiment. STM tips are formed by electrochemical etching of 

tungsten wire191, using the Omicron Tip Etching Unit placed on a vibration isolation 

stage. A 10 mm piece cut from high purity tungsten wire (𝑡𝑡=250 μm), which acts 

as the anode, is mounted on a vertical micro-positioner above the beaker with 5M  
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Figure 2.9: Schematic of the tip etching set-up. The tungsten wire attached to a micro-
positioner is immersed in the NaOH solution. The circuit attached to the Pt ring and W 
wire controls the differential current upon application of a potential difference.  

NaOH solution, as shown in Fig. 2.9. A Pt wire ring, which acts as the cathode, is 

then placed in the centre of the beaker. The micro-positioner is aligned in the centre 

of the 𝑒𝑒𝑑𝑑 plane above the NaOH beaker and the Pt ring, so that a centrosymmetric 

tip apex is formed. The tungsten wire is lowered into the solution while an initial 

potential difference of ~10 V is applied between the anode and the cathode, for the 

removal of the oxide. The tip position is then adjusted to ~3 mm below the solution 

and the tip is etched with a potential difference of ~5 V. The etching occurs at the 

air-solution interface, forming a neck at the meniscus: 

Cathode: 6 H2O + 6 e- → 3 H2 + 6 OH- 

            Anode: W + 8 OH- → WO4
2- + 4 H2O + 6 e- 

                        W + 2 OH- + 2 H2O → WO4
2- + 3 H2 

After a few minutes, when the neck is etched to a point where the weight below  
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Figure 2.10: Force-distance curve derived from Lennard-Jones potential. The total 
interaction force (black, solid) between the cantilever and the surface, as a result of 
repulsive and attractive forces (dashed, grey), as a function of tip-surface distance. 

the meniscus overcomes the tensile strength of the neck, the wire breaks from the 

neck leaving a sharp tip. This breakage is detected by the control circuit as a sharp 

drop in the differential current and the power is turned off immediately. The 

precision of the process is maintained by the fast response of the control circuit and 

further etching is avoided, which would result in a round and blunt tip. The etched 

tungsten wire is then dipped in deionised water in order to remove the residual salt. 

After a general inspection under the optical microscope, the tip is loaded into the 

UHV chamber.  

2.2. Atomic force microscopy 

Invented three years after STM, AFM192 is a scanning probe microscopy tool that 

is used for high resolution topographical mapping193 and characterisation of surfaces. 

One significant advantage AFM offers over STM is its ability to visualize and 

investigate surfaces and surface properties of any material, including insulators. 

Over recent decades, it has become an impactful tool, capable of providing a wide  
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Figure 2.11: Illustration of operation principle of an AFM. The cantilever is excited to 
oscillate with the use of a shear piezo. Laser beam is reflected from the back of the 
cantilever onto the photodetector, fed to the feedback circuit. The surface is raster scanned 
with the 𝑒𝑒𝑑𝑑 scanner, as the 𝑧𝑧 scanner adjusts the cantilever-surface distance as a response 
to the feedback circuit, to maintain the set-point oscillation amplitude. 

range of information on mechanical194, electrical195,196, and magnetic197 properties of 

surfaces in ambient, vacuum198, or liquid199–201 conditions.  

The AFM also differs from STM in terms of what it measures – force interaction 

between a cantilever and the surface. These interaction forces include electrostatic 

forces, van der Waals forces, magnetic forces, adhesion, and capillary forces202. The 

total interaction force changes for different operation modes of AFM, as shown in 

Fig. 2.10. At close enough separations, the overlap energy is repulsive due to Pauli 
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exclusion principle. When the distance between the cantilever and the surface is 

increased, the overall force interaction is dominated by attractive, primarily van 

der Waals forces.  

There are two main modes of operation in AFM: dynamic mode and contact mode. 

Tapping mode (amplitude modulation) and non-contact mode (frequency 

modulation203) are classified as dynamic modes204. The typical operation mechanism 

is illustrated in Fig. 2.11. In tapping mode, the cantilever is excited to oscillate at 

or near its resonance frequency. The cantilever snaps the surface as it oscillates in 

repulsive and attractive force regime, as shown in Fig. 2.10. The oscillation causes 

deflection of the flexible cantilever. The deflections are quantified with the use of a 

four-quadrant photodiode, by the reflection of a laser beam focused on the highly-

reflective back of the cantilever. This reduced oscillation amplitude is used as the 

set-point for the feedback circuit. As the sample surface is raster scanned in 𝑒𝑒𝑑𝑑 

plane, due to the changes in the tip-surface interaction and the surface topography, 

the position of the reflected beam on the photodiode changes. This is fed into the 

feedback circuit along with the set-point amplitude, and the vertical position of the 

cantilever is adjusted by a 𝑧𝑧 piezo. The movement of the 𝑧𝑧 piezo is used to obtain 

3D mapping of the surface topography. The resolution of the topography data is 

directly reliant upon the condition of the tip and its sharpness.  

The tapping mode also provides information on the phase variations of the 

oscillation, on every pixel. In contact mode, the cantilever is scanned over the 

surface whilst in constant physical contact with the surface, in the repulsive regime 

of the force-distance curve as shown in Fig. 2.10. The cantilever is set to keep a 

constant deflection value and the changes in the deflection due to the surface 

topography are controlled by the feedback circuit. Since contact mode relies on the 

direct physical contact between the cantilever and the surface, it is possible to 
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extract quantitative data of both normal and lateral forces upon calibration of the 

cantilever205. Mechanical properties of the surface, including stiffness, friction and 

adhesion can also be obtained206. Contact-mode is also implemented as a controlled 

method for nanoscale surface machining207–209 and milling with the use of extremely 

stiff cantilevers. 

Due to its extensive capabilities in obtaining a wide range of information on surfaces 

as well as high resolution topography maps without operating condition, 

environment and sample limitations, AFM is recognized as a powerful tool for 

scanning probe microscopy applications. In this thesis, tapping mode AFM has been 

used for macroscopic characterisation of surface topography in ambient conditions. 

2.3. Molecular dynamics simulations 

Computer simulations are frequently used to test, compare and confirm 

experimental observations of systems involving dislocations, interfaces and grain 

boundaries. In this work, molecular statics simulations have been employed to 

compare and support the experimental results obtained using STM in atomic detail, 

as well as to investigate the subsurface restructuring that occurs at emergent grain 

boundaries in fcc metals163,167.  

Molecular dynamics simulations evaluate the total potential energy of the system 

by numerically computing the Newtonian forces (and derivatives) acting on 

individual atoms. The specification of the suitable energy function that defines the 

potential energy in terms of the configurational space of materials, as a function of 

the positions of individual atoms, is provided by interatomic potential 

functions210,211. Molecular statics also employ an interatomic potential input, to 

determine the optimized (minimum energy) configuration system by minimization 

of its total potential energy and iterative displacement relaxation, with respect to 
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the atomic equilibrium positions within specific boundary conditions, at 0 K. These 

computational methods allowing calculation of large-scale cells with an extensive 

number of atoms in microscale, typically 0.1-10 nm and 1-10 ps, are ideal for 

simulation of low-energy configurations of grain boundaries in atomistic detail, as 

well as their interaction with other defects and free surfaces212.  

The simulation cell is constructed by defining the geometry of the reference crystal, 

that will be used to generate the grain boundary. The grain boundary with 

misorientation angle 𝜃𝜃 is built by merging the two crystals obtained after equal and 

opposite rotations (±𝜃𝜃/2), about the given rotation axis. The symmetric tilt grain 

boundary is built by this method. Once the simulation cell is defined and lattice 

constant, interatomic potential, and periodic boundary conditions are provided, the 

minimum energy configurations are searched by energy minimization. A detailed 

description of boundary geometry is provided in Section 3.2.1. 

The MS simulations presented in chapter 5 were performed by Dr. Xiaopu Zhang 

using the LAMMPS code167,213,214. The Cu bicrystal 𝜃𝜃 = 13.17° grain boundary with 

tilt axis [111], mean boundary plane normal �110̅� (𝑒𝑒) and mean period vector �11̅2̅� 

(𝑑𝑑) was built as described above, in Cartesian coordinate system. The simulations 

cell comprised two parallel grain boundaries with equal and opposite misorientation 

(𝜃𝜃 = ±13.17°) and periodic boundary conditions were applied in 𝑒𝑒, 𝑑𝑑 and 𝑧𝑧. Grain 

boundary energy was calculated by pairwise interactions using embedded-atom 

method (EAM) interatomic potential for Cu48.  

The structure is then relaxed to achieve the lowest-energy configurations. A two-

stage minimization of conjugate gradient algorithm is used for iteratively adjusting 

the atomic coordinates, in each defined timestep. This proceeds as in each step, the 

new search direction is determined based on the information of direction from 

previous iteration step, and continues until the critical predetermined value of 
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energy is reached. In the second minimization, the simulation cell is allowed to 

relax, so that it can expand/contract to adjust into lowest energy configuration. 

The simulations of emergent grain boundaries (eGBs) were carried out in suspended 

films comprising stacks of relaxed boundaries along [111] direction, creating two 

parallel grain boundaries with top and bottom surfaces and an additional vacuum 

layer. The emergent core-shifted grain boundaries were then obtained by 

systematically shifting the dislocation core line, by deleting or inserting core atoms 

and these are added back to or taken from the Cu bulk, respectively. In correlation 

with the energy balance described by straight wedge disclination geometry216, 

discrete defect (eGB) energies were computed at each stage, as described in chapter 

5. The optimized core-shifted emergent grain boundary configurations 

corresponding to the minimum energy structure are visualized in OVITO217. 

2.4. Scanning electron microscopy 

Since its development, scanning electron microscopy (SEM) stands as a powerful 

tool for the nanoscale characterization and visualisation of materials218,219. In 

contrast to conventional optical microscopy that employs visible light, SEM 

operates by the utilization of a focused electron beam to produce high-resolution 

images of the samples. The high resolving power of SEM relies on the remarkably 

small (de Broglie) wavelengths of electrons compared to those of visible light, given 

by de Broglie relationship as 𝜆𝜆 = ℎ 𝑛𝑛𝑣𝑣⁄ , where ℎ is Planck’s constant, 𝑛𝑛 is mass of 

the electron and 𝑣𝑣 is velocity of the electron.In a modern SEM, the electrons that 

are typically accelerated to an energy of 0.5-30 keV are collected to form a beam 

and focused onto the sample with the use of a system that employs condenser and 

electromagnetic lenses and adjustable apertures. The focused electron beam is then 

raster scanned over the sample surface using the scan coils and the interaction of  
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Figure 2.12: Schematic of the electron beam in SEM and signals resulting from the electron 
beam-surface interaction, including secondary electrons, backscattered electrons and 
characteristic X-rays. 

the incident electrons with the sample results in the emission of various signals 

upon elastic and inelastic scattering. These signals consist of secondary electrons 

(SE), backscattered electrons (BSE) and characteristic x-rays as shown in Fig. 

2.12,which are collected using a set of specific detectors to generate an image of the 

sample220. Due to the difference in surface sensitivity of each of these signals, 

interpretation of each signal leads to distinct information regarding the sample. 

Secondary electrons of relatively low energy (< 50 eV) are emitted from a shallow 

depth, close to the surface and therefore possess information about the topography 

and morphology of the sample surface221. Backscattered electrons (with higher 

energy) are generated by the emergence of the scattered electrons from the surface 

as a result of several elastic collisions of the incident electrons with the sample 

atoms, which make them highly sensitive to the atomic number of the scattering 

atoms. Therefore, the BSE image contrast is informative on the elemental 

composition of the sample. The characteristic x-rays, specific to each element, are 
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emitted when a higher energy electron fills the hole created by the inelastic collision 

of the incident electrons with the core electrons in the sample atoms and energy is 

released. The analysis of the signal collected from characteristic x-ray emissions 

allows quantitative detection and mapping of the elemental composition of the 

sample, a technique known as energy dispersive x-ray spectroscopy (EDX). 

SEM has been occasionally used in this work to visualize the surface morphology 

of NC Cu film after thermal treatment and of Cu (111) bicrystal to investigate the 

grain boundary structure macroscopically. The SEM images presented in chapter 4 

and chapter 5 were acquired using a Zeiss SUPRA FE-SEM. 

2.5. Electron backscatter diffraction 

Electron backscatter diffraction (EBSD) is a commonly used technique for 

quantitative microstructural characterization of materials. EBSD is capable of 

providing crystallographic orientation maps, grain size/distribution and grain 

boundary analysis and texture characterization, with a resolution similar to that of 

SEM, with which it is used jointly222,223. As explained in the previous section, 

following the elastic scattering of the high energy incident electrons by the atoms 

in the sample in various directions dictated by the atomic planes, the electrons are 

backscattered from the sample. If Bragg condition (n𝜆𝜆 = 2𝑑𝑑 sin 𝜃𝜃) is satisfied, the 

backscattered electrons form a diffraction pattern, also known as Kikuchi pattern, 

which is detected at each pixel with the use of a specific detector with an embedded 

phosphor screen224. The sample is tilted by 70° towards the detector in order to 

improve the intensity (signal to noise ratio, i.e., the ratio of diffracted electrons to 

background yield) of the pattern by increasing the total interaction volume within 

the sample and proper aligning of the backscattered electron signal relative to the 

detector. The position and angle of the Kikuchi lines are analysed, and 
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crystallographic lattice planes are quantitatively identified using Hough transform. 

Through comparison of the resulting pattern with a reference pattern, orientations 

and phases can be determined and thus, a range of maps is acquired. Among these, 

one of the most common ways to represent the grain orientation is the inverse pole 

figure (IPF) map. IPF maps, where the two-dimensional projection of the poles 

corresponding to normals to chosen sample directions are plotted with respect to a 

specific crystal axis (normal, longitudinal or transverse direction) display the 

microstructure texture with the help of an assigned colour coding key225. 

For this work, a Bruker QUANTAX EBSD was used to confirm the pattern quality 

and the misorientation angle of the two grains within the studied Cu (111) bicrystal. 

The EBSD analysis and IPF maps are presented in chapter 5.  
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3. Dislocations and Grain Boundaries 

In this chapter, the background information on the concept of defects and 

dislocations, as well as their role in the formation of grain boundaries is provided. 

The relevant theory and terminology around grain boundaries are presented.  

3.1. Defects in crystals 

In 1912, Max Von Laue’s discovery of x-ray diffraction by crystals was first 

published along with the work of his colleagues Walther Friedrich and Paul 

Knipping’s on a copper sulfate single crystal226,227. Their work showed that the 

diffraction of x-rays by these crystals forms specific interference patterns. This 

proved the idea that crystalline materials are formed by a three-dimensional 

periodic arrangement of their constituent atoms/group of atoms in space. However, 

the periodic arrangement of atoms is not always perfect and might occasionally be 

disturbed by the presence of defects. These defects are generalized according to 

their dimensions so they may occur as point, line, or planar defects. In the context 

of the results presented in this thesis, the structural properties of defects and 

dislocations will be described as they form in copper, in a generalized approach that 

is relevant to all fcc metals.  

The face-centred cubic (fcc) lattice, shown in Fig. 3.1 (a), is exhibited by most 

metals, such as noble metals, including Cu, Au and Ag; and some significant 

transition (Ni, Pd, Pt) and higher valence metals (Al, Pb). The structure of the 

conventional cell shows the atoms located at the centre of each face, in addition to 

the atoms located at each corner. The conventional unit cell of volume 𝑎𝑎3, where 𝑎𝑎 

is the lattice parameter, consists of four lattice points that correspond to four atoms 
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Figure 3.1: (a) face-centred cubic structure conventional unit cell with lattice parameter 𝑎𝑎 
(b) close-packed plane stacking viewed along 〈111〉 direction228.  

per unit cell. There are a total of 8 atoms located at the corners. There are a total 

of 6 atoms at the centre of each face, at coordinates of type (0, 1
2 , 1

2). Each of these 

atoms has 12 nearest neighbours, at a distance of 𝑎𝑎/
√

2 and 6 next-nearest 

neighbours at a distance of 𝑎𝑎. 

In the fcc lattice, the closest-packed arrangement of atoms is on the set of {111} 

planes, along the 〈110〉 directions which are referred to as close-packed planes and 

close-packed directions, respectively. There are four of these close-packed planes, 

and each of these possess three close-packed directions altered by 60° rotation, 

shown as dashed lines in Fig. 3.1 (a). The shortest lattice vectors connecting the 

nearest neighbours are of the form 𝑎𝑎/2〈110〉, in the close-packed direction.  

The top-view schematic of close-packed plane (111) is shown in Fig. 3.1 (b). The 

crystal is built by successive stacking of (111) planes on top of each other, with a 

distance of 𝑎𝑎/
√

3 – referred to as interplanar distance. The position of the centre 

of an atom 𝐴𝐴, is shifted by 𝑎𝑎/6 �112�̅ to position 𝐵𝐵 in the adjacent layer and then 

by 𝑎𝑎/6 �21̅1� to position 𝐶𝐶, in the next adjacent layer, when viewed along [111]. In 

every third (111) plane, successive shifting results in a position equivalent to 
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position 𝐴𝐴. The planar stacking sequence along the [111] direction can then be 

referred to as 𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 stacking, with a period of three (111) planes.  

3.1.1. Point defects 

Point defects are the most common type of defects occurring in almost all crystalline 

materials as disturbances in the ideal crystal extending to a few interatomic 

distances. There are two types of intrinsic point defects, as shown in Fig. 3.2. First 

is the case of a missing atom from an atomic site that should be occupied in the 

ideal crystal, referred to as vacancy defect. Secondly, interstitial defect is the 

presence of an additional atom on a site that is normally unoccupied. The character 

of the interstitial defect is determined by the type of added atom. Where the 

additional atom is identical to that of the host crystal, this is known as an intrinsic 

interstitial defect, whereas an extrinsic interstitial defect is characterised by the 

addition of a non-identical atom. These are mostly due to chemical defects, known 

as impurities. 

As shown in Fig. 3.2, during vacancy formation, removal of an atom from the 

crystal results in an extra volume, whereas during interstitial formation an 

additional atom has to be fitted in the same volume of an ideal crystal. In both 

cases, the neighbouring sites move in a particular direction, with a particular 

magnitude depending on the degree of local distortion caused by the defect type. 

To relax the disturbance in the crystal back to the equilibrium spacing of the ideal 

crystal structure, neighbouring atoms move towards the centre of vacancy defects 

and outwards from the centre of the interstitial defects. The calculation of 

equilibrium defect concentration requires the estimation of the defect formation 

energy, which is the energy required to break/make the bonds between the removed 

atom and its neighbours. 
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Figure 3.2: Schematic of fundamental point defects in crystals. A vacancy is created by 
removal of an atom from its ideal site. An intrinsic interstitial is formed due to the addition 
of an atom identical to the host crystal. An extrinsic interstitial is created due to an 
impurity.  

There is a number of point defects present in a real crystal at finite temperatures, 

in thermodynamic equilibrium with the lattice. For close-packed metals, Johnson229 

demonstrated a correlation between the experimental values of vacancy formation 

energy 𝐸𝐸𝑓𝑓
𝑣𝑣 and melting temperature 𝑇𝑇m of the material, such that 8.5 𝑘𝑘𝑇𝑇m < 𝐸𝐸𝑓𝑓

𝑣𝑣 <

 10 𝑘𝑘𝑇𝑇m. Detailed calculations by Huntington-Seitz230,231 and Lomer232 found that 

the vacancy formation energy in copper is approximately ~1.5±0.5 eV. Based on 

similar calculations, the formation energy of an interstitial 𝐸𝐸𝑓𝑓
𝑖𝑖 , was however shown 

to be about 3 to 4 times higher in general, leading to ~4±0.5 eV in copper233. This 

result explains the low concentration of interstitial defects in close-packed metals 

at equilibrium, compared to that of vacancies.  

Imperfections in crystals are not only limited to vacancies or interstitial defects. 

These intrinsic point defects introduced by plastic deformation either externally by 

high-energy particle irradiation or by quenching, or naturally during crystal growth 

may play an important role in noble metal crystals, as they assist self-diffusion. 
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Figure 3.3: Illustration of plastic deformation mechanism by slip. (a) Close-packed planes 
slip along slip directions once the yield shear stress is exceeded. (b) Schematic of effective 
component of applied stress. Critical resolved shear stress is evaluated as the yield stress 
component that applies on the slip planes. 

This movement may allow the organization of vacancies or interstitials to take part 

in formation or accommodation of line defects such as edge dislocations, which will 

be discussed in the next section. By a similar mechanism, these line defects, as well 

as planar defects (grain boundaries and surfaces), may act as sources or sinks, and 

result in nucleation or disappearance of intrinsic point defects to lower the local 

elastic strain. 

3.2. Dislocations 

Dislocations are defined as linear discontinuities of the atoms in the crystal, 

separating two regions of the crystal. In 1907, Vita Volterra provided the initial 

theoretical framework which would lead to the development of the theory of 

dislocations and elasticity234. Although the term dislocation was not explicitly used, 

the new idea of discontinuity of displacement in an elastic body was introduced235. 

They were only theoretically predicted to exist in an attempt to explain plastic 

deformation in crystals, a process which occurs via slip of particular parallel planes 

on top of each other as a result of the applied force, as shown in Fig. 3.3 (a). 
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In the early experiments on plastic deformation, the deformation traces on the 

surfaces of deformed crystals were observed to lie along the close-packed directions, 

indicating the slip of close-packed planes236,237. The yield shear stress, which is the 

shear stress required to initiate the slip motion was theoretically determined by the 

force component acting on these slip planes, in the close-packed direction. This 

force component, called critical resolved shear stress238,  

 𝜏𝜏CRSS = 𝐹𝐹
𝐴𝐴

cos 𝜙𝜙 cos 𝜆𝜆 (3.1) 

where 𝐹𝐹  is the applied force, 𝐴𝐴 is the cross-sectional area, 𝜙𝜙 is the angle between 

the 𝐹𝐹  and slip plane normal, and 𝜆𝜆 is the angle between 𝐹𝐹  and the slip direction, 

as demonstrated in Fig. 3.3 (b). 𝜏𝜏CRSS is a characteristic property of a material and 

it sets the critical value for initiation of slip in plastic deformation. Experiments 

revealed that the applied force to initiate the plastic deformation was much lower 

than the theoretically calculated values for various single crystals. This necessitated 

the consideration of an additional mechanism contributing to the slip motion: the 

presence of line defects. This was recognized in three separate papers by Orowan239, 

Polanyi240 and Taylor241, which led to the proposal of the existence of (edge) 

dislocations. In the work of G. I. Taylor, the inability of a real crystal to resist 

theoretically predicted large values of shear stress was attributed to the presence 

of local concentrations of stresses due to internal surfaces of misfit (arrays of edge 

dislocations) or cracks in the material. The distribution of stress near a unit 

dislocation was calculated via the theory of elasticity. This prompted further 

development of the theory of dislocations, and was followed by Burgers’ 

generalization of Taylor’s work in completing the geometrical definition of 

dislocations242. These works brought new terminology to the field of dislocation 

theory with the definition of the dislocation line and provided a geometrical  
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Figure 3.4: Edge and screw dislocation formation in an ideal crystal. (a) ideal crystal before 
deformation (b) An edge dislocation is created by addition of a half-plane in the cross-
section of 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷. (c) A screw dislocation is created by shifting the ideal crystal along 𝐴𝐴𝐶𝐶. 
Dislocation line is along 𝐷𝐷𝐶𝐶.228 

classification of edge (Fig. 3.4 (b)) and screw (Fig. 3.4 (c)) type of dislocations, 

with the introduction of a cyclic constant which was later eponymously named the 

Burgers vector243. The two main types of dislocations, edge and screw dislocations 

are discussed next. 

3.2.1. Edge dislocation and Burgers vector 

Burgers vector is a practical method to characterize the geometry of any type of 

dislocation by describing the direction and extent of the distortion in the ideal 

crystal. Here the Burgers vector will be defined as it applies to an edge dislocation.  

The structure of simple cubic lattice is illustrated in Fig. 3.4. In the case of cutting 

this perfect crystal along the 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷 plane and inserting (or removing) an extra 

layer of atoms, a distortion is formed (Fig. 3.4 (b)). This distortion is returned back 

to the ideal perfect simple cubic structure by inserting the atoms on the 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷 

plane, hence there is no discontinuity in the area above the cut. The largest 

deviation of the atoms is centred around a line along 𝐷𝐷𝐶𝐶, where the atoms in each 

side of this line are displaced from their original sites by half interatomic spacing. 

This line along 𝐷𝐷𝐶𝐶 is the dislocation line. The position of the extra half-plane 

𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷 with respect to the dislocation line determines the “sense” of a dislocation.  
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Figure 3.5: Close-up view of a (a) positive edge dislocation, extra half-plane inserted above 
the dislocation line, denoted by ⊥. The atoms just above the dislocation line are compressed 
and the atoms just below are extended due to the extra half-plane. (b) negative edge 
dislocation, extra half-plane is below the dislocation line, denoted by ⊤. The atoms just 
above the dislocation line are extended and the atoms just below are compressed due to 
the extra half-plane. 

When the extra half-plane of atoms is inserted above (below) the slip plane on 

which the dislocation line lies, this edge dislocation is represented by the symbol 

⊥ (⊤) and denoted as positive (negative) edge dislocation. The spacing of atoms 

immediately above the dislocation line is compressed whereas immediately below 

it’s extended, as illustrated in the close-up view of an edge dislocation in Fig 3.5 

(a). What completes the geometrical definition of a dislocation is the strength and 

direction of the discontinuity it creates in the perfect crystal. In the case of the 

edge dislocation described above, this is quantified by drawing a circuit around the 

edge of the inserted half-plane, as shown in Fig. 3.6. The difference between this 

circuit in Fig. 3.6 (a) and the one drawn on the perfect crystal Fig. 3.6 (b), gives 

the displacement component introduced by the dislocation. This displacement 

component along 𝑄𝑄𝑀𝑀  is a cyclic constant, known as Burgers vector 𝒃𝒃, as illustrated 

in Fig. 3.6. (b). The Burgers vector describes the magnitude and direction of the 

distortion introduced in the perfect crystal by the dislocation. Evidently, the edge  
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Figure 3.6: Construction of a Burgers circuit for an edge dislocation. (a) A circuit enclosing 
the edge dislocation is constructed on the distorted crystal and (b) on the ideal crystal. 
The additional segment 𝑄𝑄𝑀𝑀  is the Burgers vector. For an edge dislocation, Burgers vector 
is perpendicular to the dislocation line.228 

dislocation is a type of dislocation with the Burgers vector perpendicular to the line 

of dislocation.  

3.2.2. Screw dislocation 

The other fundamental type of dislocation is screw dislocation, which was first 

described by J. M. Burgers in 1939242. Following the introduction of the Burgers 

vector, he considered a dislocation with the displacement component along the 

dislocation line. To illustrate this, the same simple cubic crystal in Fig. 3.4 (a) is 

considered. In this case, the perfect crystal is cut on the plane 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷 and the sides 

divided by this plane are shifted relative to each other along the direction 𝐴𝐴𝐵𝐵, as 

shown in Fig. 3.4 (c). It is clear that the resulting distortion is corrected almost 

back to the ideal configuration, in the region of the 𝐴𝐴𝐵𝐵𝐶𝐶𝐷𝐷 plane along the planes 

perpendicular to it, further from 𝐷𝐷𝐶𝐶. In fact, the displacement component is largest 

at 𝐷𝐷𝐶𝐶, which is the dislocation line. Similarly, the magnitude and direction of the 

displacement component is obtained by drawing a circuit surrounding the 

dislocation line on the ideal crystal, as shown in Fig. 3.7 (a). The additional segment 

required to close this circuit when drawn on the distorted crystal gives the Burgers 

vector 𝒃𝒃, parallel to 𝑄𝑄𝑀𝑀  (Fig. 3.7 (b)). Here, Burgers vector is along the dislocation  



CHAPTER 3: DISLOCATIONS AND GRAIN BOUNDARIES 

70 

 

Figure 3.7: Construction of a Burgers circuit for a screw dislocation. (a) A circuit enclosing 
the screw dislocation is constructed on the distorted crystal and (b) on the ideal crystal. 
The additional segment along 𝑄𝑄𝑀𝑀  is the Burgers vector. For screw dislocation, Burgers 
vector is parallel to the dislocation line.228 

line. Screw dislocation is a type of dislocation whose Burgers vector is parallel to 

the line of dislocation. The inspiration behind the term “screw dislocation” may be 

better understood by visualising the assembly of the nearest neighbour atoms 

surrounding the dislocation line as a helical path (Fig. 3.7(a)), similar to threads of 

a screw. Plastic deformation occurs by the gradual slip of planes over one another 

with the assistance of dislocations.  

The slip of dislocations may be summarised in the context of the relationship 

between its direction and Burgers vector. Essentially, it is the Burgers vector that 

translates the atoms from one position to another, while preserving the lattice. In 

the case of a perfect dislocation, the Burgers vector is the shortest lattice translation 

vector parallel to a close-packing (slip) direction.  

When the critical resolved shear stress is exceeded, dislocations glide in the slip 

direction, on the slip plane. For edge dislocations, slip plane is the one that contains 

both its Burgers vector and the dislocation line. Therefore, the movement is in the 

slip direction, which is parallel to the Burgers vector. Since the Burgers vector of a 

screw dislocation is parallel to its dislocation line, any plane containing the screw 
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dislocation is a possible slip plane. The dislocation line moves perpendicular to 

Burgers vector, hence the slip direction. 

3.2.3. Stress field and strain energy of a single, straight dislocation 

In addition to offering a fundamental understanding of how to build a geometrical 

frame for dislocations, the Burgers vector is also of great use in calculating and 

characterizing many other properties of dislocations, including the stress field and 

the strain energy associated with it. The elastic strain that is introduced by the 

deformation due to a dislocation and the associated elastic stress are quantified as 

a function of the Burgers vector and material elastic constants by the application 

of elasticity theory on a single, straight dislocation, i.e., Volterra dislocation244.  

The distortion introduced by the dislocations imparts an energy in the crystal 

associated with the strain. The total strain energy is expressed as  

 𝐸𝐸total = 𝐸𝐸elastic + 𝐸𝐸core (3.2) 

where 𝐸𝐸core corresponds to the energy due to dislocation core (≤ 𝑟𝑟0) and 𝐸𝐸elastic, 

the elastic component of the total strain energy corresponds to the region outside 

the dislocation core, 𝑟𝑟0, extending to a cut-off radius, 𝑅𝑅 where the strain due to 

dislocation is negligible. 𝐸𝐸elastic is the elastic stress field per unit length and using 

the corresponding stress components for a screw dislocation it can be expressed 

as245, 

 𝐸𝐸elastic = 𝐺𝐺𝒃𝒃𝟐𝟐

4𝜋𝜋
ln �𝑅𝑅

𝑟𝑟0
� (3.3) 
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and similarly for an edge dislocation, 

 𝐸𝐸elastic = 𝐺𝐺𝒃𝒃𝟐𝟐

4𝜋𝜋(1 − 𝜈𝜈)
ln �𝑅𝑅

𝑟𝑟0
� (3.4) 

where 𝐺𝐺 is the shear modulus and 𝜈𝜈 is Poisson’s ratio. Eq. (3.3) and Eq. (3.4) 

demonstrate the logarithmic dependence of elastic strain energy on 𝑅𝑅 and core 

radius 𝑟𝑟0. In a real crystal with a high dislocation density, the effective radius of 

elastic stress field for an individual dislocation is restricted by the other dislocations. 

The elastic stress field will vanish far from the dislocation due to the 

superimposition of long-range elastic fields in presence of multiple dislocations. The 

interaction of dislocations will determine the arrangement of multiple dislocations, 

so that the effective radius of each individual stress field will be the mean distance 

between dislocations.  

To calculate total strain energy, the energy that corresponds to the dislocation core 

must be considered. 𝐸𝐸core is estimated by the atomic level computational methods 

taking the high-level lattice distortion in the immediate vicinity of the dislocation 

core into account via the implementation of pair potentials, as mentioned in section 

2.3. These pair potentials allow precise determination of 𝐸𝐸core provided the detailed 

atomic structure is known. The above expressions for screw Eq. (3.3) and edge 

dislocations Eq. (3.4) demonstrate the internal energy of a dislocation. However, 

the calculation of free energy requires consideration of thermal and configurational 

entropy terms, which were shown to be negligible in comparison to the strain 

energy. Cottrell showed that the strain energy of a dislocation can be approximated 

to its free energy246. Thus Eq. (3.3) and Eq. (3.4) demonstrate the relationship of 

the dislocation free energy to its Burgers vector in a simple form 

 𝐸𝐸elastic = 𝛼𝛼𝐺𝐺𝒃𝒃𝟐𝟐 (3.5) 
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Figure 3.8: Illustration of interruption of the ideal 𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 stacking sequence in an 
fcc metal. (a) an intrinsic fault due to partial removal of 𝐶𝐶 layer (b) an extrinsic fault due 
to introduction of a new 𝐴𝐴 layer. 

where 𝛼𝛼 is a function of 𝑅𝑅, dislocation core radius and elastic coefficients, and the 

dependence of the shear modulus 𝐺𝐺 in the crystal anisotropy is neglected. This 

relationship is crucial in demonstrating that the thermodynamic stability of a 

dislocation is dictated by its Burgers vector, as well as the likelihood of dislocation 

reactions to form a new dislocation or dissociation, as in the case of partial 

dislocations discussed in the next section. 

Finally, it is noted that Eq. (3.5) is derived for an isotropic crystal within the linear 

elasticity assumption. In an anisotropic medium, the elastic components and 

dislocation core structure have some degree of orientation dependence, yet the 

relation in Eq. (3.5) is preserved. Burgers vector is also crucial in determining 

parameters of an array of edge dislocations, i.e., grain boundaries. These include 

the energy, the stress field, and the degree of misorientation, as will be discussed in 

the following sections.  

3.2.4. Stacking fault 

The crystal is built by the subsequent stacking of atomic planes on top of each 

other. For a face-centred cubic crystal, the crystal is built by successive stacking of 

close-packed (111) planes on top of each other, resulting in an 𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 

stacking, as discussed earlier.  
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The assumption of atoms as hard spherical balls allows that geometrically there are 

two possible ways to place a new close-packed layer of atoms on top of the layer 

𝐴𝐴. The new layer could either be at position 𝐵𝐵 or at position 𝐶𝐶. Thus, any planar 

fault that results in an irregularity in the stacking period of the close-packed planes 

is known as stacking fault. As shown in Fig. 3.8, in fcc metals the stacking fault 

may be due to the removal or addition of a layer, defined as intrinsic and extrinsic 

stacking fault, respectively247. It is understood that stacking faults may occur during 

the crystal growth. They also occur due to the presence or interaction of other 

defects. They separate two regions of crystal which belong to a single reference 

crystal, by a rigid translation whose vector is shorter than a lattice vector. Inside 

the fault region, the close-packed arrangement of atoms is still continued; hence the 

nearest-neighbour bonds are not disrupted. This suggests that compared to other 

types of defects where the nearest-neighbour bonds are disturbed (such as free  

surface), a lower interfacial energy is associated with stacking faults of both types, 

when it’s limited with a single plane. 

At the edges of the faulted region, the transition from the stacking fault to the ideal 

stacking is organized (bounded) by dislocations of an imperfect type, known as 

partial dislocations. Yet still the plane of stacking fault introduces a deviation in 

the energy state of the ideal crystal. The disruption caused by the introduction of 

a stacking fault comes at the cost of energy. This energy per unit area of the fault 

is referred to as stacking fault energy, 𝛾𝛾SFE, which will be derived with the 

introduction of partial dislocations. Stacking fault energy plays an important role 

in the plasticity and yield strength of the materials that rely on mechanisms such 

as glide and cross-slip due to dislocation motion. It is the stacking fault energy 𝛾𝛾𝑆𝑆𝑆𝑆𝑆𝑆 

that determines the energetic feasibility and characteristics of dislocation reactions, 

including dislocation splitting (dissociation), specific to each material.  
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Figure 3.9: Stacking fault due to partial slip of close-packed planes above 𝐶𝐶 layer. (a) 
Interruption of the ideal stacking above 𝐶𝐶 layer, as viewed along �101�̅ direction. The slip 
vector is along slip direction, of type �121̅�. (b) Stacking fault ribbon of width 𝑑𝑑, due to 
partial dislocations. 

3.2.5. Partial dislocations in fcc metals 

First described by Heidenreich and Shockley, the relationship between dislocation 

structure and crystal structure are highly correlated248. A perfect dislocation as 

defined above is a dislocation whose Burgers vector is equal to the shortest possible 

lattice translation vector. However, the structure of dislocations in fcc metals was 

shown to be different than that of a perfect dislocation, as the Burgers vector is no 

longer the shortest lattice vector. Originally called imperfect dislocations or half 

dislocations, the fcc lattice accommodates dislocations as partials with dissociated 

Burgers vectors whose vector sum is equal to that of a perfect dislocation. This is 

due to the crystal having more than one mechanically stable configuration to 

accommodate a disruption associated with slip, in addition to the energetic 

feasibility of a dissociation of the dislocation. Thus, the perfect dislocation 

dissociates into two partial dislocations, which are separated by a stacking fault, a 

misfit with a low interfacial or stacking fault energy, whose width is determined by 

the magnitude of this stacking fault energy (Fig. 3.9).  
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Eq. (3.5) shows the relationship of the dislocation energy to its Burgers vector. 

According to Frank’s rule247, the energy criterion for a dislocation reaction 𝒃𝒃3 =

𝒃𝒃1 + 𝒃𝒃2, is determined by the following conditions 

 𝒃𝒃3
2 < 𝒃𝒃1

2 + 𝒃𝒃2
2      (stable) 

   𝒃𝒃3
2 > 𝒃𝒃1

2 + 𝒃𝒃2
2      (unstable) 

(3.6) 

According to the set of Eq. (3.6), a dislocation is energetically stable when 𝒃𝒃3
2 <

𝒃𝒃1
2 + 𝒃𝒃2

2 whereas a dissociation reaction is more favourable when 𝒃𝒃3
2 > 𝒃𝒃1

2 + 𝒃𝒃2
2, 

where dislocation 𝒃𝒃3 is dissociated into two partial dislocations, 𝒃𝒃1 and 𝒃𝒃2.  

An important type of partial dislocations is Shockley partials, which form due to 

the slip of one close-packed plane {111} over another, creating a stacking fault as 

illustrated in Fig 3.9 (b). First, it is assumed that during the ideal 𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 … 

stacking of the {111} planes, slip is initiated in the next layer. This layer would 

ideally slip into a position equivalent to position 𝐴𝐴, to maintain the ideal 

𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 … stacking. Here, the Burgers vector lies on the stacking fault plane, 

parallel to slip direction. However, following Frank’s energy criterion in Eq. (3.6), 

it is energetically more favourable that this slip should follow a two-step path, from 

position 𝐴𝐴 to position 𝐵𝐵 and then from 𝐵𝐵 to 𝐴𝐴. This two-step transition creates a 

stacking fault, and two partial dislocations with dissociated Burgers vectors. 

Instead of following a two-step path, if the transition occurred at once in a single 

path (𝐴𝐴 → 𝐴𝐴), i.e., producing a perfect dislocation, this would correspond to the 

shortest lattice vector of type 𝒃𝒃perfect = 𝑎𝑎/2〈110〉. However, each of the two steps 

in favoured transition (𝐴𝐴 → 𝐵𝐵 → 𝐴𝐴) correspond to a Shockley partial with Burgers 

vector of type 𝒃𝒃partial = 𝑎𝑎/6〈112〉, confirming the Frank’s energy criterion since249 

 𝒃𝒃perfect
2 → 𝒃𝒃partial

2 + 𝒃𝒃partial
2        (3.7) 
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𝑎𝑎2

2
> 𝑎𝑎2

3
 

To describe the geometry of partial dislocation in the context of an fcc lattice 

crystallography, Thompson’s tetrahedron must be introduced250. This is a helpful 

illustration which provides a notation to visualise and identify the perfect 

dislocations and partial dislocations in an fcc lattice, as shown in Fig. 3.10. It is a 

regular tetrahedron constructed by joining the four different {111} slip planes in 

the fcc lattice: each face of the tetrahedron represents one of the four {111} planes 

and each edge of each face represents a 〈110〉 slip direction. These edges join at the 

corners of the tetrahedron, which are denoted as 𝐴𝐴, 𝐵𝐵, 𝐶𝐶 and 𝐷𝐷. Conveniently, the 

midpoints of each face opposing each corner are named as 𝛼𝛼, 𝛽𝛽, 𝛾𝛾 and 𝛿𝛿. The Burgers 

vectors of both perfect and partial dislocations in an fcc lattice are easily defined 

on the tetrahedron, by its initial and final point. For instance, one possible perfect 

dislocation and its Shockley partials on the 𝐴𝐴𝐵𝐵𝐶𝐶 = 𝛿𝛿 face that corresponds to (111) 

surface are denoted as,  

 𝐴𝐴𝐵𝐵 = 𝑎𝑎
2

�11̅0�,   𝐴𝐴𝛿𝛿 = 𝑎𝑎
6

�12̅1�̅,   𝛿𝛿𝐵𝐵 = 𝑎𝑎
6

�21̅1� (3.8) 

The region that separates the partial dislocations is called a stacking fault ribbon. 

In a stacking fault ribbon bounded by partial dislocations of same sense (like-

signed) on either side, the dislocations are repelled by each other to minimize the 

dislocation energy (Eq. (3.3) and Eq. (3.4)) and the stacking fault ribbon becomes 

wider. The balance of elastic repulsive forces between partials and the attractive 

surface tension of the stacking fault, which is determined by 𝛾𝛾SFE, gives an 

equilibrium width of separation, where the free energy is minimized. Evidently, in 

an fcc metal with low 𝛾𝛾SFE, the elastic repulsive forces will dominate and result in  
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Figure 3.10: Thompson tetrahedron composed of four close-packed {111} planes of fcc 
lattice structure, denoted as 𝛼𝛼, 𝛽𝛽, 𝛾𝛾 and 𝛿𝛿. The possible directions and magnitudes for 
perfect and partial dislocations on each plane are provided. 

a wider stacking fault ribbon. The stacking fault ribbon equilibrium width 𝑑𝑑 is 

approximated by the expression248,251,252 

 𝑑𝑑 = 𝐺𝐺𝒃𝒃2

4𝜋𝜋𝛾𝛾SFE
 (3.9) 

where the magnitude of 𝛾𝛾SFE is equated to the force per unit length derived by the 

Eq. (3.3) or Eq. (3.4), and the small coefficient capturing the Poisson’s ratio is left 

out.  

The theory of dislocations is an extensive field of research, covering dislocation 

types, their energy and elastic stress fields, as well as other phenomena involving 

dislocation nucleation and mobility. These mechanisms are mainly governed by 

plastic deformation, which may lead to changes in the distribution density and 

arrangement of dislocations. 
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Figure 3.11: Dislocation dynamics (a) after the plastic deformation. The crystal is bent and 
randomly distributed opposite-signed dislocations glide on slip planes (b) recovery via 
relaxation of excess energy by annihilation of stress generator dislocations upon thermal 
activation (c) dislocations forms arrays of low-energy configurations, known as 
polygonization253. 

For low temperature plastic deformation of crystals, a portion of the transferred 

energy is stored within the crystal in terms of elastic strain energy due to an increase 

in dislocation density. This mechanism results in strain hardening of crystals, 

caused by restricted mobility due to high dislocation and defect densities. The 

release of this excess energy may be activated by thermal annealing, encouraging 

dislocation movement. Upon annealing, the physical and mechanical crystal state 

is recovered by reduction of defects, accompanied by the softening of the crystal. 

Fig. 3.11 (b) shows a later stage of the cancellation (annihilation) of dislocations, a 

mechanism that will be introduced shortly in terms of the two opposite-signed 

dislocation model. The dislocations then align themselves into arrays, to lower the 

elastic energy through polygonization253, forming grain boundaries (Fig. 3.11 (c)). 

At higher temperatures, nucleation and growth of the grains result in 

recrystallization, which minimizes the strain energy further due to the reduced 

density of grain boundaries comprising arrays of dislocations.  

The rearrangement of dislocations into 3D arrays to form grain boundaries plays a 

crucial role in the microstructural evolution of polycrystalline materials, and allows 

for the application of well-established dislocation theory in description of grain 

boundaries. As shown in detail in the next section, modelling of interfaces as arrays 

of dislocations is of significant use in providing a quantitative description of the 

geometrical and energetic properties of grain boundaries.  
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3.3. Grain Boundaries  

So far, the discussion has covered the presence, geometrical and elastic properties 

of point defects, and dislocations in a crystal. Macroscopically, these single crystals 

are observed as individual grains that merge to form polycrystalline materials. 

Polycrystalline materials form by the aggregation of multiple randomly oriented 

identical single crystals. The macroscopic continuity throughout the polycrystalline 

material is maintained by the grains that are bonded together. The interfaces where 

two grains join are called grain boundaries. Grain boundaries are planar defects 

that maintain the continuity of the two misoriented but adjoining single crystals.  

3.3.1. Grain boundary geometry 

A grain boundary is constructed by bringing two identical single crystals with a 

different orientation together. The characterization of this grain boundary is defined 

by specific parameters. These parameters, outlined by Sutton and Baluffi161, once 

determined, can be modified and applied to a wide-range of grain boundaries.  

There are a total of five macroscopic degrees of freedom that characterize a grain 

boundary. Three of the five macroscopic degrees of freedom are necessary to define 

the rotation associated with the misorientation of the two grains. There are two 

more degrees of freedom required to characterize the boundary plane (unit normal, 

�̂�𝒏), relative to one of the two grains. The grain boundary is created by defining the 

coordinate systems of the two crystals using the coordinate system of the median 

lattice, as illustrated in Fig 3.12. The five degrees of freedom are expressed in the 

coordinate system of this common median lattice. The five degrees of freedom are 

derived by considering a proper rotation. In the median lattice, two planes with the 

surface normal unit vectors �̂�𝒏 and �̂�𝒏′ are assumed. The rotation axis is designated 

as 𝝆𝝆.̂ The two surface normals �̂�𝒏 and �̂�𝒏′ are then rotated about the rotation axis  
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Figure 3.12: Schematic of grain boundary construction using the median lattice method. 
(a) three-step representation of the construction process. (a) Left: a single crystal with the 
desired boundary plane (dashed line) and boundary normal 𝑵𝑵 . Right: Crystals with plane 
normals 𝒏𝒏 and 𝒏𝒏′, on either side of the dashed line are rotated by ±𝜃𝜃/2. (b) Geometrical 
representation of the derivation of Eq. (3.10)254. 

𝝆𝝆,̂ by +𝜃𝜃/2 and −𝜃𝜃/2 respectively, as shown in Fig. 3.12 (a). This creates a grain 

boundary with a misorientation angle 𝜃𝜃, on the median lattice. This means that as 

𝜃𝜃 → 0, the 𝒏𝒏 and 𝒏𝒏′ vectors which are no longer unit vectors, can be used to define 

𝑵𝑵 = (𝒏𝒏 + 𝒏𝒏′)/𝟐𝟐, as the mean boundary plane normal. Following the rotation, 𝒏𝒏 

and 𝒏𝒏′ are now parallel to the grain boundary normal on the median lattice. The 

illustration of this process is given in Fig 3.12 (a). The vectors are then expressed 

as161 

 𝒏𝒏 = 𝑵𝑵 − 𝑛𝑛(𝑵𝑵 × 𝝆𝝆)̂/|𝑵𝑵 × 𝝆𝝆|̂ 

𝒏𝒏′ = 𝑵𝑵 + 𝑛𝑛(𝑵𝑵 × 𝝆𝝆)̂/|𝑵𝑵 × 𝝆𝝆|̂ 
(3.10) 

where 𝑛𝑛 = |𝐵𝐵𝐷𝐷| = |𝐷𝐷𝐶𝐶| = |𝑵𝑵 × 𝝆𝝆|̂ tan 𝜃𝜃/2, which is shown graphically in Fig 3.12 

(b).  Eq. (3.10) can then be rearranged as  

 𝒏𝒏 = 𝑵𝑵 − 𝑵𝑵 × 𝝆𝝆𝑅𝑅 

𝒏𝒏′ = 𝑵𝑵 + 𝑵𝑵 × 𝝆𝝆𝑅𝑅 
(3.11) 

following the definition of the Rodrigues vector as 

  𝝆𝝆𝑅𝑅 = 𝝆𝝆̂ tan 𝜃𝜃/2  (3.12) 
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Rodrigues vector 𝝆𝝆𝑅𝑅 is a rational vector that generates any grain boundary with a 

given rotation axis 𝝆𝝆, using any rational mean boundary plane allowed in the crystal 

lattice system, by Eq. (3.12). The Rodrigues vector has the information regarding 

the rotation of the two crystals relative to each other: two for the unit vectors for 

rotation axis 𝝆𝝆,̂ and rotation angle 𝜃𝜃. The remaining two degrees of freedom are 

associated with the mean boundary plane normal, relative to the two crystals.  

The misorientation of two crystals can be expressed in terms of its degree of tilt 

and twist. In the case of tilt rotation, the Rodrigues vector is given as 

 𝝆𝝆tilt
𝑅𝑅 = �𝑵𝑵� × 𝝆𝝆𝑅𝑅�(�̂�𝒏 × �̂�𝒏′)/|�̂�𝒏 × �̂�𝒏′|   (3.13) 

where tan2(𝜃𝜃tilt/2) = (𝑵𝑵� × 𝝆𝝆𝑅𝑅)2 is used, from the Fig 3.12 (b). Further 

simplifications are provided to the above expressions, with the implementation of 

trigonometric properties and the geometrical conditions, in “Interfaces in 

Crystalline Materials”161. 

3.3.2. Symmetric tilt grain boundary 

A rotation that only involves a tilt component is provided by the condition that 𝝆𝝆 ̂

lies in the boundary plane, 𝜃𝜃 = 𝜃𝜃tilt, as 𝜃𝜃twist = 0 and 𝝆𝝆 = 𝒏𝒏 × 𝒏𝒏′. This type of 

boundary is called pure tilt grain boundary. In symmetric pure tilt grain 

boundaries, the boundary plane normals in either crystal are defined symmetrically, 

of the form [ℎ𝑘𝑘𝑘𝑘], i.e., 1/2�781̅� for one crystal and 1/2�87̅1�̅ for the other. Then, 

the mean boundary plane normal is given by the vector sum of the boundary plane 

normals of the two crystals. In asymmetric tilt grain boundaries, boundary plane 

normals are no longer symmetrical. The construction of symmetric tilt grain 

boundary using median lattice method is demonstrated in chapter 5, for [111] tilt 

boundary with �110̅� mean boundary plane and 𝜃𝜃tilt = 13.17°.  
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Figure 3.13: (a) Dislocation array model as applied to symmetric tilt grain boundary with 
misorientation angle 𝜃𝜃. (b) The close-up schematic of a single edge dislocation in the 
interfacial array of dislocations. Compressive and tensile stress fields localized at the 
dislocation line are denoted.  

As mentioned earlier, a mechanism to build these interfaces in an otherwise 

continuous crystal is explained by the dislocation model. First introduced by G. I. 

Taylor, the concept of edge dislocation array which accommodates an interface of 

misfits between two crystals is driven by the tendency of the system to maintain a 

low energy configuration, by minimising the elastic energy cost. This interface 

describes a symmetrical tilt grain boundary, formed of a locally arranged wall of 

edge dislocations. These dislocation arrays are considered to be free of a long-range 

stress field at a distance far from the dislocations. As per the geometrical definition 

of a single edge dislocation, just above the slip plane, the effective elastic stress is 

compressive whereas just below the slip plane it is tensile, as shown in Fig. 3.13 

(b). 

One proposed model of formation and arrangement of dislocation arrays can be 

summarized as part of the plastic deformation of crystals. Upon elastically bending 

a stress-free crystal symmetrically on both sides, like the one shown in Fig. 3.11, 

the resulting long-range distortion is equivalently described by that of a continuous 
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dislocation density, referred to as stress-generators. The long-range elastic stress 

field is balanced out by the introduction of randomly-distributed opposite-signed 

dislocations, referred to as stress annihilators. The dislocations then arrange into 

an array lying on the same plane, namely the grain boundary plane, to reduce the 

excess elastic energy. The resulting short-range stress field is determined by the 

Burgers vector density of the stress annihilators.  

Alternatively, as proposed by Read and Shockley255, the bicrystal comprising a 

symmetric tilt grain boundary, formed by merging two already misoriented and 

rotated crystals with a small misorientation of 𝜃𝜃 about the rotation axis 𝝆𝝆,̂ is 

energetically equivalent to that described by two opposite-signed dislocation arrays, 

as long as the short-range stress field is ensured. This low-angle symmetric tilt grain 

boundary is shown in Fig. 3.13. 

For this particular type of interface, it is possible to characterize the boundary by 

its dislocation content using the geometrical definition of the dislocations, 

employing the Frank-Bilby equation256. These geometrically necessary dislocations 

make up for the incompatibilities that arise from the rotational transformation, 

ensuring there is no long-range stress fields257.  

The Frank-Bilby equation provides a net Burgers vector 𝒃𝒃, for a period vector 𝒑𝒑 

along the dislocation array on the interface. The two crystals are derived from a 

reference lattice so that they have a misorientation of 𝜃𝜃 about the rotation axis 𝝆𝝆.̂ 

First, the individual deformations in each lattice are expressed with respect to the 

reference lattice. Then, a common Burgers circuit is constructed across the 

interface. By inverse transformation on this circuit, the net distortion is expressed 

in terms of the distortions of each crystal, with respect to the reference lattice. This 

results in a net Burgers vector that defines the dislocation content of the grain 

boundary, in terms of the boundary geometry, given 𝒑𝒑. When the reference lattice 
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is replaced by the median lattice introduced in the previous section, Frank’s formula 

is obtained as  

 𝒃𝒃 = 2 sin(𝜃𝜃/2)(𝒑𝒑 × 𝝆𝝆)̂ (3.14) 

Frank’s equation, Eq. (3.14) highlights a significant rule in the theory of interfaces. 

In addition to providing a complete picture of grain boundary geometry in terms 

of an array of dislocations, it also relates the degree of misorientation to the 

dislocation content. For a given 𝒑𝒑 perpendicular to the rotation axis 𝝆𝝆,̂ Eq. (3.14) 

demonstrates that the Burgers vector has to be perpendicular to both 𝒑𝒑 and 𝝆𝝆.̂ 

Since 𝒑𝒑 is along the boundary plane, the Burgers vector is normal to the boundary 

plane and therefore 𝝆𝝆 ̂lies in the boundary plane. In this case, the boundary is of 

symmetric tilt type, with dislocation lines positioned parallel to 𝝆𝝆 ̂ along the 

boundary plane, hence perpendicular to the Burgers vector and 𝒑𝒑. Therefore, the 

distance between dislocations can be expressed using Eq. (3.14) as 

 𝑑𝑑 = |𝒃𝒃|/2 sin(𝜃𝜃/2) (3.15) 

where 𝒑𝒑 × 𝝆𝝆̂ = |𝒑𝒑| ≈ 𝑑𝑑. Remarkably, Eq. (3.15) shows that as the degree of 

misorientation increases, the dislocation spacing 𝑑𝑑 decreases. Using the Frank’s 

formula in Eq. (3.14), for a symmetric pure tilt grain boundary, it is possible to 

estimate the misorientation angle 𝜃𝜃, from the dislocation spacing in a dislocation 

array. This method is implemented in characterizing the grain boundaries that are 

presented in the results obtained in this thesis, as will be demonstrated in the next 

chapters.  

It is also important to note that the character of these dislocations is highly 

dependent on the lattice structure, as mentioned in the theory of dislocations. In 

symmetric tilt grain boundaries in fcc metals, the interfacial dislocations arranged 
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along the grain boundary are in the form of previously described partial 

dislocations. The resulting stacking fault introduces a width across the boundary, 

associated with the stacking fault ribbon. The stacking fault ribbon width is 

determined by the stacking fault energy 𝛾𝛾SFE and the Burgers vector 𝒃𝒃, as described 

in Eq. (3.9). In the case of interfacial partial dislocations, since the Burgers vector 

is related to 𝜃𝜃 by Eq. (3.15), the stacking fault width is determined by the degree 

of misorientation and the stacking fault energy 𝛾𝛾SFE. Notably, for particularly small 

dislocation spacings in the range of a few atomic distances, the dislocation 

interactions become non-negligible. The application of Eq. (3.15) is regarded to be 

less straightforward for grain boundaries with higher degrees of misorientation, 

known as high-angle grain boundaries. The distinction concerning the degree of 

misorientation is introduced in the next section, in the context of elastic energy. 

3.3.3. Elastic stress field and energy  

The modelling of grain boundaries as arrays of dislocations enables the 

quantification of the elastic strain and stress fields and their associated elastic 

energy. This is achieved through the application of isotropic linear elasticity 

approximation within the dislocation theory, which already covers the calculation 

of elastic stress fields and strain energies for a single screw (Eq. (3.3)) or edge 

dislocation (Eq. (3.4)).  

For a symmetric tilt grain boundary composed of an array of edge dislocations of 

spacing 𝑑𝑑, the elastic energy stored in the elastic stress field per unit length of a 

single edge dislocation on the array is given by rearranging Eq. (3.4) as  

 𝐸𝐸elastic = 𝐺𝐺𝒃𝒃2

4𝜋𝜋(1 − 𝜈𝜈)
ln � 𝑑𝑑

𝑟𝑟0
� (3.16) 
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Figure 3.14: Read-Shockley formulation of grain boundary energy255. The solid curve: grain 
boundary energy as a function of misorientation angle, using the parameters for low-angle 
(≤ 15°) grain boundaries (as assumed by Read-Shockley). The dashed curve: Read-
Shockley formula, plotted with modified parameters for high-angle grain boundaries (>
15°). Experimental data obtained for Cu [001] tilt boundaries258. 

Eq. (3.16) is the elastic component of the total strain energy associated with a 

single dislocation, whereas the total energy expressed by Eq. (3.2) also accounts for 

the dislocation core energy. Using Frank’s formula in Eq. (3.15), for a low angle 

grain boundary 𝜃𝜃 ≅ 𝑏𝑏/𝑑𝑑. Rearranging Eq. (3.16) using small angle approximation 

and inserting in Eq. (3.2), the total strain energy per unit length is then expressed 

as  

 𝐸𝐸d = 𝐺𝐺𝒃𝒃2

4𝜋𝜋(1 − 𝜈𝜈)
ln(1/𝜃𝜃𝛼𝛼) + 𝐸𝐸core (3.17) 

where the dislocation core radius is expressed in terms of the Burgers vector and 

constant 𝛼𝛼, such that 𝑟𝑟0 = 𝛼𝛼𝒃𝒃. The elastic constants 𝐺𝐺 and 𝜈𝜈, the Burgers vector 

𝒃𝒃, and the dislocation core energy 𝐸𝐸core can be assigned to be constants independent 

of 𝜃𝜃, to rearrange Eq. (3.17) for a boundary with 1/𝑑𝑑 dislocation lines per unit 

length as 251 
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 𝜎𝜎(𝜃𝜃) = 𝜎𝜎0𝜃𝜃(𝐴𝐴 − ln(𝜃𝜃)) (3.18) 

where 𝐴𝐴 = [4𝜋𝜋(1 − 𝜈𝜈)𝐸𝐸core/𝐺𝐺𝑏𝑏2] − ln𝛼𝛼 and 𝜎𝜎0 = 𝐺𝐺𝑏𝑏2/4𝜋𝜋(1 − 𝜈𝜈), Eq. (3.18) gives 

the energy per unit area of a low-angle grain boundary. This formula, which was 

originally derived by Read and Shockley255, demonstrates a significant relation 

between the misorientation angle and the grain boundary energy, mainly valid for 

the grain boundaries with 𝜃𝜃 ≤ 15° (small angle approximation). The sketch of the 

energy as a function of the misorientation angle is given in Fig. 3.14. The energy 

𝜎𝜎(𝜃𝜃) increases as the misorientation angle 𝜃𝜃 increases, with a sharp decrease near 

𝜃𝜃 = 0. Indeed, the energy is drastically minimized in the absence of any 

misorientation. The behaviour of the energy per dislocation, however, is actually 

hidden in the term ln(𝜃𝜃). As the misorientation angle 𝜃𝜃 increases, the dislocation 

spacing 𝑑𝑑 decreases. With reduced spacing, the stress fields of dislocations start 

overlapping, hence the elastic energy per dislocation decreases as 𝜃𝜃 increases. 

Similarly, as 𝜃𝜃 → 0, the energy per dislocation is infinite. The breakdown of the 

validity of Eq. (3.18) is mainly attributed to this overlap, for 𝜃𝜃 > 15°. The revision 

of Eq. (3.18) for high-angle grain boundaries showed that, upon modification of 𝜎𝜎0 

and 𝐴𝐴, the Read-Shockley formula is applicable to the boundaries with 𝜃𝜃 > 15° as 

confirmed both by computer simulations and experiments. 

Another fundamental result of the Read-Shockley formulation is the presence of 

sharp decreases in the energy at some specific angles, as it scales with 𝜃𝜃. This is 

observed on the energy-misorientation angle curve as cusps, at certain specific 

angles. The reason behind the slight decrease, i.e., cusps in energy, at these specific 

angles is attributed to the uniformity of dislocation spacing, which was the 

assumption behind the derivation of Eq. (3.18). This condition introduces a 

restriction on 𝜃𝜃, determined by the geometry of the crystal. In between these specific 

angles, the irregularities in the dislocation spacing cause an increase in the energy. 
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At low-angle grain boundaries, this is responsible for the energy variation with 

orientation. As per the Read-Shockley formula, a distinction of low-angle and high-

angle grain boundaries has also been formally made, about a misorientation angle 

𝜃𝜃~15°. The grain boundaries with 𝜃𝜃 ≤ 15° are referred to as low-angle grain 

boundaries, whereas the boundaries with higher degree of misorientation are 

considered high-angle grain boundaries.  

3.3.4. Microscopic degrees of freedom and grain boundary relaxation 

As the degree of misorientation increases, the dislocation spacing decreases and the 

effect of overlapping dislocation cores becomes non-negligible. For low-angle grain 

boundaries with arrays of partial dislocations, the interface becomes more complex 

than predicted by the linear elasticity formulation.  

The calculation of dislocation core energy and atomic-level interaction effects 

mainly rely on computational methods such as molecular statistics, molecular 

dynamics, or Monte Carlo simulations, that use various models of realistic pseudo-

potentials, i.e., embedded-atom, or Finnis-Sinclair potentials with proper 

rigid/periodic boundary conditions, to evaluate the structural models of grain 

boundaries. The microscopic degrees of freedom are defined by the relaxation at 

the boundary, which account for the atomic-level dislocation core effects to achieve 

a low-energy configuration structure of the boundary161. These are mainly concerned 

with rigid body translations parallel to the boundary plane (⊥ 𝑵𝑵�), expansion 

normal to the boundary plane (∥ 𝑵𝑵�), or atom by atom optimization of the local 

structure. 
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3.3.5. Coincidence site lattice 

The most widely used notation of grain boundaries is the coincidence site lattice 

(CSL) model developed from bicrystallography. When two misoriented crystal 

lattices are allowed to overlap, at certain degrees of misorientation (special angles), 

some sites of the two lattices coincide259. The resulting overlap forms a superlattice, 

known as coincidence site lattice. The reciprocal density of coincident sites, that is 

the ratio of the number of coincidence sites to the number of lattice sites in the 

elementary cell, is denoted by Σ. For example, Σ=1 boundary would correspond to 

an ideal tilt boundary, i.e., 𝜃𝜃 = 0°, whereas in reality the lowest-Σ boundary 

corresponds to Σ=3 boundary, namely the 𝜃𝜃 = 60° twin boundary260. 

The common preference for using the CSL notation throughout grain boundary-

related literature was motivated by the realization of significant correlations 

between grain boundary properties and CSL boundaries. For instance, although 

exceptional cases arise in the trend to the relative orientation of the boundary 

plane, some special low-Σ grain boundaries would tend to correspond to local energy 

minima. Naturally, a simple classification was made as CSL and non-CSL (random) 

boundaries261. Even though there is a good amount of research to the contrary that 

shows variations of properties within the same CSL type, it is still the most 

commonly used notation to categorise the structure and periodicity of grain 

boundaries. In this thesis, the grain boundaries are described by the specification 

of rotation axis [ℎ𝑘𝑘𝑘𝑘], boundary plane (ℎ𝑘𝑘𝑘𝑘) and misorientation angle 𝜃𝜃, e.g., in 

chapter 5, the Σ=57 grain boundary is described as [111] symmetrical tilt boundary 

with mean boundary plane �110̅� and 𝜃𝜃 = 13.17°.  
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4. Emergent Grain Boundaries on the Surface of Cu 

Nanocrystalline Films 

Nanocrystalline thin films comprise a rich microstructure consisting of small, single-

crystalline grains and boundaries between them1. As mentioned in chapter 1, the 

surface morphology and microstructure of nanocrystalline copper thin films are of 

great interest. Their performance in a wide range of applications in the 

microelectronics industry6,55,66,100, or as catalysts16,18,84,262, however, is fundamentally 

determined by their microstructure, and the density and characteristics of the grain 

boundaries within them3,263–265. 

Refinement of the microstructure and surface texture of thin films to explore and 

understand the grain boundaries may be achieved by the careful design of post-

deposition thermal processing. As explained in section 1.2.2, upon thermal 

annealing, recrystallization and grain growth lead to the evolution of surface 

microstructure, as well as changes in stress state119,140,266 of the thin film, and in 

other grain boundary phenomena-related material properties such as electrical 

conductivity or hardness82,83,267,268.  

For many applications that rely on the high surface-to-volume ratio of NC materials 

and thin films, the post-deposition quality of the surface, often measured by the 

surface roughness, is of significant importance269. This necessitates the consideration 

of the proven impact grain boundaries have on the surface morphology and 

roughness, i.e., the surface quality of thin films, as they emerge on the surface from 

within the bulk76,137,270–272.  

This chapter will explore the emergent grain boundaries on the surface of NC Cu 

(111) films, to understand their structuring and impact on the surface using STM. 
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A reproducible post-deposition thermal processing method in UHV is developed to 

optimize the film microstructure and grain growth in 50 𝑛𝑛𝑛𝑛 thick NC Cu films. 

Then, a selection of emergent grain boundaries, which represent what’s typically 

observed on the surface of well-prepared films, are structurally analysed using STM 

topography information and the grain boundaries are successfully characterized in 

terms of their distinguishable structural features. 

4.1. Introduction: the STM perspective of emergent grain boundaries 

Grain boundaries in thin films have been the focus of much computational and 

experimental research concerned with the nanocrystalline material and their 

electrical6,66,75–77,79,263,273, thermal274, and mechanical81,82,268 properties, along with their 

performance as catalysts14,15,17,18,32. As mentioned in section 1.3, of all microscopy-

based techniques, TEM has been the most commonly used method for high-

resolution structural characterization of grain boundaries and dislocations in the 

bulk material275,276. Even though there is an extensive amount of research focused 

on the surface-related phenomena of various NC noble metals, only a few of them 

were concerned with the structural characterization and detailed analysis of grain 

boundaries163,167 and dislocations164,165,277,278 emerging at the surface, and their impacts 

on the surface quality. For the investigation of grain boundaries at the surfaces of 

well-prepared NC Cu films which still reveal to have an atomic level roughness as 

shown in Fig. 4.7, we suggest that STM may be of use in tackling the 

aforementioned challenges that reportedly limit the TEM experiments162,163,165,166, by 

providing a high-resolution 3D topography map of the emergent grain boundaries 

in real-space, from a novel perspective164,170.  

This chapter begins by providing an introduction on the ex situ chemical etching 

method for the removal of the copper-oxide on Cu surface, before transferring into  
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the UHV. This is followed by a discussion of the thermal processing of 50-nm-thick 

Cu nanocrystalline thin films and determination of the optimized annealing 

temperature, in section 4.2.2. The challenges in maintaining the overall stability 

and continuity of the thin films susceptible to interlayer diffusion through the 

barrier layer, as well as dewetting, are addressed. AFM and STM characterization 

of the surface at different stages/temperatures of annealing is presented, and the 

evolution of surface roughness is explained. In section 4.3, STM results on the clean 

and well-annealed (111) surface of the nanocrystalline Cu thin films are presented. 

Naturally occurring surface features such as dislocations and grain boundaries are 

introduced in section 4.3.1. In section 4.3.2, variations in the surface morphology 

of the clean (111) surface of nanocrystalline Cu film induced by emergent grain 

boundaries are discussed, and the concept of out-of-plane grain tilt on NC Cu 

surface is introduced, as part of the grain boundary restructuring phenomenon. 

Finally in section 4.3.3, an angular characterization of emergent grain boundaries 

is accomplished based on the variations in the structure; dislocation content and 

curvature (global/local angle) associated with the grain boundaries, as observed by 

STM.  

4.2. Preparation of NC Cu (111) surface 

4.2.1. Chemical etching of the copper oxide 

Nanocrystalline Cu thin films studied in this thesis were provided by Intel. While 

the precise procedures involved in the preparation are considered confidential and 

cannot be explicitly outlined, a brief description of the process is provided as 

follows. NC Cu thin films of thickness 50 nm were prepared at the Intel fabrication 

facility, by sputter physical vapour deposition in Ar+ plasma. Copper was deposited 

on top of a Ta diffusion barrier layer of 7 nm thickness, coated on a silicon wafer.  
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Figure 4.1: STEM image of 50 nm thick NC Cu thin film showing (a) uniform columnar 
grain boundaries with widths scaling with the film thickness and (b) columnar grains with 
non-uniform structure in thicker areas of the lamella. Adapted from 279. 

The layer of Ta, as explained in section 1.1.1, is employed as a diffusion barrier to 

prevent leakage paths for Cu diffusion into silicon, as well as providing a good 

adhesion layer while maintaining the conductivity. All depositions were carried out 

with the substrate at room temperature. In a previous TEM study by Dr. Megan 

Canavan on these samples, it was shown that these NC Cu films consist of columnar 

grains with widths scaling with the ~50 nm film thickness, as illustrated in Fig. 

4.1279. 

The post-deposition preparation of the surface and microstructure of NC copper 

thin films for the purposes of STM study of clean Cu (111) surface and eGBs, is 

accomplished mainly in two-stages: the ex situ removal of the copper-oxide layer 

that forms in ambient conditions prior to transfer to UHV, followed by the in situ 

preparation by thermal processing of the nanocrystalline thin films in UHV.  

As explained in section 1.2.1, copper surface readily oxidizes in ambient conditions 

when exposed to air, mainly in the form of Cu2O and CuO, by the following 

reactions 
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 Cu + H2O → CuO + H2 

2Cu + H2O → Cu2O + H2  
(4.1) 

To date, various experimental techniques were used by different groups to study 

the formation and structure of Cu2O, CuO, and a few other metastable copper oxide 

phases, as well as their effect on material properties87–92,106,108. The effect of oxidation 

environment, pressure and temperature, and the surface texture on the reaction 

rate of the spontaneous oxidation of copper have been the focus of many 

studies107,114–116,280–284. These works revealed that on polycrystalline copper, Cu2O 

forms considerably faster compared to the other oxide phases, while a significant 

portion of the oxidation, corresponding almost to half of the total thickness of the 

oxide layer in long term, occurs in the first few hours after exposure to ambient air 

at room temperature285–288. The investigation of clean surfaces of nanocrystalline 

copper thin films using STM requires the removal of the oxide layer prior to the 

transfer of the samples into the UHV, as it hinders the direct investigation of the 

copper surface and surface defects including dislocations and grain boundaries.  

Acetic acid, among the commonly used non-oxidizing acids, was shown to provide 

a controllable chemical etch of the copper oxide, without attacking copper102–105. It 

selectively reacts with copper oxide to form cupric acetate, which is readily removed 

from the surface through N2 flow102, providing a rapid, effective and reproducible 

method for the removal of copper oxide immediately prior to the transfer to UHV 

for the purposes of this work. NC thin films of size 0.3×0.7 mm2 immersed in 99.9% 

high purity grade glacial acetic acid (GAA) for 3-5 min were then rapidly loaded 

into the N2 flowing load-lock chamber which was pumped down for in situ 

processing. 
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4.2.2. Thermal processing of NC Cu thin films 

The main goal in determining the optimized annealing temperature for the purposes 

of our work was to reach sufficiently high temperatures to enable recovery and 

grain growth while maintaining the overall film continuity across the Ta substrate. 

For NC Cu films, like all thin films on a substrate, this is challenged by a 

phenomenon known as dewetting, which occurs due to the agglomeration of the 

film into isolated 3D islands at temperatures well below the melting point123,132,146.  

As explained in section 1.2.2, in NC thin films with a high density of grain 

boundaries, dewetting is mainly initiated at the voids of triple junctions that are 

formed due to Mullins grooving by surface diffusion125,128,145,289–291. The voids at the 

grain boundaries and triple junctions, as well as other defect sites, also give rise to 

a potential pathway for Ta outdiffusion into copper which triggers the intermixing 

and further diffusion of copper into silicon59,292–296. Consequently, the upper limit to 

the annealing temperature of the NC Cu thin films is roughly set by the formation 

of voids. 

Thermal processing of NC thin films is determined by factors such as annealing 

temperature, duration, pressure and atmosphere. In this work, the in situ 

preparation of 50-nm-thick NC copper films is carried out in the UHV preparation 

chamber with a base pressure of 1 × 10−10 mbar, following the chemical etching 

using acetic acid. The NC Cu films transferred into UHV were prepared by several 

cycles of high energy Ar+ sputtering followed by thermal annealing. The annealing 

temperature is optimized in UHV using an indirect heating technique. The sample 

is placed onto a high-purity pyrolytic boron nitride (PBN) type heater (Tectra 

GmbH), which provides rapid temperature ramp with a uniform thermal gradient. 

While temperature on both the PBN heater and the sample surface is measured  
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Figure 4.2: TM-AFM topography images of 5×5 μm2 areas on surfaces of NC Cu films after 
acetic acid etch and thermal processing in UHV at different temperatures. (a) pre-anneal, 
Rq = 2.94 nm. (b) annealed at 350℃ for 10 min, Rq=1.80 nm. (c) annealed at 400℃ for 
10 min, Rq=2.51 nm. 

with a thermocouple and a pyrometer, the applied power and temperature was 

calibrated, enabling controlled and reproducible thermal processing of samples. 

Following the in situ preparation cycles of Cu film, the microstructural and granular 

evolution of the copper surface annealed at different temperatures was characterized 

using AFM, STM and SEM. Temperature was varied up to 450℃ while the number 

of cycles; annealing duration of 10 min; and sputtering energy of 1 keV, and 

sputtering duration of 10 min were fixed. The correlation between annealing 

temperature and the level of grain boundary grooving, void formation and 

consequent kinetics through dewetting was examined. The effect of temperature on 

the surface texture was analysed by root-mean-square (RMS) roughness, extracted 

using the SPM analysis softwares Gwyddion297 and WSxM298. The grain size 

evolution was investigated by the inspection of AFM and STM topography.  

Prior to any thermal treatment, the surface of chemically-etched NC Cu film was 

inspected using ambient tapping mode (TM)-AFM. The AFM topography image 

of size 5×5 μm2 revealed the NC nature of the surface comprising small grains with 

RMS roughness Rq=2.94 nm, as shown in Fig. 4.2 (a). Despite the general 

uniformity of small grains, local deviations in the surface level were observed as 

macroscopic depressions and protrusions, which explains the high RMS roughness.  
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Figure 4.3: SEM images of NC Cu film annealed at 400℃ for 10 min in UHV (a) the initial 
stages of void formation at the grain boundaries and triple junctions (b) the initial stages 
of the void growth observed detected on another area of the surface. 

Fig. 4.2 (b) shows the same size AFM image of the Cu film surface annealed at 

350℃. The surface texture reveals a slightly flatter texture, which results in the 

relatively reduced roughness value of Rq=1.80 nm. Although the macroscopic AFM 

topography image does not resolve the grain boundaries and triple junctions clearly 

at this scale, the larger features indicate grain growth by coarsening of grains due 

to higher annealing temperature.  

Increasing the annealing temperature further up to 400℃, as shown in Fig. 4.2 (c) 

caused an increase in the surface roughness to 2.51 nm, excluding the protrusions 

due to contamination. This is attributed to the formation of voids (holes), which 

are assumed to have nucleated mainly at the grain boundaries and triple junctions, 

upon further development from Mullins grooving via surface diffusion120–124.  

In Cu thin films, depending on the factors such as substrate, film thickness and 

annealing environment, dewetting has been reported to occur both by the capillary 

driven nonfractal and fractal growth of voids267,291,299,300. For instance, in 

polycrystalline Cu films of thickness <40 nm on silicon substrate annealed in 

vacuum, dewetting is initiated at the voids which typically grow as fractals whereas 

thicker films showed formation of hillocks145.  
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Figure 4.4: TM-AFM topography images on surfaces of NC Cu films after thermal 
processing with annealing temperature at 450℃ in UHV (a) detailed close-up view of the 
border of Cu film resolving grain boundaries and dewetted region of substrate (b) zoomed-
out image showing three of the circular dewetted features with different sizes (c)-(d) 
growing circles coalesce and merge to form larger breakages (e) merged groups of dewetted 
circles grow (f) and form colonies of dewetted regions centred with protrusions.  

Explained earlier in section 1.2.2, further grain growth is mainly suppressed by 

Mullins grooving, which results in disruptions on the surface, i.e., voids, where 

dewetting or inlayer diffusion nucleates in NC thin films. In Fig 4.3 (a)-(b), this 

process is better visualized in the SEM image of the NC Cu film surface, annealed 

at 400℃. The formation of voids is observed at the grain boundaries and triple 

junction points, while the SEM image on another area of NC Cu film surface shown 

in Fig 4.3 (b) illustrates the initial stages of growth of some voids. 

Upon further annealing at 450℃ in UHV, the surface shows significant 

morphological changes of circular dewetted areas over the substrate, observed by 

TM-AFM topography (Fig. 4.4 (a)). Here, a protrusion (bright) on the bottom left 

is surrounded by a darker area, while the rest of the film surface texture reveals 
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grains. The visible difference in the contrast suggests that the protrusions are an 

accumulation of material with a height much greater than the film level, whereas 

the darker regions below the film level are dewetted areas exposing the substrate. 

These dewetted circles of varying diameter distributed over the surface (Fig. 4.4 

(b)), are observed to grow and coalesce (Fig. 4.4 (c)-(d)) to form colonies (Fig. 

4.4.(e)), resulting in larger dewetted areas, as visualized in Fig. 4.4 (f). Notably, 

the growth in the height of the protrusion at the zone correlated with denuded 

areas as Cu is removed from the substrate, suggesting an increase in the copper 

content of these protrusions. 

Holloway et al. attributed these protrusions at the circular zones to the formation 

of Cu3Si precipitates due to initial penetration of Cu through Ta upon annealing at 

630℃ at the Ta/Si interface, preceded by Ta outdiffusion into Cu, in Cu (50 

nm)/Ta (50 nm)/Si stack59. 

As mentioned earlier, the columnar boundary structure of copper and the formation 

of voids enhance the diffusion pathways for Ta into Cu, which is followed by copper 

diffusion through Ta. At the Ta-Si interface, Cu3Si is reported to form locally at 

the preferential sites for the initial nucleation of Cu diffusion to Ta. In our Cu (50 

nm)/Ta (7 nm)/Si configuration, this reaction is likely to occur at relatively low 

annealing temperatures due to the reduced thickness of the Ta layer. The 

precipitates observed in Fig 4.4 are too large to indicate any crystallographic 

orientation with respect to the silicon layer.  

The detailed AFM topography image of a single circular zone is shown in Fig. 4.5 

(a). In the dark region surrounding the central protrusion the copper film has been 

stripped away. Two line profiles obtained across the dark layer outside the 

protrusion and at the centre of the protrusion on the height data in Fig. 4.5 (a) are 

shown in Fig. 4.5 (b), indicated by the black and red lines, respectively. The  
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Figure 4.5: TM-AFM topography image of a 20×20 μm2 area depicting (a) the circular 
dewetted feature (b) line profiles obtained across the protrusion at the centre, indicated by 
red line and across the denuded (dark) region exposing the substrate, indicated by the 
black line. The corresponding y-axes are colour-matched. Cu film level, interlayer level, 
and substrate level are marked by the horizontal black dashed, blue dashed and black 
dotted lines, respectively. (c) 3D perspective view of the zoomed-in area marked by the 
square on (a). From left (dark) to right (bright) the substrate and Cu film layers are 
distinguished as Si/Ta/Cu.  

difference in the height of the Cu film level (black dashed line) and the lowest point 

of the film level (black dotted line) is ~38.4 nm. This is slightly thinner than the 

initial Cu thickness (50 nm), partly due to sputtering and the removal of the 

oxidized copper layer. There is a ~6.5 nm corrugation from the lowest point of the 

substrate level to an intermediate layer marked by the blue dashed line, which is 

close to the deposition thickness of Ta (7 nm). The details of this border is better 

visualized by a 3×3 μm2 3D perspective view shown in Fig. 4.5 (c), where the 

exposed substrate is observed as a depression (dark).  

The protrusion itself is measured to be ~1.67 μm high, of diameter ~4.44 μm 

indicating a larger volume than that of the pre-annealed Cu and Ta configuration. 

Exposure to the air during ambient TM-AFM measurement necessitates the 

consideration of the formation of a fresh copper oxide phase, as well as the  
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Figure 4.6: STM topography images on the surface of NC Cu films after thermal processing 
in UHV following the acetic acid etch (on the left panel) and corresponding line profiles 
obtained across the line marked on the topography images (on the right panel) (a) pre-
anneal, Rq=1.36 nm, imaging conditions: 0.2 nA, 0.3 V (b) annealed at 300℃, Rq=1.41 
nm, imaging conditions: 30 pA, 1 V (c) annealed at 380℃, Rq=0.42 nm, imaging 
conditions: 50 pA, 0.3 V. 

formation of SiO2 between the Cu3Si and silicon layer, as previously reported in the 

literature. Although the sample surface still contained areas of continuous NC Cu 

film in between the dewetted areas as shown in Fig. 4.4, the obvious presence of 

contamination due to diffusion and intermixing is not ideal for the observation of 

clean emergent grain boundaries. Therefore, the thermal annealing temperature is 

optimized in the range 300-400℃ with an upper limit set at slightly below the 

temperature that leads to the formation of voids and the dewetted circles.  

The optimization in this range is achieved by confirming the evolution of surface 

morphology by STM measurements, following the 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation (by cycles of 

thermal annealing and sputtering) of the GAA etched NC Cu film surfaces, as 

shown in Fig. 4.6. Prior to 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation, the surface reveals grains as tall 

stacks of layers with deep equilibrium grooves in between, as shown in Fig. 4.6 (a), 

with a surface roughness of 1.36 nm. This is thought to be due to the fact that in  
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as-deposited nanocrystalline thin films, the relative orientations of grains are not 

optimised, and there is a consequent high mismatch between grains.  

The evolution of the surface texture after processing at an annealing temperature 

of 300℃ is shown in the left panel of Fig 4.6 (b). The corresponding line profile in 

the right panel of Fig. 4.6 (b) shows that the average groove depth is relatively 

reduced, indicating the initiation of diffusion to enable the grains to relax and 

recover by annihilation of defects and the arrangement of dislocations into arrays. 

Conversely, the roughness analysis shows a slight increase in roughness to ~1.41 

nm, attributed to the uneven surface level due to insufficient annealing temperature 

following the Ar+ sputtering. 

Fig. 4.6 (c) shows the STM topography of the NC Cu film annealed at ~380℃, and 

the corresponding line profile obtained across the line marked on the image. 

Increasing the annealing temperature up to 380℃, the surface morphology 

completely changes, providing the sufficient activation energy for recovery and 

growth of grains. The STM topography image shows grains with wide facets and a 

significantly reduced corrugation difference over the film, as confirmed by the line 

profile in the right panel of Fig. 4.6 (c). The arrangement of the film into a uniform 

low energy configuration is observed through the formation of large low energy 

facets and atomic steps, as well as the significant reduction in the grain boundary 

groove depth across the line profile, consistent with the radically reduced surface 

roughness of ~ 0.42 nm at this scale. The step edge directions change by about 

120°, in good agreement with the preferential growth direction on close-packed 

(111) plane. As will be shown in the next section, the atomic step height also 

confirms the (111) orientation of the surface. The optimal annealing temperature 

range to form the ideal surface texture decorated with relaxed emergent grain 

boundaries for further structural characterization was determined to be 350−380℃. 
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Figure 4.7: STM topography images of a 200×200 nm2 region on the surface of NC Cu 
films after thermal processing in UHV following the acetic acid etch (a) showing the clean 
Cu surface steps and terraces (b) 3D perspective view of the same area reveals out-of-plane 
tilted grains (parallel to the surface normal), resulting into the roughening of the surface. 
Imaging conditions: 50 pA, 0.3 V. 

A large-scale STM topography image of the clean Cu (111) surface is shown in Fig. 

4.7 (a). The surface consists of steps of atomic layers after refinement of the surface 

texture, annealed at 380℃. The 3D perspective view of this STM topography image 

is illustrated in Fig. 4.7 (b), which highlights the corrugation throughout the film 

surface in better detail. Interestingly, the flat atomic terraces are observed to be 

tilted in a direction normal to the surface plane, which introduces a new kind of 

atomic scale roughness to the film.  

4.3.  STM results on NC Cu film 

Here, the clean Cu (111) surface is characterized before the emergent grain 

boundaries, dislocations and other features are discussed. As mentioned in section 

3.1, copper is a noble metal with fcc lattice structure. The crystal is built by the 

close-packed arrangement of atoms along 〈110〉 in close-packed {111} planes, which 

are stacked in 𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶𝐴𝐴𝐵𝐵𝐶𝐶 sequence along 〈111〉 direction. Cu has a lattice 

constant of 3.61 Å. In Cu (111), the interplanar spacing (step height) is 2.08 Å,  
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Figure 4.8: STM analysis of well-prepared NC Cu film surface (a) STM topography images 
of atomic steps on the Cu (111) surface, imaging conditions: 50 pA, 0.5 V. (b) line profile 
obtained across the line marked in topography image in (a). (c) 𝐼𝐼(𝑉𝑉bias) spectroscopy and 
(d) 𝐼𝐼(𝑧𝑧) on clean Cu (111) measured at room temperature. The apparent barrier height Φ 
from the fit in (d) is approximately ~4.86 eV, extracted from 𝐼𝐼 ∝ 𝑒𝑒−𝛼𝛼𝑖𝑖

√
Φ using the 

relationship given by Eq. (2.9) (4.94 eV for Cu (111)301,302). 

and the nearest-neighbour distance is 2.55 Å303. The (111) plane, which has 3-fold 

symmetry, has the lowest surface energy in fcc metals and was initially studied a 

few years after the invention of STM182. These studies which showed the atomic 

resolution surface topography of Cu (111) also revealed the presence of standing 

waves as 2D surface states due to electron scattering near local features such as 

defects like step edges, dislocations, grain boundaries or point defects such as 

impurities i.e., adsorbate atoms190,304. The electronic characterization by STS studies 

measured surface state at 450 mV below Fermi level and a work function of 4.94 

eV302,305,306.  

Fig. 4.8 (a) shows the STM image of clean steps on the nanocrystalline Cu (111) 

film surface, measured at room temperature. In Fig. 4.8 (b), the line profile 

measured across the steps shows a step height of ~2.1 Å corresponding to the 

interplanar spacing of the close-packed (111) planes in Cu, confirming the 𝑧𝑧- 
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Figure 4.9: STM topography images of a 40×40 nm2 area on well-prepared NC Cu film 
surface decorated with grain boundaries comprised of arrays of edge dislocations (a) 
showing the typical microstructure of grain boundaries and their junctions on Cu surface 
with atomic steps (b) 3D perspective view of the same area reveals out-of-plane tilted 
grains (parallel to the surface normal). Grain boundaries are marked by the black arrows, 
denoted as GB. Imaging conditions: 50 pA, 0.5 V. 

distance calibration for the STM study of NC films. The quality of the metallic tip 

is confirmed by the linear 𝐼𝐼(𝑉𝑉bias) spectroscopy, and the exponential dependence of 

tunneling current as presented in 𝐼𝐼(𝑧𝑧) spectroscopy acquired on clean Cu (111) 

surface, as shown in Fig 4.8 (c)  and Fig. 4.8 (d), respectively.  

4.3.1. Emergent grain boundaries and dislocations at the surface 

Fig. 4.9 shows a close-up STM image at the surface of NC Cu film, which reveals 

the topography of a region of atomic steps and terraces interrupted by grain 

boundaries comprised of zipper-like arrays. As mentioned earlier in section 3.2.1, 

tilt (twist) grain boundaries are formed by arrays of edge (screw) dislocations, to 

accommodate the misfit where the two grains meet, illustrated in Fig. 4.12 (a). For 

general grain boundaries, the dislocation content defined by the net Burgers vector 

𝒃𝒃, is related to the misorientation angle by Frank’s equation (Eq. 3.14) through the 

period vector 𝒑𝒑. As explained in section 3.3.2., in symmetric tilt grain boundaries  
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Figure 4.10: STM topography images of examples of typical emergent grain boundaries on 
the well-prepared NC Cu film surface (a) A junction of grain boundaries and screw 
dislocations. Grain boundaries, screw dislocations and steps are indicated by red, yellow 
and blue arrows respectively. (b)-(c)-(d)-(e)-(f) Close-up views of various grain boundaries 
comprised of arrays of edge dislocations surrounded by screw dislocations and steps. In (f) 
the grain boundary rotates by 120°. Imaging conditions: (a) 50 pA, 0.2 V (b)-(c)-(f) 50 pA, 
0.5 V (d)-(e) 50 pA, 0.3 V. 

comprised of an array of edge dislocations with a spacing 𝑑𝑑 (Fig. 4.12 (a)), Frank’s 

formula is simplified to 𝑑𝑑 = |𝒃𝒃|/2 sin(𝜃𝜃/2) (Eq. 3.15), since the grain boundary tilt 

axis is perpendicular both to the Burgers vector and the period vector, hence 

𝒑𝒑 × 𝝆𝝆̂ = |𝒑𝒑| ≈ 𝑑𝑑.  

As expected, the configuration of edge dislocations varies among grain boundaries. 

This is visualized in Fig. 4.9 (a), both by the changing spacing of stacking faults 

(observed as depressions), and the width of the stacking fault ribbon, indicating 

difference in grain boundary characteristics. Similarly, Fig. 4.10 (a) reveals a 

junction of three grain boundaries (red), in an area decorated with screw 

dislocations (yellow) and steps (blue), features that are frequently observed in the 

well-prepared NC Cu film. As expected with the grain boundary-rich nature of NC 

films, different boundary configurations are observed, as illustrated in Fig. 4.10 (b)-

(f). Similar to that shown in Fig. 4.9, the structural differences in the arrays of edge  
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Figure 4.11: STM measurement on well-prepared NC Cu film surface (a) 3D perspective 
view of an area showing three grain boundaries. The symmetric out-of-plane rotation of 
grains about the grain boundary introduces valleys and ridges on the surface, indicated by 
blue/red and black arrows, respectively. (b) 2D STM topography of the same area. (c) line 
profiles obtained across the grain boundaries indicated in (b). Imaging conditions: 50 pA, 
0.3 mV. 

dislocations (stacking faults) in Fig. 4.10 (b)-(f) are indications of a variation in the 

grain boundary character, which is mainly defined by the misorientation degree, 

and the excess energy associated with the disordered atomic configuration. 

The 3D perspective view of the area in Fig. 4.9 (a), presented in Fig. 4.9 (b), shows 

the behaviour of the surface plane in the vicinity of grain boundaries, two of which 

are indicated by the arrows. The surfaces of the grains on either side of the 

boundaries are observed to be tilted along the direction of surface normal, almost 

symmetrical about the grain boundary plane. Referred to as out-of-plane tilt, this 

rotation is clearly induced by and localized around the grain boundaries. Both the 

degree and direction of out-of-plane rotation is observed to be varied for different 

grain boundaries, as can be seen by a visual inspection of Fig. 4.9 (b).  

4.3.2. Out-of-plane rotation 

Fig. 4.11 shows the STM topography image on a different area on the surface, 

where two types of out-of-plane rotation is observed. The distinction between the 

two is best visualised in the 3D perspective view in Fig. 4.11 (a), where the surface  
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Figure 4.12: Schematics of grain boundary geometry emerging at the surface (a) the degree 
of misorientation, 𝜃𝜃 is accommodated by the array of edge dislocations of a spacing 𝒅𝒅, and 
Burgers vector 𝒃𝒃 (b) schematics of the geometry, showing the out-of-plane 𝜑𝜑, in-plane 𝜃𝜃 
rotations and inclination angle ψ. 

normal of the film is symmetrically tilted, forming valleys and ridges163, by an out-

of-plane rotation in opposite directions with respect to each other. In grain 

boundaries of misorientation angle 𝜃𝜃, Zhang et al. explained this out-of-plane 

rotation from surface normal [111] towards [112] through an angle 𝜑𝜑 as part of the 

restructuring of the grain boundary, introducing elastic stresses167. This was 

attributed to the anisotropic dislocation core energy which is minimized through 

the inclination of the dislocation cores (within the film) initially lying parallel to 

[111], towards [112], so that they lie along the energetically favoured close-packed 

{111} planes. The minimum grain boundary energy configuration was shown to be 

achieved when the boundary cores are inclined at angle ψ = 19.47°, for grain 

boundaries of all fcc metals, regardless of the value of the in-plane angle167,213,214. 

The geometry of this configuration is shown in Fig. 4.12 (b). 

To further understand the out-of-plane rotation characteristics of different grain 

boundaries, line profiles performed across each grain boundary were analysed. The 

line profiles for the boundaries presented in Fig. 4.11 (c) show the opposite slopes 

in the valley (blue and red) and ridge (black) type boundaries, clearly. For this 

particular RT-STM image of the ridge type grain boundary, only the boundary 

groove is resolved which shows a corrugation amplitude about ~20 pm. In Fig. 4.11 
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(c), the line profiles represented by the solid lines correspond to the depressions 

along the boundaries, whereas the dashed lines correspond to the areas between 

these depressions, comprising the stacking faults of Shockley partials.  

The curvature (slope) of the valleys, the stacking fault ribbon width and the 

dislocation content are different for the two valleys. The relationship defining the 

geometry of the restructuring process, which was given previously in section 1.3, 

tan ψ = tan(𝜑𝜑/2) / sin(𝜃𝜃/2), is illustrated in Fig. 4.12 (b)163.  

Next, the degree of out-of-plane rotation and dislocation content information for 

each grain boundary is extracted from the STM topography. Using this information 

combined with the Frank’s equation (Eq. 3.15) and restructuring geometry, a 

selection of grain boundaries typically observed in our NC Cu film are further 

analysed.  

4.3.3. Low-angle/high-angle grain boundaries 

The arrangement of dislocations forming the grain boundary results in a short-

range elastic stress field and the excess energy associated with it. For grain 

boundaries with higher degrees of misorientation, more dislocations are required to 

accommodate for the high mismatch. The formal classification of the grain 

boundaries in terms of the degree of misorientation is generally governed by the 

distinction in the behaviour of grain boundary energy given by Eq. 3.18, which 

increases as 𝜃𝜃 increases, up to 𝜃𝜃 ≤ 15°. As mentioned in section 3.2.2, we refer to 

grain boundaries with 𝜃𝜃 ≤ 15° as low-angle and those with 𝜃𝜃 > 15° as high-angle 

grain boundaries. 
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Figure 4.13: STM measurement of a low-angle emergent grain boundary (a) STM 
topography image of a low-angle grain boundary showing the array of edge dislocations, 
each one marked by the dislocation sign ⊥ in yellow to guide the eye. Imaging conditions: 
50 pA, 0.3 mV (b) line profiles obtained across the grain boundary over the stacking fault 
ribbon, and between two dislocations, indicated by red and blue lines, respectively. The 
out-of-plane angle is obtained from the calculated slope of the blue curve, indicated by 
green. (c) line profile along the grain boundary, indicated by black line.  

The close-up STM topography shown in Fig. 4.13 (a) reveals a valley type emergent 

grain boundary lying across the atomic steps with height of ~2.1 Å. These steps 

nucleating from the boundary, referred to as screw dislocations, might be an 

indication of a twist component to the boundary itself. At the nucleation zone of 

these screw dislocations, the macroscopic uniformity of the average dislocation 

spacing of ~1.46 nm, is observed to be disrupted. Applying Frank’s equation (Eq. 

3.15) for 𝒃𝒃 = 𝑎𝑎/
√

2〈110〉=2.55 Å, the in-plane (misorientation) angle 𝜃𝜃 is calculated 

as approximately 10.02°. This suggests that the grain boundary in Fig. 4.13 (a) is 

a low-angle tilt grain boundary. The line profiles across the boundary show the 

valley character of the grain boundary groove clearly. At the core of the 3.05 nm-

wide stacking fault ribbon, the corrugation amplitude of the stacking fault partials 

stepping up the surface is measured about 53 pm, which is slightly below the 

theoretical value of the height of a Shockley partial on (111) surface corresponding 

to 70 pm.  



CHAPTER 4: eGBs ON THE SURFACE OF Cu NC FILMS 

113 

 

 

Figure 4.14: STM measurement of a low-angle emergent grain boundary (a) Large scale 
STM topography image of a low-angle grain boundary showing the array of edge 
dislocations. (b) 3D perspective view of the area marked by the yellow box on (a). Imaging 
conditions: 200 pA, 0.05 V (c) line profiles obtained across the grain boundary over the 
stacking fault ribbon, and between two dislocations indicated by red and blue lines, 
respectively. The line profile along the grain boundary, indicated by green.  

The groove profile shown in Fig. 4.13 (b) corresponds to a 𝜑𝜑=0.06 rad (3.44°) out-

of-plane tilting, which confirms the misorientation angle 𝜃𝜃 ≅ 10.02° by the 

geometrical relationship (assuming the minimum energy configuration of 

restructured GB with ψ = 19.47°). Note that, the groove angle of 3.44° extends to 

about 3.5 nm on either side of the grain boundary core. 

Another example of a low-angle emergent grain boundary, as suggested by the 

widely spaced dislocations, is presented in Fig. 4.14 (a). A zoom-in 3D view of the 

area framed by the yellow box in Fig. 4.14 (a), shown in Fig. 4.14 (b), reveals the 

boundary topography in detail. The line profile obtained across the boundary shows 

the ~50 pm high protrusion introduced by the Shockley partial pairs on the (111) 

surface. The average dislocation spacing a the boundary (green line) is measured as 

~1.16 nm, which roughly corresponds to a misorientation angle 𝜃𝜃 ≅ 12.6°. 



CHAPTER 4: eGBs ON THE SURFACE OF Cu NC FILMS 

114 

 

Figure 4.15: STM measurement of a high-angle emergent grain boundary (a) topography 
image of high-angle grain boundary showing the array of edge dislocations (b) tunnel 
current error image showing the array of dislocations. Imaging conditions: 50 pA, 300 mV 
(c) line profiles obtained across the grain boundary over the stacking fault ribbon, and 
between two dislocations, indicated by red and blue lines on (a) in the yellow box, 
respectively. Line profile along the grain boundary, indicated by black line and out-of-plane 
angle is obtained from the calculated slope of the blue curve, indicated by green. (d) 3D 
perspective view of the area marked by the yellow box on (a). 

Note the deviations in the dislocation periodicity observed in the 3D perspective 

view, as the number of atomic rows in between partials is varied. At room 

temperature, the fluctuations in the grain boundary structure cannot be easily 

attributed to a single mechanism. The presence of nearby point defects and steps, 

or tip-induced effects307–309 (i.e., atomic diffusion due to tip-induced local electric 

field and electrostatic interaction) taking into account the high diffusivity of copper, 

may result in disturbances in the ideal GB structure. The precise measurement of 

the misorientation angle using STM requires consideration of a period vector 

determined by atomic resolution, which will be shown in a grain boundary with a 

similar degree of misorientation, in chapter 5.   

Fig. 4.15 (a) shows a grain boundary with a significantly different dislocation 
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content from the previous boundaries presented in Fig. 4.13 and Fig. 4.14. The 

array of dislocations along the grain boundary can be seen in the current error 

image in Fig. 4.15 (b) more clearly. The average spacing between dislocations 

obtained from the line profile along the grain boundary as marked by the black line 

in Fig. 4.15 (a) is approximately 6.2 Å, which is significantly smaller than the 

dislocation spacing of previously shown low-angle grain boundaries. Following the 

previous methodology, using Eq. (3.15), this corresponds to a misorientation angle 

of about 𝜃𝜃 ≅ 23.7°, indicating a high-angle grain boundary. A detailed inspection 

of the dislocation array line profile in Fig. 4.15 (c) indicates a periodicity in every 

3 dislocations (marked by grey dashed line) corresponding to a distance of 1.86 nm, 

but the atomic structure needs to be confirmed by high-resolution STM imaging or 

by MD simulations.  

At the core of the 2.2 nm-wide stacking fault ribbon, the corrugation amplitude is 

measured about 35 pm, a relatively smaller value suggesting the possibility of a 

bias-dependent effect, which will be discussed in more detail, in chapter 5. The 

analysis of groove profile obtained from the line profile across the boundary 

indicates an out-of-plane rotation of approximately 𝜑𝜑=0.2 rad (11.46°), slightly 

above the value predicted by the geometrical relation 𝜑𝜑=0.15 (8.59°). This 

difference in the out-of-plane angle calculated from the measured dislocation 

spacing by applying Frank’s equation (Eq. 3.15) could indeed be an indication of 

the reduced validity of Eq. 3.15 to describe high-angle symmetrical tilt grain 

boundaries. As displayed in Fig. 4.15 (c), the periodicity of dislocation spacing in 

every ~3 dislocations might indicate the necessity to consider a decomposed 

periodicity at the grain boundary, which challenges the direct application of Eq. 

3.15. Notably, the groove is localized in just about a 1 nm distance around the grain 

boundary, and the groove angle approaches to zero globally. This is better 
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visualized in the 3D perspective view presented in Fig. 4.15 (d), revealing the 

localization of the groove and near-zero global angle. 

Comparison of the low-angle grain boundary shown in Fig. 4.13 with the high-angle 

grain boundary in Fig 4.15 marks the difference in the grooving behaviour of these 

valley type boundaries. Clearly, the local groove angle observed in the high-angle 

grain boundary approaches to a near-zero angle globally whereas the curvature of 

low-angle grain boundary has a wider extent. By geometry, this indicates that the 

extent (depth) of the inclination of the dislocation line within the film, or the depth 

of core-shifted boundary, is varied for grain boundaries of different misorientation 

angles. This requires further confirmation by computational modelling and/or TEM 

measurement of the core-shifted boundary. 

4.4. Conclusion 

In this chapter, the grain boundaries on the surface of well-annealed 50 nm thick 

NC Cu films are explored and their structuring on the surface is analysed using 

STM in UHV at room temperature. The NC Cu film is prepared by first removing 

the copper oxide using glacial acetic acid, followed by the thermal processing in 

UHV. TM-AFM, SEM and STM measurements were performed on the samples 

annealed up to 450℃. The AFM measurements on samples annealed at 400℃ 

revealed the formation of voids (holes) at the grain boundaries and triple junctions. 

Further annealing at 450℃ resulted in breakages due to the initiation of dewetting 

in the film surface. Detailed AFM measurement on these breakages showed circles 

of exposed substrate with central protrusions attributable to the formation of Cu3Si 

due to interlayer diffusion, accompanied by the dewetting of Cu film. 

The optimized annealing temperature range for enabling recovery and subsequent 

grain growth was determined as 350-380℃. The STM measurements on the NC Cu 
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film annealed at 380℃ revealed a clean Cu (111) surface with an optimized texture 

comprised of a rich variety of grain boundaries. Remarkably, the 3D perspective 

STM images showed a symmetrical out-of-plane tilting of grains about the 

boundary plane, parallel to the surface normal, which contributed to the surface 

roughness through the introduction of valleys and ridges over the film. A set of 

valley type grain boundaries as revealed by their STM topography images were 

selected for further analysis of out-of-plane rotation in the context of grain 

boundary restructuring phenomenon.  

The grain boundaries were analysed in terms of their dislocation content and their 

geometry relationship which relates the degree of out-of-plane rotation 𝜑𝜑, 

dislocation line inclination ψ, and the misorientation angle 𝜃𝜃 (for the minimum 

energy configuration inclination angle ψ = 19.47°). An approximate misorientation 

angle is calculated using Frank’s formula, and experimentally measured dislocation 

spacing, which indicated low-angle (𝜃𝜃 ≅ 10.02° and 𝜃𝜃 ≅ 12.6°) and high-angle (𝜃𝜃 ≅

23.7°) grain boundaries. The measured groove angle was verified by the geometrical 

relationship for ψ = 19.47°, for each calculated misorientation angle.  

In both low-angle and high-angle grain boundaries, the groove profiles across the 

stacking fault maxima indicated an average of 50-70 pm step on the Cu (111) 

surface, corresponding to the Shockley partials (70 pm). The distinction in the 

structure of the low-angle and high-angle grain boundaries is successfully defined 

in terms of the dislocation spacing, and also behaviour of the groove. In low-angle 

grain boundaries, the groove angle is found to extend wider, referred to as global 

angle, whereas high-angle grain boundaries revealed a localized groove, which tends 

to zero further from the boundary.  

In this chapter, the unique perspective STM provides in examining the grain 

boundaries on surfaces of NC Cu films was successfully shown. The restructuring 
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phenomenon of grain boundaries by the out-of-plane grain rotation, previously only 

shown for a single boundary, was observed and analysed for various grain 

boundaries on our film, consistent with the existence of a ubiquitous grain boundary 

restructuring phenomenon.  However, for the precise detection of the Burgers vector 

and for boundaries with complex periodicity, atomic resolution is needed, as well 

as computational modelling of the boundary for further confirmation. 

On the other hand, it is to be noted that high-resolution STM measurement, 

particularly on the low index surfaces of noble metals with very small corrugations 

and interatomic distance such as Cu (111), is challenging mainly due to the high 

mobility of copper at room temperature. Hence, the investigation of the grain 

boundary fine structure in atomic resolution requires low-temperature STM 

measurements. In fact, the surface revealed dynamics around the steps and screw 

dislocations at room temperature, due to the high diffusion coefficient of copper, 

presumably also aided to some extent by the stimulation from the STM tip.  

In the next chapter, we present the findings on a bicrystal comprised of a single 

engineered grain boundary with misorientation angle 𝜃𝜃=13.17°, similar to that 

presented in Fig. 4.13. The grain boundary is investigated using STM, both at room 

temperature and low-temperature (77 K) and the atomic structure of the grain 

boundary is revealed, following a similar methodology to that described in this 

chapter, with further exploration of other grain boundary related phenomena. 
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5. Emergent Grain Boundary on Cu (111) Bicrystal 

It is now established that NC thin films comprise a grain boundary-rich 

microstructure which can be further optimized upon thermal processing by the 

relaxation of defects and dislocations, and the excess energy associated with elastic 

distortion due to grain rotation. The high-temperature treatments that enable these 

processes may however result in Mullins grooving via diffusion - a highly effective 

mechanism in shaping the macroscopic structure of the grain boundary triple 

junctions. In nanocrystalline Cu thin films supported on substrates, high-

temperature annealing can lead to detrimental processes such as void growth at 

triple junctions, which may eventually cause dewetting and breakages in the thin 

film.  

Beyond these fundamental observations, as demonstrated in chapter 4, grain 

boundaries emerging at the surface of nanocrystalline Cu thin films on a Ta/Si 

substrate layer exhibit a restructuring of the grain boundaries to achieve low energy 

configurations manifested by an out-of-plane tilting of adjoining grains. This grain 

tilt results in the creation of valleys and ridges at the triple junctions where two 

grains meet at the surface, which is driven by the minimization of the dislocation 

core energy by the inclination of the dislocation core line. The out-of-plane grain 

rotation does not only result in an atomic scale surface roughness in nanocrystalline 

films, it also introduces an elastic stress field at the triple junction which is balanced 

by the depth of the restructuring of the dislocation cores within the film. For grain 

boundaries with different characteristics and dislocation contents, the level of 

restructuring was observed to vary. The manifestation of this effect on the surface 

was demonstrated by the relatively smaller degree of out-of-plane rotation in low-

angle grain boundaries (LAGB), while high-angle grain boundaries (HAGB) rather 
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exhibit a larger out-of-plane rotation that is confined to a localized groove extending 

along the triple junction.  Beneath the surface, the restructuring of the dislocation 

cores can extend from a few nanometres to much deeper within the film, so that 

this difference in the depth of subsurface restructuring demands a detailed 

consideration of the extent of the stress field167. In particular, in very thin films 

(t≤20 nm) in which the core-shifted (CS) boundary can extend throughout the film 

thickness, the interaction effects from substrate/film interfacial energy and strain 

field may be expected to be more pronounced. 

In order to investigate the generality of the restructuring observed in 

nanocrystalline Cu thin films, a Cu bicrystal (BC) with an engineered grain 

boundary is studied using STM and the results are presented in this chapter. The 

bicrystal system with a single, macroscopically uniform grain boundary of 

misorientation angle 13.17° provides an ideal environment for the comparative 

study of the emergent grain boundary restructuring behaviour at the Cu (111) 

surface. Furthermore, the employment of a single grain boundary also allows for 

the accurate inspection of other grain boundary related phenomena, while 

eliminating the substrate/film interfacial stress and the complexity of the residual 

film stresses, and their influence on grain boundary development during thin film 

growth140. 

This chapter begins by providing a geometrical description of the bicrystal 

engineered grain boundary with 13.17° misorientation angle. The method for the 

specification of five macroscopic degrees of freedom is followed by defining the 

Rodrigues vector for the desired symmetric pure tilt rotation, as described in 

chapter 3, and the crystallography is described using  median lattice161. Cu BC 

sample structure is briefly outlined and SEM and EBSD characterizations are 

presented, in section 5.1. In section 5.2, the initial large-scale UHV-STM analysis  
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of the general structure of the Cu bicrystal surface and the grain boundary are 

presented. 𝐼𝐼𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation of the sample in UHV is briefly explained, along 

with the presentation of the surface structure in the early stages of the preparation 

process, including the emergence of a distinctive structure with low levels of 

oxidation localized at the step edges and grain boundary. In section 5.2.1, the 

atomically clean Cu BC surface features and STS spectrum are shown. In this 

section, dynamic rearrangement of screw dislocations around the grain boundary is 

displayed, observed during room-temperature STM measurement. This is followed 

by the detailed STM analysis of the grain boundary structure and periodicity at 

low-temperature (77 K). Then, the out-of-plane grain tilt is measured in a similar 

fashion to that performed in section 4.5.2. The grain boundary structure is 

presented with atomic resolution, and the periodicity is confirmed with the 

crystallography on the Cu BC surface. Finally, the results of the MS simulation of 

the Cu BC 13.17° are presented. 

5.1. Bicrystal geometry 

The symmetrical tilt grain boundary design with a misorientation angle of 13.17°, 

tilt axis [111], mean boundary plane (110̅) and mean period vector [11̅2̅] is shown 

in Fig. 5.1. Here, the grains denoted as Grain 1 (black) and Grain 2 (white) are 

tilted by equal and opposite rotations of 𝜃𝜃/2 ≅ 6.85° about the [111] tilt axis. Upon 

proper rotation, as discussed in section 3.2.1, the construction of a grain boundary 

is defined by five macroscopic degrees of freedom, which reduces to two (for 

boundary plane) for symmetric tilt boundaries161,254.  

The periodicity of the grain boundary can be defined by the boundary period 

vectors along the boundary plane, 𝒑𝒑′ and 𝒑𝒑, and the boundary normal vectors in 

each grain, 𝒏𝒏′ and 𝒏𝒏 for Grain 1 and Grain 2, respectively. Following the median  
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Figure 5.1: Schematic of Cu BC geometry. Symmetric tilt grain boundary with mean 
boundary plane (110̅), mean period vector [11̅2̅], and misorientation angle 𝜃𝜃=13.17° is 
constructed upon equal and opposite rotation of Grain 1 and Grain 2 by ±𝜃𝜃/2, about [111]. 
On the right panel, the crystallography of each grain is expressed in the coordinate system 
of grain boundary (median lattice), boundary normals 𝒏𝒏′ and 𝒏𝒏 and period vectors 𝒑𝒑′ and 
𝒑𝒑. 

lattice methodology explained in chapter 3, to identify the boundary normal 

vectors, we first define the boundary plane normal 𝑵𝑵 = [110̅], and the Rodrigues 

vector (Eq. 3.12) as 𝝆𝝆𝑅𝑅 = 𝝆𝝆̂ tan 𝜃𝜃/2 = 1/
√

3 [111] 0.115 where 𝜃𝜃 = 13.17°. Using 

Eq. 3.11, the boundary normal vectors are obtained as 𝒏𝒏′ = �781̅� and  𝒏𝒏 = �87̅1�̅. 

Consequently, the boundary period vectors are obtained as 𝒑𝒑′= 𝒏𝒏′ × [111] = 

�781̅� × [111] = �32̅5̅� for Grain 1 and similarly 𝒑𝒑 = 𝒏𝒏 × [111] = �87̅1�̅ × [111] =

�23̅5̅� for Grain 2, as shown in the right panel of Fig. 5.1.  

The Cu BC is prepared by MaTeck GmbH based on our design. The 0.6 mm thick 

BC sample of dimensions 7×3 mm2 comprises a single boundary, approximately at 

the centre of the sample. The sample is polished on one side with a roughness <0.01 

μm and the orientation accuracy is <0.1°. The Cu BC, the geometry of which is 

explained above, is studied by STM and the results are shown.  

The SEM image of a region in the centre of the Cu BC shows the macroscopically 

continuous GB located in the middle of the sample revealing the facets of two grains 



CHAPTER 5: eGB ON Cu (111) BICRYSTAL 

124 

 

Figure 5.2: SEM and EBSD analysis of Cu BC surface. (a) SEM image of the bicrystal 
with two grains on either side of the grain boundary (b) EBSD pattern quality map shows 
the continuous and clean structure of two grains and the grain boundary as dark line in 
between them. (c) inverse pole figure 𝑒𝑒-map, (d) inverse pole figure 𝑑𝑑-map and (e) inverse 
pole figure 𝑧𝑧-map of the same area in (b). (e) shows the [111] texture of both grains as 
indicated by the colour map (d) the misorientation tilt angle 𝜃𝜃 ≈13° as measured by the 
disorientation angle frequency distribution. 

on either side, as shown in Fig. 5.2 (a). To the immediate left of the boundary, it 

is possible to trace the high level of facets parallel to the grain boundary. This 

shows the macroscopic thermal groove in which the boundary is accommodated, as 

also observed in the large scale STM results. Fig. 5.2 (b)-(d) shows the EBSD 

analysis of the Cu BC sample. The pattern quality map illustrated in Fig. 5.2 (b) 

reveals the structure of two continuous grains on either side of the grain boundary 

(dark line across the middle of the image) with no significant damage to the surface 

structure. The inverse pole figure 𝑧𝑧-map displays the uniform [111] texture of both 

grains, as indicated by the colour code. The misorientation angle 𝜃𝜃~13° between 

two grains is confirmed by the disorientation angle frequency distribution, as shown 

in Fig. 5.2 (d). 

5.2. STM results on Cu bicrystal emergent grain boundary 

The bicrystal is transferred into the UHV chamber for 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation to obtain  
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Figure 5.3: STM topography images of 1x1 𝐶𝐶𝑛𝑛2 areas of Cu BC showing evolution of 
macroscopic step morphology in the vicinity of the grain boundary. (a) after initial cycles 
of Ar+ ion sputtering and annealing at ≈450℃ showing pinned steps with Rq=1.42 nm (b) 
after further 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 treatment cycles surface reveals increased bunching of steps and 
formation of vacancy islands resulting in Rq=1.58 nm (c) steps upon further 
sputtering/annealing display rounded edges and surface shows a significant reduction in 
the vacancy island density, resulting in Rq=1.14 nm. Imaging conditions: (a) 50 pA, -0.2 
V (b) 23 pA, 0.2 V (c) 22 pA, 0.2 V. 

an atomically clean surface. Cu BC is prepared in the UHV preparation chamber 

by subsequent cycles of Ar+ ion sputtering and annealing to approximately 450℃, 

in a similar fashion to that performed for NC Cu thin films. Then, the sample is 

transferred to the STM chamber for analysis. 

A series of the large-scale RT-STM topography images of Cu BC is shown in Fig. 

5.3. The STM images of the Cu BC surface at different stages of 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation 

cycles reveal a high density of steps across either side of the boundary indicating a 

twist mismatch between the two grains. The step morphologies in these three 

images in Fig. 5.3 show slight differences. The 1×1 μm2 STM topography at initial 

stages in the sputtering/annealing cycles shown in Fig. 5.3 (a) reveals pinned steps 

at the edges with large terraces, displaying an RMS surface roughness of Rq=1.42 

nm. The same scale image in Fig. 5.3 (b) obtained after further cycles of 

sputtering/annealing shows an increased bunching of steps as well as vacancy 

islands, resulting in Rq=1.58 nm. Fig. 5.3 (c) shows the STM topography image of 

the Cu BC surface after further 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 treatment resulting in a step structure with  
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Figure 5.4: Localized contamination of Cu BC surface recorded at 298 K. (a) STM 
topography image showing the localization of contamination on the step edges and grain 
boundary. (b) close view STM topography image of Cu BC surface, showing the 
contamination in areas indicated by blue arrows, surrounding the grain boundary and 
nearby terraces. (c) close view STM topography image of the partially contaminated terrace 
indicated by the blue arrow, in the immediate vicinity of the grain boundary. A line profile 
obtained from the contamination down to the bare surface is shown in (d). Details of the 
contamination reveals a 2D open honeycomb pattern (OHC) as shown in (e), and the 
simulation model in (f), proposed by Matencio et al.109. Imaging conditions (a) 23 pA, 2 V 
(b) 22 pA, 0.4 V (c)-(e) 31 pA, 0.2 V.  

rounded edges, and reduced vacancy islands, with Rq=1.14 nm. Notably, the 

density of the steps on either side of the boundary shows small variations along the 

boundary. 

As explained above, the procedure for preparing the surface to an atomically clean 

state consisted of repeated cycles of Ar+ ion sputtering and annealing. After every 

5-7 cycles, the sample was transferred to the STM chamber and the surface 

morphology, step edges, interlayer distance (step height) and cleanliness of the 

grain boundary were analysed by STM topography as well as scanning tunneling 

spectroscopy (STS) measurements, and the cycles were repeated until eventually 

an atomically clean surface was achieved.  



CHAPTER 5: eGB ON Cu (111) BICRYSTAL 

127 

 

At early stages, traces of contaminations were found on the Cu BC surface. 

Remarkably, these were observed to be localized at the defect sites such as step 

edges and, in particular, at the grain boundary. In Fig. 5.4 (a), for instance, the 

grain boundary in the middle of the image denoted by the white arrow is almost 

fully covered by the contaminants, observed as bright protrusions, and the steps 

are only partially covered at the edges. Fig. 5.4 (b) shows a close view STM 

topography of the grain boundary, and the steps in its immediate vicinity that are 

covered by a layer that is distinguishable from the bare surface, measured at room 

temperature. Moving along the grain boundary, the layer was observed to be 

localized around the boundary and nearby steps, and comprised of an ordered 2D 

hexagonal structure, as shown in Fig. 5.4 (c). The line profile, shown in 5.4 (d), 

which crosses the over layer and the bare surface on the copper terrace in Fig. 5.4 

(c), corresponds to a height corrugation difference of ≈0.7 Å, and a lattice 

periodicity of ≈1.6 nm as indicated in the zoomed in view in Fig. 5.4 (e).  

A similar 2D layer structure was recently reported by Matencio et al., representing 

a novel open honeycomb (OHC) model for Cu3O copper oxide phase109. The OHC 

framework was reported to coexist with several other distinct types of copper oxides 

including the well-ordered long-range Cu2O (111)-like ‘44’ and ‘29’ structures with 

distorted hexagonal symmetry112,113, and the short-range 5-7 defective phase of 

honeycomb layer310. The OHC layer structure is distinguishable from these other 

structures by its lower-oxygen content visualized as hollow sites, and its large lattice 

periodicity ≈1.33 nm (Fig. 5.4 (f)).  

The 2D hexagonal honeycomb pattern observed in Fig. 5.4 (e) is clearly 

distinguished from the other well-ordered phases of CuxO possessing a much smaller 

lattice constant of ≈ 0.6 nm, and O atoms located on six-fold symmetry sites. Based 

on the measured close lattice constant (≈1.6 nm) of hollow sites of hexagons in Fig. 
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5.4 (e), representing missing O sites, we attribute this pattern to the novel OHC 

copper oxide model, despite the difficulty in resolving individual atomic sites at 

room temperature. 

It is well established in the literature that the ordered structures of copper oxides 

observed on Cu (111) are formed by a transition from a disordered surface oxide to 

ordered structures upon annealing in O2 or air at high temperatures, or directly by 

O2 exposure of Cu (111) at high temperatures106–108,311,312. That being said, there 

could be two possible explanations for the formation of these low-oxygen-content 

2D OHC structures in our observations. Firstly, due to the presence of a very small 

leak of ambient air into the gas line that is used for argon sputtering, which might 

have led to the formation of this low oxygen content copper oxide phase. However, 

the gas line was flushed through and refilled with Ar, prior to each 

𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 preparation session, and no significant levels of the constituent gases (H2O, 

O2, O, N2, N) from ambient air were detected in the residual gas analysis spectrum 

acquired during the preparation process. Secondly, due to high temperature 

annealing in UHV, a disordered copper oxide layer that was formed (in air) prior 

to the sample transfer might have transitioned into an ordered low-oxygen-content 

structure, forming the OHC pattern. Alternatively, considering the high diffusion 

constant at the grain boundaries, potential pathways of diffusion, the oxide within 

the bulk could have diffused through the GB, upon sputtering and annealing116. 

Crucially, the selective partial coverage of the Cu (111) surface at localized defect 

sites i.e., step edges and the grain boundary, clearly demonstrates the high 

reactivity of these sites. This is expected since grain boundaries, which possess a 

significantly higher degree of disorder and an associated excess energy compared to 

copper surface atoms at (111) terraces, are the preferred nucleation sites for surface 

reactions. 
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Figure 5.5: STM measurements on the clean Cu BC surface recorded at 77 K (a) STM 
topography of clean Cu BC surface shows the straight grain boundary. Inset shows the 
LEED pattern obtained from grain boundary region at an energy of E=56 eV, illustrating 
two hexagonal patterns rotated by 𝜃𝜃 ≈13° (b) steps and the macroscopic groove of grain 
boundary is shown in the line profile obtained on (a). (c) atomic resolution surface structure 
and close-packed directions (d) STM topography and (e) differential conductance d𝐼𝐼/d𝑉𝑉  
map of the area in (d). (f) d𝐼𝐼/d𝑉𝑉  - STS showing the characteristic sharp decrease of the 
Cu (111) LDOS, at -0.45 eV. Imaging conditions: (a) 22 pA, -1 V (c) 3 nA, -10 mV (d) 
100 pA, -0.1 V (e) 100 pA, -0.1 V, 10 mV, 961 Hz (f) 50 pA, 1 V, Vp-p: 50 mV, 961 Hz.   

5.2.1. Clean Cu (111) bicrystal surface 

Figure 5.5 (a) shows the LT-STM topography image of atomically clean Cu (111) 

surface with monatomic steps with heights of 0.21 nm, along with the grain 

boundary located in the centre of the macroscopic thermal groove.  The cross 

section in Fig. 5.5 (b) shows the presence of step bunching close to the boundary. 

The surface cleanliness of Cu (111) was confirmed by the LEED pattern presented 

in the inset of Fig 5.5 (a), obtained by targeting the grain boundary region, at an 

energy of E=56 eV. The LEED pattern shows two hexagons with diffraction spots 

of 6-fold symmetry shifted by approximately 13°, corresponding to the two 

misoriented grains.  

The Shockley-type surface states of the free-electron-like Cu (111) results in 

electron scattering from defects such as step edges, point defects or vacancy or 

adsorbed atom sites as clearly observed in the differential conductance map in Fig.  
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Figure 5.6: Standing waves on Cu BC surface in the vicinity of the grain boundary (a) 
STM topography image of the grain boundary array of edge dislocations showing the 
nearby point defects. Inset shows (a) with increased contrast. Line profile shows the 
standing wave oscillations in the corrugation amplitude in every 1.5 nm. (b) close view 
STM topography of one point defect cropped from (a), showing the concentric rings. (c) 
line profile obtained across the point defect in (b) shows the oscillations with 1.5 nm period, 
emanating from the centre of the point defect. (d) 3D view of the surface showing the 
standing waves emanating from the step edge, the point defect and the grain boundary, 
indicated by the red arrows. Imaging conditions: (a)-(b)-(d) 21 pA, -0.01 V. 

5.5 (e), which corresponds to STM imaged area shown in Fig. 5.5 (d). In Fig. 5.5 

(f), d𝐼𝐼/d𝑉𝑉  STS measurement on defect-free regions of clean Cu (111) terrace shows 

the onset of the surface state as a sharp decrease in the local density of states 

(LDOS) at -0.45 eV (below Fermi level) referred to as the band edge of copper304,305. 

The atomic scale STM topography in Fig. 5.5 (c) shows the atomic structure of 

clean Cu (111) surface and a nearest neighbour distance of 𝑎𝑎/
√

2 = 2.55 Å 

measured along the identified 〈110〉 close-packing directions.  

The aforementioned surface states due to standing waves of scattered electrons are 

also observed in STM topography channel as oscillations localized around step edges 

or point defects, acquired with low sample bias of 𝑉𝑉𝑏𝑏=-10 mV as shown in Fig. 5.6 

(a). Here, the closeup STM image reveals the grain boundary comprising an array 
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of edge dislocations, the atomic structure of which will be discussed in detail in the 

next section. The two nearby defects, despite the lack of clarity as to the source of 

these, may be due to adsorbates, i.e. water or CO, or to groups of missing Cu 

atoms305,313,314. Their presence represents a measure of the contamination level of the 

copper surface.  

The standing waves of concentric rings from individual defects as shown in the 

cross section in Fig. 5.6 (b) exhibit a period of 1.5 𝑛𝑛𝑛𝑛, and decrease in amplitude 

with increasing distance from the point defect. This period is determined by the 

Fermi wave vector (described in section 2.1.1) as 2𝑘𝑘F, that is characteristic of the 

energy band structure of Cu (111), and observed as 𝜆𝜆F = 𝜋𝜋/𝑘𝑘F in STM315,316. 

According to Crommie et al., these changes in the height corrugation amplitude, in 

case of such low biases and the small tip 𝑧𝑧-position variations, can be regarded to 

be in direct correlation with the perturbations in the LDOS at Fermi level190.  

As visualized in the 3D view in Fig. 5.6 (d), similarly, the electronic surface states 

are observed around the point defect, near the step edge, and also parallel to the 

grain boundary. These spatial oscillations near the boundary are observed as local 

depressions in the height corrugation at every 1.5 nm, reducing with increasing 

distance from the boundary core, as seen in the cross section (Fig. 5.6 (a)-inset) 

obtained just near the grain boundary, in a manner identical to that for the point 

defect in Fig 5.6 (b-c).  

5.2.2. STM measurement on emergent grain boundary in nanoscale 

So far, the grain boundary geometry is described within the median lattice concept 

and the crystallography of the two grains are defined. The fundamental topographic 

and electronic characteristics of clean Cu (111) surface are explained along with a 

detailed description of the grain boundary on the Cu BC surface. 
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Figure 5.7: STM topography images showing the screw dislocation dynamics across the 
grain boundary, obtained at room-temperature (293 K) (a) Initial configuration of the 
surface. The motion of the step is indicated by red arrows (b)-(c) stages in surface 
readjustment towards nucleation of screw dislocation shown in (d). (e) final configuration 
of surface showing the screw dislocation formed on Grain 2. (f) 3D view of the region 
marked by the box in (e), showing the helical path created by the screw dislocation (g) 
line profile obtained across the grain boundary, marked by the red line in (e) shows the 
evolution of a ~2.1 Å depression due to screw dislocation. Previous position of the step is 
marked by dashed white line, in each STM image. Imaging conditions: (a)-(e) 23 pA, 0.5 
V. 

The accommodation of the emergent grain boundary on the surface, specifically the 

twist component (rotation axis �110̅�) in this Cu BC sample, requires the relaxation 

of the associated strain, which manifests as screw dislocations. As will be shown 

throughout this chapter, screw dislocations are frequently observed along the 

boundary. At room temperature, the rearrangement of unstable steps and screw 

dislocations searching for more stable configurations can be observed dynamically 

using STM. This mechanism, which occurs via thermally activated rearrangement 

of non-equilibrium steps emanating from the grain boundary – screw dislocations – 

can be observed dynamically in the STM topography images. 
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An example of one such rearrangement is presented in Fig. 5.7 in the sequential 

room temperature STM topography images obtained over a total of ~12 hour time 

scale, where each image required about 1.2 hours to record. Time stamps are 

displayed on each image, and the intermediate stages are detailed in the Appendix 

A. 1. The previous position of the step relative to each image is marked by the 

dashed white lines. To the left of the grain boundary (Grain 1), initially there are 

two monatomic height steps forming as screw dislocations emanating from the 

boundary (Fig. 5.7 (a)). In the following images, the step denoted by the red arrows 

in Fig. 5.7 (a) rearranges in a series of new configurations and eventually crosses 

the grain boundary, forming a helix (Fig. 5.7 (e)).  

At the initial stages (Fig. 5.7 (a)-(c)), the reconfiguration process begins with the 

movement of the initially straight step edge towards [011] (Fig. 5.7 (a)) and the 

total step edge length is increased by zig-zags positioning along 〈110〉 direction. 

Here, the step edges are arranged to lie along stable configurations, and a distinction 

between smooth (and stable) segments along 〈110〉 direction and frizzy edges is 

observed. This process of step adjustment takes about 6 hours, until the screw 

dislocation passes beyond the grain boundary. From Fig. 5.7 (c) to Fig 5.7 (d), the 

step movement reverses locally (red arrows) towards where it is pinned, and once 

the screw dislocation (partial) passes the grain boundary, it creates a depression on 

the right of boundary (Grain 2), connecting the upper terrace with the lower 

terrace. Later, the range of motion reduces significantly, and only small-scale 

adjustments are observed at the step edges. As shown in Fig. 5.7 (f), the overall 

path of displacement follows a helicoid, a characteristic of screw dislocation, and 

creates a monatomic step.  

The formation mechanism of dislocations in fcc metals was previously explained in 

chapter 3, in terms of the dissociation of a perfect dislocation into Shockley partials,  
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by Frank’s energy criterion (Eq. 3.6). Each of the edge dislocations forming the 

array that builds the grain boundary are in the form of Shockley partials by 

dissociation of 𝑎𝑎/2�110̅� → 𝑎𝑎/6�211̅� + 𝑎𝑎/6�121̅�̅, on (111) surface. Similarly, the 

formation of a screw dislocation occurs by the dissociation of 𝑎𝑎/2[110] → 𝑎𝑎/6[211] +

𝑎𝑎/6�121�̅277,317. 

The combined effect of the high diffusion coefficient of copper with the presence of 

high energy sites (e.g. steps) leads to the appearance of frizzy edges at monatomic 

steps, due to the increased mobility of kinks at room temperature308 . As the screw 

dislocations emerge from the grain boundary, a reduced monatomic step height is 

observed at the segment nearest the boundary. The edges of these segments, as 

they adjust to lie along 〈110〉 directions, possess a smoother texture even at room 

temperature, as they represent stable bulk defects318. As shown in Fig. 5.7, these 

smooth edges at the segments with reduced step height are observed where the 

screw dislocation merges with the boundary.  

The observation of large scale dynamics on Cu (111) surface in the vicinity of 

unstable sites, a significant example being the grain boundary, occurs very often 

during STM imaging of the surface at room temperature and more examples are 

provided in the Appendix (A. 2-A. 3-A. 4). In general, these dynamics were 

observed to continue until some kind of metastable equilibrium was established.  

The mechanisms resulting from the dislocation-grain boundary interaction, such as 

dislocation adsorption or dissociation at the boundary, are reported to be dependent 

on the energetic stability of the grain boundary319. The structural and energetic 

stability of the grain boundaries is achieved through several types of relaxation 

mechanisms. These may include local atomic rearrangements, rigid-body 

transformations, or boundary dissociation by formation of stacking faults through 

nucleation and emission of partial dislocations320. All of these mechanisms depend  
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Figure 5.8: STM topography images showing the dislocation pattern emanating from the 
grain boundary. (a) 200×200 nm2 STM topography shows the distinct contrast difference 
along the boundary, indicated by the blue arrows near the boundary. (b) close view 60×60 
nm2 STM topography shows the detail of regions marked in (a), comprised of bright stripes 
emanating from the boundary, symmetrically, marked by blue arrows. Imaging conditions: 
(a) 50 pA, 0.2 V, (b) 50 pA, -50 mV. 

on grain boundary characteristics; geometry and energy; as well as the properties 

of the material, such as stacking fault energy, interatomic interactions or resolved 

shear stress (in nanocrystalline materials)321.  

The relaxation, shown above in Fig. 5.7, manifested as reconfiguration of screw 

dislocations near the grain boundary is an indication of the level of excess stress 

present in the sputtered and annealed bicrystal. Interestingly, in the absence of 

such large-scale dynamics near the boundary, STM images recorded at room 

temperature reveal a different phase along the grain boundary, as shown in Fig 5.8 

(a). The close-up view STM image of these regions, presented in Fig 5.8 (b), displays 

a pattern of stripes emanating from the grain boundary. The in-plane angle of the 

stripes with respect to the boundary is arranged so that the stripes lie along the 

〈110〉 close-packed directions on both sides of the boundary, corresponding to the 

preferential slip directions for edge dislocations on (111) slip plane on both grains. 

These stripes form a fishbone-like pattern, generated by the emission of dislocations,  
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Figure 5.9: Dislocation pattern near grain boundary and the corresponding cross sections 
(a) STM topography image showing the dislocation stripes emanating from the grain 
boundary with ~24° in-plane angle, positioned along close-packed �011�̅ and �101�̅, in Grain 
1 and Grain 2. These close-packed slip directions on (111) slip plane are shown on both 
grains. Cross-sections (b) across and (c) along the boundary shows the periodic increases 
in corrugation amplitude due to protrusions of dislocations. The linear fit of each region is 
indicated by dashed red lines on each region. (c) shows dislocation stripes extending over 
a step. (a) Imaging conditions: (a) 50 pA, -50 mV. 

presumably to lower the energy within or near the grain boundary. 

Notably, the horizontal extent of the dislocation stripes is not uniform on either 

side of the boundary and it is observed to extend further in the absence of steps, 

or other defects, which act as barriers. The maximum horizontal distance that the 

dislocation stripes extend on either grain measured on this particular bicrystal 

𝜃𝜃=13.17° is ~28 nm, whereas on another Cu bicrystal with a high-angle [111] 

(𝜃𝜃=26.01°) tilt grain boundary (provided in Appendix A. 6), it was found to be 

confined to ~10 nm. Fig. 5.9 (a) shows in more detail the arrangement of these 

dislocation stripes emanating from the boundary. The in-plane angle measured 

between the stripes and the grain boundary on both side of the boundary is ~ ±

24°. On Grain 1, the dislocation stripes extend over a screw dislocation step, which 

reveals a slightly reduced monatomic step height of ~1.6 Å as it emerges from the  
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Figure 5.10: STM topography images showing the 9R-like metastable phase formation near 
the grain boundary (a) with increased contrast for enhanced visualization of the structure 
near the boundary, inset shows the area marked by the red box in (a). (b) atomic resolution 
shows the Cu (111) nearest neighbour distance periodicity along the dislocation stripes and 
periodic protrusions (bright) of dislocation stripes in every 3 atomic planes, illustrated by 
the blue line andthe red line in (c), respectively. (d) STM topography and corresponding 
(e) current error channel showing regions of distorted 9R, marked by yellow arrows. (f) 
schematic of 9R phase shows the partial dislocations (dashed arrows) in every 3 {111} 
planes. Imaging conditions: (a)-(a) inset-(b)-(d)-(e): 50 pA, -50 mV. 

boundary as shown in Fig. 5.9 (c), whereas on Grain 2, they terminate at about 8 

nm from the boundary. 

The line profile measured across the grain boundary reveals the periodic increases 

in the corrugation amplitude, corresponding to the dislocation stripes in the shaded 

regions in Fig. 5.9 (b). Line profiles of the well-annealed and fully relaxed Cu 

bicrystal grain boundary groove, as measured on low-temperature STM topography 

images that do not display the dislocation stripes, are provided as reference (blue 

curves) in the plot. Note the surface planes of dislocation networks are tilted away 

from the bare (111) plane, as illustrated by the dashed red lines of individual linear 

fits on each segment in Fig. 5.9 (b), which presumably occurs in order to 
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accommodate the compressive stress associated with these regions as they emerge 

on the (111) surface, continuing the close-packed layers. Both the frizzy appearance 

of the bare surface, and the local shifts in the periodicity of dislocation protrusions 

- which will be discussed in detail shortly - indicate the level of mobility on the 

surface at room temperature, as copper atoms migrate to low-energy thermal 

equilibrium configurations. 

Further inspection of these regions reveals the periodicity of this phase in greater 

detail, as shown in Fig. 5.10. The line profile measured along the dislocation stripes 

as shown in Fig. 5.10 (b) reveals a spacing of 2.55 Å, corresponding to the 

periodicity of Cu (111) surface. Remarkably, the ~70 pm corrugation amplitude 

increase in every ~0.76 nm, as shown in the line profile measured perpendicular to 

dislocation stripes, reveals a periodicity of 3 interatomic distances corresponding to 

3 {111} planes emerging on the surface, forming a pattern similar to the commonly 

demonstrated microstructure of the 9R phase.  

The 9R phase was observed both by experimental and computational studies of the 

relaxation mechanisms and structural stability of grain boundaries. It is formed by  

the introduction of an intrinsic stacking fault in every third close-packed {111} 

plane in a total of 9 repeating atomic planes, resulting in the transition from the 

perfect 𝐴𝐴𝐵𝐵𝐶𝐶/𝐴𝐴𝐵𝐵𝐶𝐶/𝐴𝐴𝐵𝐵𝐶𝐶 fcc stacking to 𝐴𝐴𝐵𝐵𝐶𝐶/𝐵𝐵𝐶𝐶𝐴𝐴/𝐶𝐶𝐴𝐴𝐵𝐵. This stacking 

arrangement is illustrated in Fig. 5.10 (f).  

The 9R phase is a metastable phase formed by the emission of Shockley partial 

dislocations in low stacking fault energy fcc metals. So far, thin 9R slabs of a few 

nanometres have been observed to accompany the grain boundary relaxation by 

dissociation, mostly at the Σ3 incoherent twin boundaries in Au322,323, Cu 324–326 and 

Ag327,328. Experimental studies have also provided proof of shear deformation-

induced formation of wider 9R phases accompanying heterophase interphases329, or 
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twinning in single crystal fcc metals, extending to tens of nanometres330–332.  

As will be shown later by the STM measurements at low-temperature, the well-

annealed (fully-relaxed) 𝜃𝜃=13.17° emergent grain boundary shows no evidence of 

9R formation. Therefore, the generation of a metastable polytype phase observed 

near the emergent grain boundaries in copper bicrystals at room temperature is 

predicted to be due to the relaxation of the grain boundary by emission of Shockley 

partial dislocation loops, mediated by the high density of mobile defects, and driven 

by the intrinsic elastic stresses in the grain boundary. Notably, in the bicrystal, the 

residual stresses from the film growth process, thickness and grain size effects, film-

substrate thermal expansion incompatibility and interfacial energy are eliminated 

and so the likely origin of this stress is from local boundary restructuring 

phenomenon that characterizes these emergent boundaries. The 9R phase was also 

routinely observed in room temperature STM images of nanocrystalline Cu (111) 

films.  

The sensitivity of the observed phase to the local variations of elastic stress field 

manifests as the distortions in the 9R periodicity through shifts to 12R, and possibly 

to other unidentified polytype phases, as shown in Fig. 5.10 (d) and Fig. 5.10 (e). 

These observations agree with the literature, where the demonstrated effect of the 

shear strain results in expansion or distortions in the 9R phase325,333–335. Furthermore, 

small thermal fluctuations are also considered to trigger these distortions by 

facilitating the slip of dislocations during scanning. Occasionally, dislocation stripes 

were observed to change to another slip direction on (111) slip system, by 120° 

rotations with respect to their initial orientation, yet this was not captured 

dynamically. 

As shown in the section that follows, the well-annealed fully-relaxed grain boundary 

does not reveal the formation of such metastable phases near the boundary. This  
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Figure 5.11: STM topography images obtained at low-temperature (77 K) showing the 
regions of screw dislocations crossing the grain boundary. Blue arrows indicate the local 
distortions at the edge dislocation as indicated by high corrugation amplitude, induced by 
the pinned screw dislocation on Grain 2. Imaging conditions: (a)-(d) 20 pA, -0.01 V. 

demonstrates the effect of annealing to further relax defects within or near the 

boundary, to reduce the intrinsic stacking faults and the elastic stress associated 

with these. Although these observations fit well with the structural and stress-

induced description of 9R/12R polytypes, to clarify the subsurface partial 

dislocation emission mechanism that leads to these metastable phases in [111] tilt 

emergent grain boundaries and its interaction with the core-shifted boundary, 

molecular dynamics simulations are necessary. 

The effects of the boundary twist are also manifested at low-temperature. In Fig. 

5.11, a series of STM topography images obtained from different regions along the 

boundary demonstrate the influence of screw dislocations on the grain boundary 

structure at the nanoscale. Here, the screw dislocations are pinned at the grain 

boundary, but their trace extends across the boundary for about 20 nm, towards 

Grain 2. As explained previously, screw dislocations are observed along the 

boundary to relax the high elastic strain due to the twist component of the bicrystal 

and to accommodate the mismatch between two grains. 
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Figure 5.12: STM topography image obtained at low-temperature (77 K) showing the 
regions of screw dislocations crossing the grain boundary. Blue arrows indicate the local 
distortions at the edge dislocation as indicated by high corrugation amplitude, induced by 
the pinned screw dislocation on Grain 2. The line profiles are plotted in (b), showing the 
monatomic step height of screw dislocations on Grain 2 (red) and on Grain 1 (grey). The 
black line corresponds to the line profile along the grain boundary. (d) Zoom-in plots of 
line profiles in regions of distorted sites indicated by blue arrows and matching colours in 
(b), showing the down-shift of the boundary surface level, after the distortion. (c) 3D 
perspective view of the region marked by the box in (a), visualizes the distorted 
dislocations. Imaging conditions: (a) 20 pA, -0.01 V. 

Of note, especially in surfaces such as those presented in Fig. 5.11, where the screw 

dislocations are pinned and incapable of arranging themselves freely, the 

equilibrium configuration might not have been achieved. Consequently, as the 

observations in Fig. 5.11 suggest, the effect of these pinned screw dislocations is 

manifested by the local vertical rearrangements of the stacking faults along the 

boundary. In each image, the blue arrows indicate distortions in the otherwise 

perfect structure of the edge dislocation array. At these points, there is an out-of-

plane (normal to the surface) jump, localized at a single edge dislocation aligning 

with where the screw dislocations end (marked by dashed white lines) in Grain 2.  
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This out-of-plane dislocation jump is more clearly seen in Fig. 5.12 (a), which shows 

the STM topography from a different region in the surface, with a similar screw 

dislocation arrangement to that showed in Fig. 5.11. The full-scale STM topography 

image without the line profiles, which displays the grain boundary clearly is 

provided in the Appendix A. 7. The line profiles obtained along the boundary, across 

the steps and across the screw dislocation extensions in Grain 2, are presented in 

Fig. 5.12 (b). In order to better visualise the distortions induced by the screw 

dislocations, a 3D view of the area marked on Fig. 5.12 (a) is displayed in Fig. 5.12 

(c). Here, the distortions on the single edge dislocations are indicated by the blue 

arrows, revealing the localized height increase. 

As shown in Fig. 5.12 (b), the line profile obtained across the steps (grey curve) 

indicate a 2.1 Å corrugation amplitude, representing monatomic steps. The cross 

section (red curve) across the screw dislocations extending to Grain 2 also appears 

to have formed monatomic steps of 2.1 Å, and the difference in slope along Grain 

1 and Grain 2 arising from the twist component, is clearly observed. Along the 

grain boundary, the deviations from the regular pattern of the dislocation sequence 

induced by the distorted dislocation are emphasized in Fig. 5.12 (d). In zoomed-in 

line profiles obtained at the three features indicated by the blue arrows along the 

grain boundary, with horizontal positions corresponding to each one of the three 

screw dislocations, it is observed that the localized distortion is followed by a 30-

40 pm down-shift. Interestingly, the middle line profile (green) corresponding to 

the middle feature, the only one with the screw dislocation extending into a vacancy 

island, first proceeds by an up-shift of about 20 pm, followed by the down-shift.  

In chapter 4, the influence of emergent grain boundaries on the surface manifesting 

as out-of-plane rotation of grains due to the inclination of the dislocation cores into 

low-energy configurations was explained and illustrated both for low- and high- 
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angle grain boundaries. While the general behaviour is dictated by the geometrical 

relation between the misorientation angle 𝜃𝜃, the out-of-plane angle 𝜑𝜑 and the 

inclination angle 𝜓𝜓, the accommodation of the out-of-plane angle in low- and high- 

angle grain boundaries was shown to be different in terms of their spatial extents. 

Such that, in high-angle grain boundaries, the out-of-plane tilt is more localized, 

whereas in low-angle grain boundaries a global angle is observed. This difference 

was explained as being due to variations in the extent of the subsurface inclination 

of the core-shifted boundary, being deeper in LAGBs and more shallow in 

HAGBs167. 

To explain the effect seen in Fig. 5.11 and Fig. 5.12, we speculate that, as observed 

in the behaviour of out-of-plane tilting, the stress field around the LAGBs extends 

wider, whereas in HAGBs, it is rather more localized and more dense in a shorter 

range. Hence, the elastic stress field of grain boundary, with the added increase in 

the dislocation energy at the free surface, is likely to be disturbed by the local 

variations in the nearby stress field due to the presence of the screw dislocation 

ending nearby, resulting in an out-of-plane faceting along the grain boundary plane. 

From the results presented thus far, it is understood that the twist across the grain 

boundary is macroscopically compensated by the formation of a high density of 

screw dislocations. In nanoscale, as observed in Fig. 5.11 and 5.12, the presence of 

nearby non-equilibrium configurations of screw dislocations is reflected on the 

otherwise perfect arrangement of the edge dislocations along the boundary, 

resulting in a downshift, at locations where the boundary plane intersects the free 

surface. In the absence of nearby screw dislocations, a different compensation 

mechanism is observed along the non-interrupted boundary.  
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Figure 5.13: (a) STM topography image obtained at low-temperature (77 K), grain 
boundary is marked by the black arrow (b) close view STM topography of the area marked 
by the red box in (a). The suppressed dislocations are marked by the blue arrows. (c) Line 
profiles obtained on the surface in (b), at 1 nm (red) and 3 nm (green) distance from the 
boundary. Line profile along the boundary (black) shows the suppressed dislocations, 
marked by blue arrows. (d) Cross section measured across the boundary, over each 
depression between stacking faults, from left to right, as indicated by the colour scale in 
(b), parallel to arrows. (e) 3D perspective view of the region in (each row was aligned by 
median line subtraction for better visualization of suppression effect in 3D) (b). Imaging 
conditions: (a)-(b) 20 pA, -0.01 V. 

A clear example of this is presented in Fig. 5.13. In addition, this effect can also be 

observed in Fig. 5.6 (also provided in Appendix A. 5), as well as in the screw 

dislocation-free parts of the grain boundary in Fig. 5.11 and Fig. 5.12. Due to the 

wide 𝑧𝑧-range in Fig. 5.13 (a), it is difficult to visualize the grain boundary and a 

high contrast image showing the grain boundary is provided in the Fig. 5.13 (a) 

inset and also in the Appendix A. 9 for better visualization. The close view STM 

topography image of the region marked in Fig. 5.13 (a) is displayed in Fig. 5.13 (b) 

for better visualization.  

The line profiles recorded along the boundary, and 1 nm and 3 nm away (red and 
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green curves, respectively) from the boundary presented in Fig. 5.13 (c) reveal the 

reduced corrugation amplitude of individual dislocations in every 4-6 dislocations. 

These suppressed dislocations are indicated by blue arrows both in the STM 

topography (Fig. 5.13 (b)) and in the line profile (Fig. 5.13 (c)). These segments of 

dislocations generate vertical facets along the boundary with a slope corresponding 

to ~0.15°, which is not observed at 3 nm distance from the boundary.  

The cross sections obtained across each depression along the boundary indicate a 

twist of ~0.23° between two grains, in this region. The suppression, and the 

inclination that follows, are less prominent on the surface at 1 nm from the 

boundary, and not observed at all 3 nm from the boundary, indicating that it is 

localized just at the boundary. Notably, there is no clear indication of a correlation 

between the presence of point defects and the occurrence of dislocation 

suppressions, although the stress field interactions cannot be ignored. We therefore 

attribute these suppressions creating a sawtooth-like profile along the grain 

boundary to the readjustment of the grain boundary plane as it meets the twist-

induced sloping of surface plane, in the absence of screw dislocations. The 3D view 

of the same region (Fig. 5.13 (b)), illustrated in Fig. 5.13 (d), provides a better 

visualization of the suppressed dislocation steps along the grain boundary subjected 

to twist.  This boundary plane vertical faceting, to our knowledge, has not been 

reported before. We thus emphasize that confirmation by MD simulations will be 

necessary to achieve a deeper understanding and to quantitatively explain these 

observations.  

Another notable observation on the relaxed Cu bicrystal was disconnections, which 

occur due to the shift of the grain boundary plane to another plane, normal to the 

grain boundary. These line defects are frequently observed along the grain 

boundary, and reportedly play an important role in the dynamic processes  
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Figure 5.14: STM topography images obtained at low-temperature (77 K) showing 
disconnections on grain boundary. Yellow arrows indicate the disconnections along the 
boundary in (a), (b) and (c). (d) shows the width and height of the disconnection 
dislocations on a close view area in (a). Imaging conditions: (a) 22 pA, 0.2 V (b) 23 pA, 
0.2 V (c) 24 pA, -0.01 V. 

governing the mechanical response and plastic deformation of materials through 

grain boundary migration336–339.  

Presented in Fig 5.14, in-plane (lateral) shifts normal to �110̅� grain boundary plane 

are observed along the Cu BC boundary. At low temperature, these configurations 

are observed to be stable, with no evidence of further stepping or evolution. The 

disconnections at each STM topography image are indicated by yellow arrows, 

reflecting the direction of the motion. Following each disconnection, the grain 

boundary plane adjusts itself back to �110̅�. The step height (ℎ) and width (𝑤𝑤) of 

each of the observed disconnections, except at the screw dislocation-boundary 

intersections, are observed to be equal in nanoscale as measured in Fig. 5.14 (d), 

with values of ~0.78 nm and ~1.16 nm, corresponding to a step of approximately 3 

atomic planes and Burgers vector content of approximately ~5𝑎𝑎/
√

2 along �10̅1�, 

respectively.  
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Figure 5.15: STM measurement of the emergent grain boundary groove profile, low-
temperature (a) 3D view of the grain boundary, from 2D image size: 9.8×9.8 nm2 (b) line 
profiles obtained across the grain boundary over the stacking fault ribbon, and between 
two dislocations indicated by red and blue lines, respectively. The out-of-plane angle is 
obtained from the calculated slope of the blue curve, indicated by green. (c) a close view 
STM image of the area corresponding to the area marked by the box in (a), showing the 
details of the 8 atoms making up the width of the stacking fault. Imaging conditions: (a) 
20 pA, -0.01 V (c) 2.2 nA, -0.01 V. 

5.2.3.  STM measurement on emergent grain boundary in atomic scale 

Fig. 5.15 (a) shows the 3D view of the periodic dislocation array along the Cu BC 

grain boundary. Similar to the demonstrated out-of-plane tilt as part of the 

restructuring of the emergent grain boundaries creating valleys and ridges on the 

surfaces of NC Cu (111) films, the emergent grain boundary in the Cu BC is also 

observed to adjust itself into a valley by the out-of-plane rotation, as indicated by 

the line profiles recorded across the boundary.  

At the core of the 2.8 nm-wide stacking fault ribbon, the groove depth is measured 

approximately ~50 pm, as shown in Fig. 5.15 (b). In order to investigate the 

validity of this value and check the groove profile dependence on the bias, the 

boundary was scanned with different biases. These multiple bias scans (provided in 

the Appendix A. 10) show a decreasing groove profile depth with the increasing  
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energy, 0.5 V above the Fermi level (𝐸𝐸F), whereas no significant variations were 

observed in the corrugation amplitude measured with different biases below 𝐸𝐸F. 

Further analysis of groove profile obtained from the line profile across the boundary 

indicates an out-of-plane rotation of approximately 𝜑𝜑=0.073 rad (4.18°), just below 

that predicted by the geometrical relation (𝜑𝜑=0.08, 4.58°). Here, the out-of-plane 

tilt of grains in Cu BC (𝜃𝜃 = 13.17°) is predominantly determined by its global 

angle.  

The stacking fault ribbon created by the out-of-plane stepping of Shockley partials 

exhibits a curved structure, as shown in Fig. 5.15 (a). The grain boundary is formed 

by the arrangement of these stacking faults, with a characteristic periodicity 

determined by the degree of misorientation. The curvature of the stacking faults as 

viewed along 𝑒𝑒-axis, is a result of the deformed {111} planes as they extend from 

Grain 1 to Grain 2, to compensate the mismatch between the two grains. The close 

view atomic resolution STM topography image of each one of these stacking faults 

presented in Fig. 5.15 (c) reveals the 8 atoms with higher corrugation amplitude, 

making up the width of the stacking fault ribbon. These are also clearly observed 

in the top view of the MS simulated structure, shown in Fig. 5.18 (a). 

Fig. 5.16 shows the atomic resolution STM topography image of the grain 

boundary. The boundary period vectors, along with the crystallographic 

orientations of both grains marked on the image, experimentally confirms the 

previously calculated bicrystal boundary configuration. In defect-free regions, the 

grain boundary reveals the distinct periodicity of partial dislocations with Burgers 

vector content 𝒃𝒃 = 𝑎𝑎/
√

2 in every five atomic rows, denoted as [5, 1].  

Consequently, the period vector of length |𝒑𝒑| = 𝑎𝑎
√

4 + 9 + 25/2 = 11.16 Å, is also 

confirmed by the dislocation spacing 𝑑𝑑 ≈ 11.06 Å, measured on the line profile (Fig. 

5.16 (c)) obtained across the boundary in Fig. 5.16 (a) and 𝑑𝑑 ≈ 11.23 Å, measured  
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Figure 5.16: Atomic structure of the emergent grain boundary on Cu BC surface (a) Atomic 
resolution STM image showing the periodicity of the eGB of misorientation angle 𝜃𝜃 =
13.17°, along with the boundary period vectors, boundary normal vectors and mean period 
vectors in both grains. The grey dotted lines are along �110̅� and white solid lines are along 
�11̅2̅�, in units of the lattice constant 𝑎𝑎. The inset shows the 8 atoms above the surface 
level, making up the stacking fault width. (b) 3D view of (a). (c) Line profile obtained 
along the boundary on as marked by the red line in (b). (d) atomic resolution STM image 
showing the 5 atomic rows between the stacking faults. The line profiles obtained on (d), 
are shown in (e). Imaging conditions: (a)-(a)-inset-(b) 3 nA, -0.01 V (d) 3.1 nA, -0.01. 

on the line profile (Fig. 5.16 (e)) obtained across the atomic resolution image of the 

region between partials. Following the methodology from chapter 4, by Frank’s 

equation sin(𝜃𝜃/2) = |𝒃𝒃|/2|𝒑𝒑| = |𝒃𝒃|/2𝑑𝑑 ̅ (Eq. 3.15), the experimentally measured 

misorientation angle is confirmed as 𝜃𝜃 = 13.04°. As shown in the Fig. 5.16 (a) inset, 

8 atoms comprising the separation width of Shockley partials are observed to be 

higher above the 5 rows comprising the periodicity dislocations, indicated by the 

yellow arrows. This region of 5 atomic rows between the dislocations is better 

resolved in Fig. 5.16 (d), but the resolution of the high corrugation atoms is reduced. 

A high-contrast STM topography image is provided in the Appendix A. 11.  
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Figure 5.17: Molecular statics simulations of Cu BC grain boundary with 𝜃𝜃 = 13.17° (a) 
perspective view of the simulation cell (b) perspective view of the core-shifted grain 
boundary. 

These experimental observations are also confirmed in the MS simulations. The 

grain boundary was compared with the simulations developed using LAMMPS to 

confirm the experimental results and to further understand, quantify and visualize 

the extent of subsurface grain boundary relaxation, as described in chapter 2.  

The emergent symmetric tilt grain boundaries with subsurface inclinations leading 

to symmetric out-of-plane rotation of the grains, namely core-shifted emergent 

boundaries, can be modelled as straight wedge disclinations. The simulation cell, as 

displayed in Fig. 5.17 (a), containing two grain boundaries with equal and opposite 

misorientation (𝜃𝜃 = ±13.17°) was built and periodic boundary conditions in 𝑒𝑒 (⊥

to the boundary plane normal 𝑵𝑵�), 𝑑𝑑 (∥ to the boundary plane normal 𝑵𝑵�) and 𝑧𝑧 

(along surface normal [111]) were applied. Grain boundaries were then calculated 

by using embedded atom method (EAM) interatomic potential for Cu214,215. The 

geometry of the CS eGB, shown in the perspective view in Fig. 5.17 (b), of 

misorientation angle 𝜃𝜃 = 13.17° is described by a wedge disclination of 

misorientation angle 𝜃𝜃 = 13.17°, rotation depth ℎ, and width 2 ⋅ ℎ ⋅ tan 𝜑𝜑/2, where 

𝜑𝜑 is the out-of-plane rotation angle. The structure is then relaxed to achieve the  
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Figure 5.18: Molecular statics simulations of Cu BC grain boundary with 𝜃𝜃 = 13.17°, colour 
coded by energy (a) top-view of a segment comprising 3 dislocations showing [5, 1] 
periodicity. (b) side view along 𝑑𝑑-axis shows the shifted dislocation core. The high energy 
atoms are deleted to show the low-energy dislocation core atoms. (c) side view along 𝑒𝑒-
axis, showing the width of the stacking fault ribbon, becoming wider as approaches the 
surface.  

lowest-energy configurations by energy minimization. 

The CS eGB is built using a methodology based on an analogy to the climb 

mechanism of a single edge dislocation emerging on the free surface, which proceeds 

through the shift of the dislocation line (boundary core) along the boundary plane 

by the incorporation of point defects such as vacancies or interstitials to form, 

move, or annihilate jogs, as described in chapter 3340. A similar mechanism can be 

applied to the emergent grain boundary to shift the dislocation core, by 

systematically deleting or inserting core atoms, and valley or ridge emergent grain 

boundary structures are obtained213.  

Following this, the dislocation core of the relaxed ideal (zero atom 

deletions/insertions) grain boundaries in suspended films is shifted systematically 

to calculate the discrete energetics at each stage of the core shift, by means of the 

total of interfacial energy and relaxed ideal emergent grain boundary energies as a 

function of the number of deleted/inserted atoms. Through this method, the 

rotation depth (due to core-shift), as well as the volume to which it corresponds, 

can be calculated in terms of the geometry of the wedge-shape disclination.  
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The optimized core-shifted emergent grain boundary structure obtained in MS 

simulations, visualized in OVITO and colour coded by energy, are shown in Fig. 

5.18. This restructured configuration corresponding to the optimized depth of ℎ =

2.49 nm is obtained upon deletion of a total of 30 atoms, as shown in the side-view 

in Fig. 5.18 (b). The grain boundary dislocation period of 5 atomic rows, as 

calculated by the period vector 𝒑𝒑 using bicrystallography and measured 

experimentally, is also observed in the top-view of simulations as seen in Fig. 5.18 

(a). The stacking fault that makes a step up on the surface, resulting in relatively 

higher corrugation amplitude as seen in experimental results, can also be seen in 

the top-view image in Fig. 5.18 (a) as higher energy atoms that are arranged 

periodically in every 5 atomic rows. Notably, as observed in the front-view 

presented in Fig. 5.18 (c), the stacking fault ribbon becomes wider as it intersects 

the free surface, as the Shockley partials reorienting themselves to align with the 

Burgers vector317. 

The optimization of ℎ to achieve the triple junction configuration of minimum 

energy (𝜓𝜓 = 19.5°) for 𝜃𝜃 = 13.17° and 𝜑𝜑 = 0.08° can be visualized more clearly in 

the plot presented in Fig. 5.19 (a). Here, the behaviour of the (intensive) core-

shifted emergent grain boundary energy, as a function of depth ℎ, is fitted by the 

parabolic equation216, 

 𝜖𝜖𝐶𝐶𝐹𝐹𝐶𝐶 = 𝐶𝐶 ⋅ ℎ2 + 𝑣𝑣 ⋅ ℎ + 𝑤𝑤 (5.1) 

where the quadratic term 𝐶𝐶 ⋅ ℎ2 corresponds to the excess bulk energy due to 

rotation, and the linear term 𝑣𝑣 ⋅ ℎ is related to the interfacial energy due to grain 

boundary energy variation caused by the [111] → [112] shift and excess surface 

stress, associated with the creation of the wedge disclination. Through comparison 

of the quadratic term for minimum energy configurations of CS eGBs with different  
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Figure 5.19: Molecular statics simulation optimization of rotation depth (a) core-shifted 
emergent grain boundary energy plotted as a function of the depth ℎ, shows the fitted 
parabolic equation defining the interplay between elastic stress and the interfacial energy, 
through the quadratic term and linear term, respectively. (b) Schematic of the straight 
wedge disclination geometry in terms of the rotation depth and out-of-plane angle 𝜑𝜑. 

misorientation angles, the quadratic coefficient 𝐶𝐶 is found to be a function of ~𝜑𝜑2, 

through a constant (~6.70) described by the elastic constants (shear modulus 𝐺𝐺 

and Poisson’s ratio 𝜈𝜈). Noticeably, in Fig. 5.19 (a), as ℎ increases beyond the 

optimized depth, the CS eGBs energy increases due to the increased contribution 

of the excess elastic energy from the quadratic term. This demonstrates the effective 

interplay between the interfacial energy (determined by the linear term) and the 

elastic stress field introduced by out-of-plane rotation (determined by the quadratic 

term), hence the unavoidable nature of the restructuring behaviour of core-shifted 

emergent grain boundaries. 

5.3. Conclusion 

In this chapter, the out-of-plane tilting previously demonstrated to occur in 

nanocrystalline thin films was also shown to be present on the surface of a copper 

bicrystal comprising a single engineered grain boundary of misorientation angle 𝜃𝜃 =

13.17°. This shows that the energy minimization-driven out-of-plane tilting that 

comes with core-shifted emergent grain boundaries, due to the increased ability to 
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relax at the surface, is observed as a pronounced surface phenomenon. 

The grain boundary geometry was described in terms of the five macroscopic 

degrees of freedom and the boundary was constructed by in-plane rotation of the 

two grains by 𝜃𝜃/2 = ±6.85°. Following the median lattice concept, grain boundary 

normal vectors and boundary period vectors were found as 𝒏𝒏′ = �781̅� and 𝒑𝒑′=�32̅5̅� 

for Grain 1, and similarly 𝒏𝒏 = �87̅1�̅ and 𝒑𝒑 = �23̅5̅� for Grain 2. The SEM and 

EBSD characterizations of the Cu BC sample revealed the macroscopically uniform 

grain boundary located approximately in the centre of the sample with uniformly 

[111] textured surface. The disorientation angle frequency distribution displayed a 

misorientation angle of 𝜃𝜃~13°. A 2D layer of OHC copper oxide was found to form 

on the Cu BC at early stages of 𝑖𝑖𝑛𝑛 𝑠𝑠𝑖𝑖𝑡𝑡𝐶𝐶 cleaning. This low-oxygen-content form of 

2D ordered copper oxide was localized around the grain boundary and nearby steps, 

indicating the high reactivity at these sites due to the high energy associated with 

the high degree of disorder. 

On clean Cu BC surface at room temperature, the surface was frequently observed 

to be undergoing dynamic changes, especially on the regions of high step and screw 

dislocation density. This was attributed to the thermodynamically unstable sites 

evolving into thermal equilibrium configurations, at room temperature. The edges 

of monatomic steps of screw dislocations emanating from the grain boundary 

towards the grain on one side (Grain 1) were observed to readjust and move past 

the boundary, transmitting the screw dislocation to the other grain (Grain 2). Once 

this occurred and a metastable configuration was achieved, the extent of dynamics 

near the boundary was observed to reduce significantly and was limited to minor 

adjustments of the step edges at kink sites. In configurations where dynamics were 

minimized, a distinct phase was observed to accompany the relaxation near the 

grain boundary, with a periodicity similar to that of 9R phase.  
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At low temperature, the STM measurements revealed the significance of the twist 

in the Cu BC. It was found that, in the presence of incomplete screw dislocations 

terminating nearby, the grain boundary down-shifts by 30-40 𝑝𝑝𝑛𝑛. This down-shift 

was observed to begin at a single dislocation horizontally aligned with the screw 

dislocation step end, and no other down-shift was observed until another screw 

dislocation is seen. This is thought to be the grain boundary plane compensating 

as part of relaxation in response to the variations in the nearby stress field.  

Any misorientation arising from the twist of the grains is compensated by the screw 

dislocations at the grain boundary, where two grains meet. An alternative 

mechanism was observed to occur at the boundary, in regions free of screw 

dislocations and where the grain boundary is not interrupted by the presence of 

screw dislocations. Here, the twist is not compensated by the screw dislocations. 

Rather, it is compensated by the out-of-plane readjustments at the grain boundary. 

This process was observed to occur by the suppression of a dislocation once in every 

4-6 dislocations along the boundary, realigning the boundary plane into a sawtooth-

like configuration as it emerges on the surface. Currently, however, the periodicity 

and its variational dependence, as well as the atomic scale readjustment of this 

relaxation are not yet clarified. 

The analysis of grain boundary and groove profile at atomic scale confirmed the 

out-of-plane tilt due to subsurface dislocation core line relaxation by inclination, 

creating a valley. The stacking fault of 2.8 nm width was observed to be located in 

a groove of ~50 pm depth and out-of-plane rotation of approximately 𝜑𝜑=0.073 rad 

(4.18°) was measured. The characteristic periodicity of Cu BC 𝜃𝜃 = 13.17° is verified 

by the atomic resolution STM topography imaging as [5,1], corresponding to one 

dislocation in every 5 rows. The measured dislocation spacing of 𝑑𝑑 ≈ 11.06 Å was 

observed to be in good agreement with the boundary period vector of length |𝒑𝒑| =
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11.16 Å, as calculated by the median lattice in section 5.1. The close view atomic 

resolution STM topography of a single stacking fault in Fig. 5.12 (c) and Fig. 5.13 

(a)-inset revealed the 8 atoms comprising the stacking fault to be higher than the 

surface level, with a higher corrugation amplitude. Considering the relatively small 

corrugation amplitude and lattice constant of Cu (111), the capability of resolving 

such small differences in corrugation amplitude was limited by the configuration 

and shape of the STM tip apex. 

Nevertheless, these results reflect the remarkable power of STM as a tool for the 

investigation of emergent grain boundaries and how they interact with the free 

surface as they intersect.  

Finally, the experimental observations were compared with the MS simulation of 

the core-shifted emergent grain boundary. The out-of-plane tilted, core-shifted 

emergent grain boundary geometry was described as a straight wedge disclination. 

Relaxed ideal CS eGBs on suspended films were used to create a valley from the 

out-of-plane tilt of grains, by deleting a single core atom from the top layers leading 

to the shift of the dislocation core. The low-energy CS eGB configuration with 

optimized rotation depth confirmed the periodicity observed in the experimental 

results. In addition, the subsurface structure of the core-shifted emergent grain 

boundary was revealed.  
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6. Conclusion & Future Work 

The presence of grain boundaries has been regarded as a major challenge in the 

downscaling industrial microelectronic applications of Cu thin films due to the 

increased contributions to resistivity and the consequent increase in RC delay. In 

the past few decades, it has also been shown that grain boundaries comprising high 

atomic disorder, especially those that emerge at the surfaces, are of significant 

potential in enhancing the performance in some other applications of thin films, 

including the metal electrodes commonly used as electrocatalysts. These 

applications rely not only on the unique characteristics of grain boundaries, but 

also how they restructure at the triple junctions as they emerge on the surfaces of 

thin films.  

In this thesis, the emergent [111] tilt grain boundaries on Cu (111) surfaces have 

been studied using scanning tunneling microscopy. Firstly, in chapter 4, the grain 

boundaries on the surface of 50 nm thick NC Cu films have been explored. With 

the aim of optimizing the surface morphology, the effect of temperature on the 

microstructural evolution of the thin film surface has been investigated using AFM 

and STM. It has been demonstrated that the surface morphology of 50 nm NC Cu 

films are optimized at ~380℃ and reveal an atomically clean surface with a texture 

comprising a rich variety of grain boundaries, whereas increasing the temperature 

further has been observed to initiate the breakup and dewetting of the film.  

It has been shown that the grain boundaries, as they emerge at the triple junctions, 

introduce an out-of-plane rotation on the surface. This out-of-plane grain tilt has 

been demonstrated to manifest as valleys and ridges on the thin film surface, as 

part of the grain boundary restructuring phenomenon of core-shifted emergent grain 
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boundaries, driven by the minimization of the dislocation core energy. 

The STM analysis of the microstructurally optimized surface of NC Cu (111) films 

at room temperature revealed that emergent tilt grain boundaries consist of arrays 

of edge dislocations, forming the stacking fault ribbon along the boundary. The 

width of the edge dislocations, each comprising two Shockley partials, and the 

spacing between them have been shown to vary depending on the degree of 

misorientation. The spacing between dislocations and the width of stacking fault 

ribbon was shown to decrease with the increasing misorientation angle, which was 

calculated using Frank’s formula. 

Through analysis of various low- and high-angle grain boundaries of valley type, it 

has been found that the degree of out-of-plane rotation due to restructuring varies 

among grain boundaries of different in-plane angle. The out-of-plane rotation of 

low-angle grain boundaries extend wider, whereas high-angle grain boundaries show 

a local groove.  

Although these comparative evaluations revealed the typical trend in the 

restructuring behaviour of emergent grain boundaries on the surface of NC Cu thin 

films, accurate detection of the misorientation angle, Burgers vector and fine 

structure of the grain boundaries require low-temperature STM measurements to 

achieve atomic resolution, which was challenging at room temperature. In addition, 

molecular statistic simulations of each grain boundary is a powerful technique to 

reveal the quantitative description of the out-of-plane restructuring, as a function 

of the subsurface dislocation core restructuring and misorientation angle. 

Secondly, in chapter 5, a copper bicrystal with an engineered grain boundary (𝜃𝜃 =

13.17°) was utilized to explore the emergent grain boundary structure, in a system 

where any residual stress from thin film growth process and substrate/film interface 

were eliminated. During the early stages of sample preparation and measurements, 
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any contamination was initially found to be present at the grain boundary and its 

vicinity, attributed to the increased reactivity of these high energy sites and low 

level of oxidation.  

At room temperature, less stable regions of the bicrystal surface frequently revealed 

step dynamics. During these measurements, the readjustment of a screw dislocation 

via diffusion was captured dynamically, in real time. At metastable sites, while no 

significant dynamics were observed, a polytype phase with a periodicity similar to 

that of the 9R phase was found. This was attributed to the emission of Shockley 

partial dislocation loops as part of the relaxation near the surface at the triple 

junction, facilitated by the high mobility of intrinsic defects and copper atoms, at 

room temperature. In the future, it is aimed to simulate this mechanism using 

molecular dynamics, to understand the dislocation emission mechanism and the 

conditions that lead to this experimental observation. 

At low temperature, a significant observation was vertical faceting of the boundary 

plane that is localized along the grain boundary itself, accommodated by the 

periodic vertical displacement of edge dislocations that comprise the boundary. 

Although this was attributed to the relaxation of the elastic strain due to the low 

twist component in the absence of screw dislocations, the precise degree of twist 

and the corresponding dislocation arrangement remains unclear, which we aim to 

uncover in future work. 

The restructuring observed on the NC Cu thin films has also been observed on the 

surface of fully-relaxed well-annealed Cu (111) bicrystal, confirmed by the measured 

out-of-plane angle which is in good agreement with the geometrical relationship. 

The periodicity and misorientation angle of this emergent tilt grain boundary ([111], 

𝜃𝜃 = 13.17°) has been confirmed in atomic detail, and it was shown that the [111] 
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rows of atomic planes bend as they extend from one grain towards the other, 

accommodating the mismatch in a continuous and organised fashion. 

Finally, the experimental results were compared with the molecular statics 

simulations of [111], 𝜃𝜃 = 13.17° core-shifted emergent tilt boundary, the geometry 

of which is described as a wedge disclination at the free surface. The optimized 

depth of rotation (extent of restructuring), demonstrated to correspond to the 

energy minimum, is determined by the interplay between the interfacial energy and 

the elastic stress. In the future, it would be a crucial step on the way to complete 

the picture of grain boundary restructuring, to confirm the subsurface restructuring 

using transmission electron microscopy. However, it is acknowledged that an 

extensive effort is required to minimize the external stress induced by lamella 

preparation, to allow the precise detection of the relatively shallow subsurface 

restructuring in the relaxed boundary. 

These findings also lead the future of this research towards the exploration of the 

restructuring mechanism in other materials, specifically fcc metals, to further 

enlighten the effect of material properties and intrinsic surface stress (i.e., Au (111)) 

on the mechanism that drives the grain boundary restructuring.  

The interaction of the grain boundaries with the free surface in copper, as this work 

aimed to explore, facilitates the manifestation of the boundary core restructuring, 

at/near the surface. The grain boundary restructuring, the extent of which mainly 

depends on grain boundary characteristics, is expected to play a determining role 

in the applications of nanocrystalline thin films that rely on mechanisms governed 

by the surface quality, grain boundary density and character. Specifically, for the 

microelectronics industry relying on the electron transport mechanisms within thin 

film interconnects, electrocatalysis applications determined by the site-specific 
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selective catalytic activity, or in developing high-strength nanomaterials, it is 

believed that the restructuring at the grain boundaries will have a significant effect 

in the overall performance. Beyond completing the picture of the restructuring 

mechanism experimentally and theoretically, high performance nanomaterial 

systems can be engineered by discovering and developing methods for selective grain 

growth so as to enhance the density of favoured core-shifted emergent grain 

boundaries. 
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A. 4: STM topography images showing the dynamics along the grain boundary, in a total 
of 13 hours, at room-temperature (293 K) Imaging conditions: (a)-(d) 22 pA, -0.2 V. 

 

A. 5: STM topography corresponding to Fig. 5.6, with line profile along the grain boundary, 
suppressed dislocations are marked by blue arrows and (c) 3D view. Imaging conditions: 
21 pA, -0.01 V. 



APPENDIX 

185 

 

A. 6: STM topography of dislocation pattern near Cu BC (𝜃𝜃 = 26.01°) grain boundary (a) 
STM topography image showing the dislocation stripes emanating from the grain boundary 
with ~17° and the corresponding cross section in (b). (c) shows a zoom-in view and (d) 
line profile corresponding to the height corrugation amplitude of stripes. Imaging 
conditions: 20 pA, 0.1 V. 

A. 7: LT-STM topography image shown in Fig. 5.12 (a), displayed without line profiles. 
Imaging conditions: (a) 20 pA, -0.01 V. 
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A. 8: STM topography images corresponding to Fig. 5.13, without line-correction. 
Suppressed dislocations are marked by blue arrows. Imaging conditions: (a)-(b) 20 pA, -
0.01 V. 

 

A. 9: STM topography image corresponding to Fig. 5.13 (a), displayed with high-contrast 
for better visualisation of the grain boundary across the steps. Imaging conditions: (a)-(b) 
20 pA, -0.01 V. 
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A. 10: Multiple-bias LT-STM topography images and the corresponding groove profile for 
each. Imaging conditions: (a) 0.3 nA, -1 V (b) 0.3 nA, -0.5 V (c) 0.3 nA, -0.05 V (d) 0.3 
nA, 0.5 V (e) 0.3 nA, 1 V. 

 

A. 11: LT-STM topography atomic-resolution images corresponding to Fig. 5.13 (a). 
Cropped area (b) is displayed with high-contrast in (c) Imaging conditions: 3 nA, -0.01 V. 
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