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Abstract 

Cross-sectional pmfiles of medieval mouldings are 
often considered to be a vital form of data to Art 
Historians. Mouldings were often used to highlight 
salient areas of buildings, and they provide a wealth 
of information. To date little use of computer tech- 
nology has been made in their acquisition, storage 
and analysis. This paper presents a representation 
for such planar curves, and an algorithm for its ex- 
traction from planar curves. The representation uses 
geometric primitives specificalh line and arc seg- 
ments, which allows the curves to be represented in 
a compact form, approximating the circular sections 
more eflectively than using linear segments alone. 
These idealised models provide templates which pro- 
vide a means for the identification of specific features, 
within profiles, which can then serve as characteris- 
tics for use in case-based reasoning. 

1 Introduction 
Medieval buildings are often considered to be one 
of the most beautiful types of architecture. One of 
their most notable features is the widespread use of 
carved stone to decorate salient structures, such as 
pillars, arches and the surrounds of windows and 
doors. There is a strong desire among Art Historians 
for preservation of these works. It is often not pos- 
sible to prevent the deterioration of the stone work, 
due to environmental and financial difficulties. One 
collection of stones was actually buried for later re- 
trieval. Further details on these mouldings may be 
foundin [13, 14, 15, 16, 17, 231. 

The vast majority of the mouldings found in build- 
ings consist of a pattern which runs along the length 
of an arc, or radially around an axis, see Figure 1. 
Traditionally historians have described these mould- 
ings by using a cross-sectional curve, often referred 
to as a “moulding profile”. These profiles are often 
recorded on paper, having been measured using a va- 
riety of manual techniques, which are often unreli- 
able, time consuming and require substantial exper- 
tise and care. Their storage requires vast amounts of 
paper to be filed. 

Another important reason for keeping records of 
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these works, is that is has long been believed that 
their structure contains information about their ori- 
gins, as a particular mason, or school of masons, 
would favour certain features or sequences of fea- 
tures. Thus when trying to reason about the origins 
of a particular stone it is essential to be able to per- 
form cross-referencing. Maintaining a manual index- 
ing of a large collection of paper can be very time 
consuming and doesn’t lend itself to comprehensive 
analysis. The representation of moulding profiles as 
digital curves reduces the storalge requirements con- 
siderably and, allows large collections to be widely 
accessable. 

Reducing the size of the representation has impor- 
tant effects on the cost of performing comparisons 
and indexing, which are important factors in case- 
based reasoning [12, 201. In the rest of this paper 
we describe a technique for exbracting a compact rep- 
resentation from a digital planar curve. The repre- 
sentation utilises geometric primitives, lines and cir- 
cles, to represent the geometry of the moulding. This 
not only provides a more compact representation, but 
also tries to represent the geometric constructs which 
were used in the original design. This can be justi- 
fied by observing that the masons used relatively sim- 
ple geometry, the arrangement of which evolved over 
time [13, 14, 151. 

The rest of the paper is arranged as follows; in 
Section 2 we make reference to traditional and ma- 
chine vision based techniques for collecting these 
profiles and introduce the form of data we consider. 
In Section 3 we introduce the algorithm, detailing the 
phases involved in approximating the models. In Sec- 
tion 4 we compare the algorithms performance to that 
of one which uses linear segments alone. The paper 
ends in Section 5 with conclusions and future work. 

2 Profile Acquisition 

As mentioned in Section 1 traditional methods for 
recording moulding profiles use manual techniques 
for the acquisition phase. These include shaping mal- 
leable wire across the surfacle of the stone (this is 
then transferred to paper); tracing the outline of the 
stone when the stone is ex situ; the measurement of 
the depth of the folds from a reference line; and us- 
ing a template former which is a comb with mobile 
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(a) Arch 

Figure 1: Rendered Examples of Medieval Mould- 
ings and their Cross-Sections 

teeth. All of these methods usually result in a draw- 
ing of the cross-section of the stone, which can then 
be digitised using a digitising tablet, or scanned and 
extracted using segmentation etc. 

The techniques mentioned all rely on the expertise 
of the person doing the work, thus considerable care 
needs to be taken to ensure quality and consistency. 
As these methods all require contact with the surface 
they pose the risk of potentially damaging the sur- 
face. A better alternative is to use vision based sen- 
sors, such as those reviewed in [3] and [ 111 . These 
sensors usually produce a set of range measurements, 
in a point, line or area configuration. Most commonly 
a line based configuration is used as this provides the 
most cost effective balance between speed and com- 
plexity [3, 113. 

Whichever technique is used for performing the 
measurements it is rarely the case that a moulding 
can be digitised in a single pass. This is due mainly 
to the limited working range of the scanner, and self- 
occlusion'. In order to be able to combine the sets 
of measurements (segments) into a single curve it 
is necessary to know their relative positions. This 
can be achieved by mounting the sensor on a kine- 
matic arm (such as a Faro-ArmTM), or attaching it 
to a magnetic position sensor (such as a Polhemus 
IsoTrakTM). Much work has been done on merging 
sets of points and fonning compact surface triangu- 
lations [l ,  2, 5, 6, 8, 9, 10, 19, 241 . As we are only 

' Self-occlusion is where the surface dips behind the body of the 
object and thus is invisible to the scanner. 

i L 
Figure 2: Planar curve representing the profile of a 
medieval moulding 

interested in the cross-section of the moulding, the in- 
put to the algorithm is essentially a planar version of 
the surface triangulation. The curve is constructed as 
a set of points joined by linear segments, see Figure 2. 

3 The Algorithm 
The algorithm consists of three phases. The input is a 
planar curve consisting of connected points. The out- 
put is a (connected) set of geometric primitives. In 
this paper we limit th+ set to lines and circles, but the 
algorithm can be easily extended to include higher or- 
der primitives, such as ellipses. Such a representation 
will ease the tasks of storage, retrieval and feature ex- 
traction in a case-base. The phases of the algorithm 
can be summarised as follows : 

3.1 

Approximation of the planar curve by a set of 
linear segments 

Fitting of geometric primitives to these linear 
segments 

Connecting the primitives into a connected 
chain representation 

Approximation 
As mentioned in Section 2 the input data is a set 
of connected points, which originate from either a 
scanned image or a device such as a laser scanner. As 
with any source of data there is inevitably a certain 
level of noise, and the data is usually densely spaced 
with no emphasis on dynamic levels of detail. Thus 
the initial phase of the algorithm aims to reduce the 
amount of data required for the representation. This is 
acheved by using a dynamic sampling strategy, con- 
centrating effort on areas of high detail. The multires- 
olution representation not only reduces the amount of 
data, but also reduces the effects of noise. 

The algorithm is based on the greedy insertions 
techniques used for surface tessellation and terrain 
rendering [4,6,8,9, lo]. In surface tessellation algo- 
rithms the approximation is iteratively improved by 
the addition of a single vertedpoint and the surface 
is represented by triangles connecting the vertices. In 
our algorithm, the input data is not assumed to be a 
reasonable approximation of the surface points. Thus 
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instead of inserting a vertex we insert a break, which 
splits one of the linear segments in two. These lin- 
ear segments approximate the surface by fitting Least 
Squared Lines 2. The algorithm starts with an initial 
approximation, and uses a number of criteria to de- 
termine which line to split, where to split it and when 
to stop. 

There are a number of alternatives for the choice 
of the initial approximation. The simplest is to use 
a single least squared line, see Figure 3(a). In [7] 
Weinshall uses a number of lines joining points of 
high curvature for creating approximations of planar 
curves for weak pattern matching. Schmid et. al. [22] 
also use curvature for segmenting boundary curves. 
This has the advantage of ensuring that comers are 
maintained. 

At each iteration of the algorithm it is necessary to 
decide which segment needs to be split, the one which 
is considered to be the worst approximation seems 
like a logical choice. The measurement of how good 
an approximation each segments provides can be cho- 
sen from many altematives e.g. Worst Emr,  Average 
E m r ,  Root Mean Square E m r  etc. For our purposes 
we have chosen to use the Worst E m r ,  which is de- 
fined in Section 3.3 Equation 3. It is also necessary to 
specify where to split the chosen segment. Many re- 
searchers introduce a vertex at the point which is fix- 
thest from the current approximation [4, 6, 8,9, 101, 
but since we are fitting least squared lines this is not 
desirable, as no one point is considered to be correct. 
Therefore it is necessary to perform a test break at a 
number of points to find the best place to break the 
segment. A less expensive alternative is to simply 
break the line segment in the middle, see Figure 3@), 
although this is may be sub-optimal. 

The algorithm terminates when the current approx- 
imation is within a threshold distance T~ of the input 
data. As with the breaking criteria there is a choice of 
the actual measure of distance. Our algorithm stops 
when the Worst E m r  is less than the supplied thresh- 
old ra. 

3.2 Fitting 
At the beginning of this phase of the algorithm we 
have an unconnected set of lines, which fit the data 
in a least squared manner. In this phase we fit geo- 
metric primitives to these lines. As we discussed in 
Section 1 it is believed that masons used such prim- 
itives to design the mouldings. Hence they should 
provide an accurate and compact representation of the 
data. The algorithm iteratively combines neighbour- 
ing segments into lines or circles. Using the same 
metric as in Section 3.1, the two segments which have 

'Least Squared Lines are found using modified Linear Regzes- 

3 ~ e  circles are formed using an iterative approximation algo- 
sion. 

rithm to find its parameters (center and radius). 

(a) Initial Approximation 

(b) First Split 

Figure 3: Greedy Splitting Algorithm with a single 
line for the initial approximation and using a midline 
split to improve the approximation 

Figure 4: The model resulting lkom the fitting of lines 
and circles 

the lowest resulting error are combined. This process 
is similar in operation to vertex removal or edge col- 
lapsing, used in surface triangulation and terrain ren- 
dering, and continues while the resulting error is less 
than a specified threshold rm. 

As the arc formed by an exaemely large circle ap- 
proximates a straight line, it b possible for the algo- 
rithm to try to use a large circle where a line would 
be considered to be correct. In o-de- +A prevent this 
from occurring short arcs and large circles are forbid- 
den. Also, as the circle is a higher order primitive 
than a line, a penalty c, is associated with fitting a 
circle. Thus a circle is only ever used when the arc 
is long enough, the circle is of an acceptable size and 
E, * c, < El, where E, and E l  are the errors associ- 
ated with fitting a circle and line respectively. 

3.3 Connecting 
The fitting phase of the algorithm yields a set of lines 
and circles which closely approximate those present 
in the input data. We have also conducted experi- 
ments using a modified versi.on of The Constrained 
Hough Transform [ 181 to oblain the set of lines and 
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Figure 5 :  Examples of bad intersections between 
neighbouring fitted primitives (a) circle and line for 
which don’t intersect, (b) two lines whose intersec- 
tion lies far off to the right 

circles present in the data. The final stage of the al- 
gorithm aims to constrain the set of primatives such 
that they form a connected chain. This is necessary 
as the fitting stage doesn’t make any attempt to con- 
sider the primitives relative to their neighbours. In 
this optional phase, a non-linear optimisation prob- 
lem is formulated, which fits a connected series of 
lines and arcs to the data. The problem is formulated 
to find the optimal positions for the intersection (end) 
points of the segments, and an interior point for each 
arc. In order to formulate the optimisation problem, 
it is necessary for us to specify initial estimates for 
the variables (points) and an evaluator for the error in 
the approximation. 

When supplying the initial estimate for the points, 
it is not always possible to use the intersection point 
of the neighbouring segments, as their least squared 
nature can prevent them from intersecting at a rea- 
sonable point, if they intersect at all, as illustrated in 
Figure 5.  Thus the mid point between the ends of the 
segments is used. 

The optimising algorithm needs to evaluate the 
residual error ~i at each of the N input points, giv- 
ing us a cost function: 

N 

E = XES. (1) 
i=l 

Thus, similar to the HausdorfDistance we have 
defined the residual ~i error of point Pi to be : 

M 
E i  = ~ i y  D(Pi,  Sj), (2) 

where segment Sj is the line/circle through the cor- 
responding two/three points, from the set of M seg- 
ments, and the distance measure D is defined, as fol- 
lows : 

d 

(a) Line (b) Circle 

Figure 6: Distance from Line Segment and Arc 

Figure 7: The connected set of segments resulting 
from the connecting algorithm 

D,(P,  S )  if S is a Circle Arc 
~ ( p ,  S) = { oI (P ,  s> i f s  is a Line Segment 

(3) 

As the lines are finitely long segments, and we are 
using a subsection of the circle, it is necessary to de- 
h e  a special distance measure, as illustrated in Fig- 
ure 6, which accounts for the shortest distance to the 
segment. This for a line we use the perpendicular 
when the point projects onto the segment : 

(4) 

and, similarly for the arc : 

11 C,- I P - C, I 11 if P projects 
onto C 

min(l - ‘8 I f  otherwise I P -  Pe I) 
( 5 )  

DC(P,C) = 

Figure 7 shows the model featured in Figure 4 hav- 
ing been optimised using the cost function (1). 

4 Analysis 
In order to evaluate our algorithm, we have compared 
it to one which uses only linear segments. We con- 
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structed a number of models which contain both arc 
and line segments. From these a set of points was 
generated, introducing noise by randomly perturbing 
the points, using a Linear Congruential random num- 
ber generator [21]. We are interested in how well 
the error is distributed throughout the model, and the 
number of primitives taken to construct it. 

Figure 8(a) shows the RMS error between the fit- 
ted models and a set of perfect points taken from the 
original model. The RMS error for N points is evalu- 
ated as : 

(a) RMS Error 

where ~i is as defined in Section 3.3 Equation 2. 
The .E: term is used so as to favour a number of small 
errors over a single large one. 

From the graph it is easy to see that our algorithm 
is better at distributing the error than one using lines 
alone. This is to be expected as the models contained 
circular sections which are poorly represented by lin- 
ear segments. The performance of our algorithm does 
degrade when the applied error approaches the merg- 
ing threshold Tm, as the algorithm starts to diverge 
from the original model and tends towards a closer 
approximation of the input data. However, it is still 
no worse than using lines alone. 

Figure 8@) shows the number of primitives nec- 
essary to approximate the input curve to the desired 
level. Our algorithm requires fewer primitives than 
one which uses lines alone, this is due to circular ar- 
eas being poorly approximated by lines. Also appar- 
ent is an increase in the number of primitives used 
when the applied noise exceeds Tm and the fitted 
model diverges from the original. 

5 Conclusions and Future Work 
An algorithm for the approximation of planar curves, 
using not only linear segments but also arc segments, 
was presented. The algorithm performs best when 
the merging threshold r,,, is greater than the level of 
noise in the curve, and at worst performs as least as 
well as using linear segments alone. The number of 
primitives is also reduced, being at worst on par with 
using linear segments alone. 

A distance measure for evaluating the goodness of 
fit was utilised, which also provides a similarity mea- 
sure for extracting features, based on these models, 
from moulding profile curves. These features will 
form an integral part of a case-based system for stor- 
ing and retrieving similar profiles based on their pres- 
ence. 

4For the graphs in Figure 8 T~ = 0.25 and T~ = 2.5. Re- 
sults are averages over 15 applications of the algorithms with 1000 
points for fitting and 5000 for RMS calculations. 
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(b) Number of Primitives Fitted 

Figure 8: The number of primitives fitted and the 
RMS error for OUT algorithm and a purely line based 
one 

The algorithm presented used only circles and 
lines. However it is easily extendible to use other 
primitives, such as ellipses, and could be extended 
to approximate non-planar curves. 
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