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Abstract: In Northern Ireland the transition from primary to secondary education is a critical process since the 
type of secondary school attended is a powerful determinant of the life-chances of individuals. In Northern 
Ireland children enter the secondary sector of education at about age eleven and the allocation process for non-
fee payers is decided by performance in two parallel tests each lasting for 50 minutes. The examination takes 
place early in the last year at primary school with an interval of about six weeks between the two tests. These 
tests, commonly referred to as the 11 plus, are of profound importance to the children, parents and the 
allocating agency. This paper attempts to assess the reliability and validity of this allocation mechanism. The 
two test papers for three consecutive years namely 1982, 1983 and 1984 (six papers in all) were completed by 
the children (n = 47) over a period of weeks. The analysis of the participants' marks was based on a second order 
factor analysis using both the structural and measurement model in LISREL. This permits the variance to be 
partitioned into three components: (a) a common component, (b) a unique component, i.e., that which is 
specific to any particular test, and (c) the measurement error variance. The validity of a test is measured by (a), 
the invalidity by (b) and the unreliability by (c). The reliability and validity of this restricted sample, suggests 
that should such results be generalised, a large number of children would have been incorrectly classilied by 
these test papers. 

I I N T R O D U C T I O N 

The 11 plus examination, in common wi th many educational and 
psychological tests, is based on the assumption that there is some 

fixed relatively stable attribute or trait which is real and can be measured. There 
is also the impl ic i t assumption that this fixed quantity of intelligence or abil i ty 
can be used to order individuals hierarchically in terms of the attribute. Hence it 



follows that individuals can be separated using some arbitrary cut-off point, into 
those who would benefit from an elite and privileged education, and those (the 
great majority) who could be largely eliminated from the race for educational 
attainment. 

These are commonplace and workable assumptions. They are commonplace 
in so far as (a) they direct our attention to the relative stability and predictability 
of much human behaviour and (b) because they present a model of human 
abil i ty which implies and perpetuates inequality. However, they are also work­
able assumptions, to the extent that it is possible to identify the criteria used to 
justify educational segregation on the basis of "ab i l i ty" . The most overt criterion 
that is used to justify the policy of educational segregation is the 11 plus test. O f 
course, there may be many other criteria involved which are implici t wi th in the 
structure of education and the wider society. A n example would be the idea that 
females, who because they do better on average than males in this examination, 
should then be discriminated against by an external criterion of maturi ty, which 
may or may not be related to abil i ty. For a more wide ranging discussion of the 
criteria involved in the selection procedure see McCormack and Bunting (1985). 

The most crucial criteria in the construction and application of tests should be 
their val idi ty and reliabili ty. Few would deny the importance of knowing 
whether or not the items in a test are indeed measuring what they are intended to 
measure (i.e., whether they are valid). Likewise it is commonly required that 
those taking a test should maintain their rank order on a subsequent application 
of the same, or similar test, thus indicating reliability. This study examines the 
val idi ty and reliabili ty of the 11 plus examination which is used to determine the 
type of secondary school attended in Northern Ireland. 

I I M E T H O D 

Respondents 
In the run-up to the 11 plus examination 47 pupils (all girls) were asked, over a 

period of three months, to complete six 11 plus papers; those of 1982, 1983 and 
1984. The 11 plus examination consists of two papers each year. These tests were 
administered by, and completed under, the supervision of the class teacher. This 
is not a random sample of children taking the test in Northern Ireland. However, 
this is not a major problem since the purpose of the study was to compare the 
results of the same pupils on different lest papers. 

'Tests 
The 11 plus examination is based on two 50 minute test papers, each wi th 100 

questions. The two papers are completed by the children in the first term of their 
seventh year at primary school wi th an interval of about six weeks between tests. 



A child is graded on the basis of his/her performance over the two papers. The 
top 20 per cent are given grade A which entitles them to a free place in a 
grammar school. A further 10 per cent receive grade M , which does not auto­
matically assure them of a place in a grammar school. The acceptance of these 
candidates as non-fee-paying pupils is at the discretion of the grammar school. 
The great majority of those taking the 11 plus are given grade G, i.e., a fail . 
These children, wi th the exception of fee-payers, have no option but to attend a 
non-grammar secondary school. 

Statistical Procedure 
The validi ty, inval idi ty and reliability of the 11 plus test was assessed by 

procedures outlined by Lord and Novick (1968) and Heise and Bohrnstedt 
(1970). 

Scores are said to be reliable to the extent that they are repeatable and hence 
reproducible in terms of (a) an alternative form of the test or (b) by repeating the 
test w i th the same individuals at different points in time. O n the other hand, the 
central issue regarding val idi ty is whether or not a test measures what it is 
intended to measure. I t is sometimes assumed that validity is the square root of 
reliability. However, as Heise and Bohrnstedt (1970) have demonstrated, this 
w i l l only hold when inval idi ty is zero. When invalidity is not assessed, then un­
wit t ingly , reliabili ty can be high due to items from a domain of content other 
than those being examined. 

In the present study, val idi ty, invalidi ty and reliabili ty were assessed using a 
second order factor analysis as described by Joreskog (1971, 1974) and Saris 
(1982). (See Diagram 1 and Table 1 for a presentation of the model.) W i t h i n this 
framework it is postulated that the two papers in each year are combined and 
that they are both at tempting to measure the same thing(s). I t is further pos­
tulated that the combined tests for each year are themselves an attempt to 
measure the same abili ty (ies) over a number of years, since we would want to 
minimise the possibility of candidates passing on one year's papers and failing on 
another year's. 



Diagram 1: The Structural and Measurement Model for Test Papers 

Y4 

)'2 

Note: y, = Paper 1 '82 
y 2 = Paper 2 '82 
y 3 = Paper 1 '83 
y 4 = Paper 2 '83 
y 5 = Paper 1 '84 
y 6 = Paper 2 '84 



Table 1: The Structural and Measurement Model can be Written in the Following 
Matrix Equations. 

Structural Model: r| = (3r| + 

' 0 0 0 Ph' H i ' 
0 0 0 024 *12 x c 2 

Tb 0 0 0 P34 13 T c 3 

TW 0 0 0 0 TW C4 

\|/„ 0 0 0 
0 \ i / 2 2 0 0 
0 0 \ | / 3 3 0 
0 0 0 Vl/44 

Measurement Model: y = A y r | + 8 

yi x u 0 0 " 

Y2 x 2 l 0 0 
ys 0 ^32 0 
Y4 0 ^42 0 

0 0 ^53 
Ye 0 0 ^63 

9E = E(ee') = 

b 1 ] 0 0 0 0 0 
0 %„ 0 0 0 0 
0 o" 0 0 0 
0 0 0 0 0 
0 0 0 0 K , 0 
0 0 0 0 0 " e e 

E(e) = 0 
E(y) = 0; E(ti) = 0; E(Q = 0 

while it is assumed that Efae') = 0; E(£e') = 0; E f a ^ ' ) = 0 
For identification purposes the following restrictions are introduced without loss 
of generality vi/ 4 4 = 1; Xn = 1; Xi2 = 1; X.5 3 = 1. 



In order to obtain validity coefficients true scores were distinguished for the 
papers in 1982, 1983 and 1984 ( r | n 2 andr^ ) . Since these tests are attempting to 
measure the same abili ty over a period of time, the question arises as to whether 
or not these true scores are indeed measuring a common ability ( r | 4 ) . This can be 
formulated as a factor analytic model, where the common factor (r | 4 ) indicates 
the shared component of the three true scores. These effects are indicated by the 
(3 coefficients. I n this way val idi ty coefficients are obtained which relate the 
dimension measured without error to the latent concept. The unique 
component for the true score for each set of tests in the model is indicated by C, 
(zeta). The variance of these unique components indicates the extent of 
invalidi ty in the test. I n other words, i t is the variance which is due to some other 
factor(s) not held in common wi th the latent factor (r | 4 ) . The effects of the true 
scores ( r | n 2 and r | 3 ) on the observed scores are represented by the X coefficients 
which when standardised and squared indicate the reliability of the individual 
tests. 

W i t h i n this model the total variance equals the sum of the common factor 
variance, the unique variance and the error variance. The division of the 
obtained score variance can be described wi th in the L I S R E L system as: 

where o2yx - total variance of y-

^fkPk, = common variance in the i variable 

^ik^kk = u n ' q u e variance in the i l h variable 

9E = measurement error in the i variable 

I t is assumed that (1) the errors are normally distributed, (2) that the distribu­
tion of the errors for all values of the true score are the same, and (3) the errors in 
the two tests are independent of each other. 

A l l the coefficients are estimated using the program L I S R E L (Joreskog and 
Sorbom, 1984). The L I S R E L procedures provide under the given conditions for 
efficient estimators of structural equation models containing unobserved vari­
ables. This approach permits the simultaneous estimation of both the para­
meters l inking the observed variables to latent, unobserved variables (the 
measurement model) and the parameters l ink ing the latent variables to each 
other (the structural model). This problem also provides a goodness of fit 
statistic, which while not without limitations (Saris el al, 1979) can nevertheless 
be used as a guide to the appropriateness of the model. Saris and Satorra (1984) 
and Satorra and Saris (1985) also provide an alternative approach. 

Such a model can be shown to be identified in both its first and second order 
factors (e.g., Costner, 1969; Wiley, 1973); and since the parts are identified the 



entire model must also be identified. Also, the L I S R E L program routinely 
searches for identification problems by checking i f the information matrix is 
positive definite. As noted by Joreskog and Sorbom (1984): " I f the model is 
identified then the information matr ix is almost certainly positive definite." 

I l l R E S U L T S 

The correlation matr ix (Table 2) indicates the relationship between scores on 
the six papers. These range from .44 between the second papers in 1982 and 1983 
to .84 for the corresponding first papers in the same years. The means for each of 
the papers are also very variable, ranging from below 50 for the first paper in 
1984 to nearly 67 in the first paper of 1983. However, the standard deviations are 
relatively consistent. 

Table 2: Correlation, Mat rix, Means and Standart I Deviations for the i Six 11 Plus 
Papers 

Variables PI '82 P2 '82 PI '83 P2 '83 PI '84 P2 '84 

Paper 1 '82 1.0000 
Paper 2 '82 .6970 1.0000 
Paper 1 '83 .8406 .5884 1.0000 
Paper 2 '83 .7344 .4398 .8105 1.0000 
Paper I '84 .7371 .6938 .7247 .5661 1.0000 
Paper 2 '84 .7566 .6100 .7727 .6828 .8102 1.0000 

Means 55.6596 61.3404 66.7447 64.6596 49.4894 58.4043 

Standard 
Devialion 16.1707 16.8462 14.8184 14.2330 15.8497 14.6994 

O n the basis of these data the statistical model, which has been described, was 
tested using the likelihood ratio test available in the L I S R E L program. The test 
statistic had a value of 10.731 wi th 6 degrees of freedom (probabili ty level = 
.097). The proposed model cannot be rejected at the .05 level and hence the 
model is accepted for the time being as a good description of the data. The esti­
mated values for the parameters in the model are presented in Table 3. 

These parameter values can be used to estimate both the common variance 
(validity) and the error variance of each test. The error variance is the sum of (a) 
the systematic error variance in the true scores which is not explained by r | 4 

(invalidity) and (b) the random error variance present in the observed variable 
(unreliabili ty). 



Table 3: Values for Coefficients in Diagram 1 

Coefficient t 'nstandardised Residual . I 'ariance Reliability 

Measurement Model 
1.000 e e 

18.445 .929 
X.2i .781 e,',!, 135.462 .523 

^ - 3 2 1.000 C 12.064 .945 
>L42 .842 61.766 .695 

1.000 K, 56.436 .775 
.969 %- 33.141 .847 

Structural Model Validity of 
true scores 

P H 14.843 22.746 .906 

P 2 4 13.514 V22 24.879 .880 

P M 12.730 V 3 3 32.728 .832 

I t can be seen from Table 4 that the common variance is very changeable. The 
first paper in 1982 has over 84 per cent of its variation coming from a common 
factor, but the second paper has less than 48 per cent of its variation in common 
wi th the latent construct. I n three of the remaining tests there is a large amount 
of variance unaccounted for by the common factor variance as shown by the 
error variance. 

These errors, signifying both test invalidity and unreliabili ty, have conse­
quences for the selection procedures, since the greater the amount of error, the 
more likely it is that those taking the test w i l l be incorrectly placed. The degree of 
incorrect selection can be obtained since (a) the probabili ty of all deviations 
from the true score (x) can be calculated and (b) the probabili ty of a value less 
than a given crit ical value (<cv ) or cut-off point can be estimated, given that x 
has a certain value. Accepting the previous assumptions, relating to the errors, 
then: Z = cv - x / o e r r o r is distributed as a standard normal variable, which means 
that the probabil i ty for all deviations from x can be estimated. 

Since it is assumed that the errors in the two tests are independent of each 
other, the error variance for the combined tests is then the sum of the error 
variance in each test. The standard error can then be determined as follows: 

CTerror = V a e

2 test! + a e

2 test2 

Where a e

2 test! = ^f k v| / k k + 8E 

o e

2 test 2 = > , 2 + l k H / k k + e 6 . + | . + | -

A n d where ^j k V|/ k k + 8E.. = the error variance for the first paper in a given year. 

X 2 + i kV|/ k k + 8E. = the error variance for the second paper in a given year. 



Table 4: The Total Variance Partitioned Into (a) the Common Variance and (b) the 
Error Variance 

Common Variance Error Variance (oe2) Total Variance 

220.315 41.191 261.506 
134.383 149.336 283.720 
182.628 36.943 219.571 
124.000 78.658 202.658 
162.053 89.164 251.217 
152.161 63.871 216.032 

PI '82 
P2 '82 
PI '83 
P2 '83 
PI '84 
P2 '84 

The error variance for the first test paper in 1982 is 41.191, i.e. (1.0 2)(22.746)+ 
(18.445) = 41.191. For the second test paper in 1982 the error variance is 149.336, 
i.e. (.781 2)(22.746) + (135.462) = 149.336. The combined error variance for the 
two test papers in 1982 is: 41.191 + 149.336 = 190.527. T o obtain the standard 
error (a ) we take the -yj of the error variance, i.e. V190.527 = 13.803. 

The misclassification of candidates can be obtained by div id ing the difference 
between the cut-off point and the true score by the standard error and consulting 
Z tables. The percentage incorrectly classified, for selected differences between 
the cut-off point and the true score, is given in Table 5. 

Table 5: Chance of Incorrect Selection for Varying Differences Between the Cut-Off 
Point and the True-Score 

Chance of being Incorrectly 
Difference Between Classified (%) 
Cut-Off Point and 

True-Score 1982 1983 1984 

1 47 46 47 
2 44 42 44 
3 41 39 41 
4 39 36 37 
5 36 32 34 
6 33 29 31 
7 31 26 28 
8 28 23 26 
9 26 20 23 

10 24 18 21 
15 14 8 11 
20 7 3 5 



A difference of 1 to 3 points between a person's true score and the cut-off mark 
in the examination, could lead to more than a 40 per cent chance of being 
incorrectly classified. When the discrepancy between the true score and the cut­
off point is 10 marks then there is a 20 per cent chance of the person being in­
correctly classified. Even wi th a 20 mark discrepancy between the true score and 
the cut-off point on a scale of 0-200 we would still expect about 5 per cent of the 
candidates to be placed in the wrong category. 

I V D I S C U S S I O N 

Any test which sets out to assess children in two 50 minute periods after some 6 
(or 7) years of schooling must itself conform to the highest possible criteria. This 
is even more so when the test has real consequences for a child's future educa­
tional and occupational chances. 

O n the basis of the results (from this restricted sample) the 11 plus 
examination leaves a lot to be desired. A t the correlational level there is a 
marked variabil i ty between supposedly parallel papers. Too much of the varia­
tion between the papers is left to extraneous and unexplained factors, e.g., item 
selection, nervousness, parental influences, etc. The papers also have fluctuating 
standards as shown by the means. This may not have an effect on the selection 
mechanism, but it does raise other issues. 

However, the central issue in any test is its reliabili ty and validity. Like the 
correlations and the means, there is a marked variation between the test papers. 
Some, like the first papers in 1982 and 1983 are very reliable and have also a 
reasonably high val idi ty component. O n the other hand, the second papers for 
the same years leave a lot to be desired in terms of both reliability and validity. 
Sizeable errors, as present in the unreliable and invalid components of a set of 
tests, can adversely affect the selection procedure. 

O f course, in any selection procedure some children/candidates w i l l be mis­
placed. Dur ing the time that the 11 plus was used as a means for selection to 
grammar schools in Britain, it was estimated that some 70,000 children a year 
were misplaced (Pidgeon, 1970). I n essence, in order to use a selection 
procedure, we have to be wi l l ing to accept some degree of unreliabili ty in our 
instrument. A crucial question then becomes (for those who wish to pursue this 
course) what level of inaccuracy are we wi l l ing to tolerate in our test? O n the 
basis of the calculations made for differences between the test cut-off point and 
person's true score, the developers of this test are apparently wi l l ing to tolerate a 
very large degree of inappropriate selection. Using our procedures and given the 
nature of the sample it is not possible to state the numbers of children who are in­
appropriately placed each year, but to misclassify a child who is 10 points above 
an arbitrary cut-off point 1 time in 5 is a cause for concern. However, care is 
required in generalising from such a restrictive sample. 



The present estimates are probably conservative for a number of reasons. I n 
the present study only one school was used. Since we are to some degree controll­
ing for a number of factors which might also have an effect on these scores, e.g., 
variabil i ty between teachers, school ethos, social class, gender, etc., there is good 
reason to suppose that should this study be extended to include other schools, 
that there would be even greater variabil i ty and hence more error present. I t is 
also possible that some serial order effect is present in the data, though since the 
model fitted without the necessity to include correlated error this does not seem 
to be as strong a possibility as might be thought. 

I t is obvious that more data would be of great assistance in coming to a more 
complete understanding of this test. M u c h of the required data is already avail­
able in tests taken by students in previous years. O n the basis of the data present­
ed in this paper there would appear to be some cause for concern, over the 
validity, invalidi ty and reliabili ty of this examination. 
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