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I I N T R O D U C T I O N 

I nformat ion about price and income elasticities o f demand is not w i thou t 
interest for economists and policymakers. A t the moment , there are many 

methods o f estimating these elasticities bu t the estimates given by the various 
systems are often very different and there is no basis for deciding which is 
the most accurate. This study attempts to throw some light on the character­
istics o f the estimating methods which are now commonly used. Four 
estimators are taken and each is applied in t u rn to a number o f sets o f 
stochastic consumption data where the elasticities are already known . By 
doing this, i t is hoped to discover how accurately the elasticities are estimated 
in a variety o f circumstances and whether the results can te l l us anything 
about the structure o f the underlying demand relationships. 

Section I I below describes the estimating methods used and the reasons 
for choosing them; Section I I I tells how the data were produced, Section I V 
describes the results o f applying the estimators to the data; Section V is an 
application o f the results to Irish data and Section V I draws conclusions. 

I I T H E E S T I M A T I N G METHODS 

A method of estimating demand elasticities consists o f two parts, f i rs t ly , a 
set o f demand equations which specifies the variables involved and the mathe­
matical relationships between them, and secondly, a numerical method for 
estimating the constants in the equations. The latter w i l l , presumably, take 
the form o f a computer programme since the amount o f calculation involved 
is generally substantial. 

Four estimating methods are considered in this paper. They are chosen 
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simply because they are the most commonly used. Ample evidence to sup­
por t this w i l l be found in Brown and Deaton (1972) and Goldberger (1967) 
together w i t h fu l l details o f their mathematical derivation and charactentistics. 
A fu l l discussion o f the programmes used is included in O'Riordan (1975) so 
there is no need to repeat i t here. I n all that follows qj and p, are the quan­
t i t y and price o f good i , y is tota l money expenditure, is average budget 
share and a, b and c are constants. 
The methods used are 
(i) The linear expenditure system (LES) 

The demand functions are 

q i = q + b i [ ( Y - 2 p j C j ) / P i ] (1) 

The estimating method is the L I N E X programme developed b y Carlevaro 
and Rossier (1970) 

* 
( i i ) The indirect addilog system ( IAS) . 

Demand functions:— 

q i = a i ( y / p i ) b i + 1 / ? a j ( y / p j )

t J (2) 

Estimator: G A D programme developed by Carlevaro and Sadoulet 
(1973). 

( i i i ) The Rot terdam System (ROS) 
Demand functions:— 

W; d(log q i ) = bi d(log y ) - 2 q . d(log P j ) (3) 

Estimator: Programme wr i t t en by author. 

The unconstrained fo rm was used; that is, symmetry and homogeneity 
were not imposed. 

(iv) Regression System (RS) 
Demand functions:— 

log q, = a + b log y + c log p; + d log p. (4) 

(where p is the impl ied consumer expenditure deflator from the 
Nat ional Accounts). 

Estimator: Simple regression programme REGREJPN (Neary, 1973) 



Systems (i) and ( i i ) satisfy the postulates o f 'Classical' demand theory in f u l l , 
system ( i i i ) does so in part and system (iv) is a rather arbitrary bu t much 
used form. Other formulations which might have been used are the direct 
addilog system and those o f Leser (1958) and Powell (1966) . However, the 
first o f these cannot be used to obtain normal demand functions and so is 
not comparable w i t h the systems used here. The other two satisfy the 
theoretical postulates in part only and so have neither the merits o f rigour 
nor s implici ty . 

I l l T H E D A T A 

The purpose is to produce sets of consumption data which contain a 
random component and in which the income and price elasticities are known . 
The procedure, which is the obvious one, may be described as follows. A set 
o f demand functions w i t h known mathematical fo rm was chosen. The con­
stants o f the functions were fixed at convenient levels. Appropriate series for 
to ta l expenditure and the prices o f the various consumption categories were 
selected. The constants and the price and expenditure series were fed in to 
the demand functions to produce series for expenditure on the consumption 
categories. A random component w i t h suitable characteristics was added to 
each o f expenditure series. A l l the data needed for estimating consumption 
functions ( to ta l expenditure, prices and expenditures) were then available. 
The elasticities were calculated f rom the known values o f the constants and 
(where appropriate) from the values o f the variables at the end o f the series. 
The end values (rather than the more usual mean values) were chosen 
because the author feels that the value o f an estimator depends more on its 
abi l i ty to calculate the most recent values o f the elasticities than their value 
at the means. 

The systems o f demand equations to be used need certain characteristics. 
They must be realistic in the sense that the relationships which they imp ly 
must have a reasonable chance o f existing in reality. They should be free 
f rom logical contradictions and as far as possible consistent w i t h accepted 
economic theory. I t must o f course be possible to calculate the elasticities, 
preferably reasonably easily. Final ly, a matter o f some importance, they 
should be capable o f producing expenditure series w i t h o u t negative values. 

Three systems seem to fu l f i l these requirements to a reasonable degree, 
namely, the sets o f demand functions based on the linear expenditure system, 
the indirect addilog system and a modif ied form o f the direct addilog system. 
The equations o f the first two o f these have already been given in discussing 



estimating methods. The direct addilog system is based on the u t i l i t y 
funct ion 

u = 2 a i q i

b i (5) 

As mentioned before, the demand functions cannot be wr i t t en in the form 
l i = f(y> Pl> • • • •> Pn) which is required for generating expenditure data. 
However, i t can be shown (2) that i f 

D i = . . . = b n = b , then one may wr i t e : 

<U = [ ( P i / c i ) 1 / b " 1 ] / [ 2 P j ( P j / c j ) 1 / b - 1 y ] • (6) 
j 

where Q = ajb. 

The expenditure elasticities are then all un i ty and the own price elasticities 

E H - ( l / ( l - b ) ( - l + bwi ) (7) 

For the sake o f clari ty i t is w o r t h point ing out that the linear expenditure 
system and the indirect addilog system b o t h appear in two roles, first, as 
the basis o f an estimator and secondly, as a means o f generating data. This 
is deliberate, and is an at tempt to discover how wel l each of these methods 
estimates its ' o w n ' system as wel l as 'alien' systems. 

Elasticities for each o f the three demand systems were calculated by all 
four estimating methods giving twelve trials in all . Each tr ia l consisted o f 
twenty runs. A large number o f runs w o u l d , o f course, have given results 
w i t h greater precision bu t wou ld have made excessive demands on the 
computer t ime available. The L I N E X and G A D programmes, being interative, 
run rather slowly and this fact l imits the size o f the experiments. I n any case, 
the results shown below in Tables 2-4 seem fairly robust and unl ikely to be 
upset b y increasing the number o f trials. 

Inspection o f the demand equations w i l l show that each is characterised 
b y two sets o f constants — for example, the bi and q i r i t h e linear expenditure 
system. To allow for as much variation as possible a 'h igh ' and ' l ow ' level o f 
each o f these was chosen, giving four combinations. The ratio o f the variance 
o f the disturbance to that o f the dependent variable is also liable to take 
different values in reali ty, so a 'h igh ' and ' l ow ' level o f this was chosen too , 
raising the number of combinations to eight. Final ly , the sum of the distur­
bances in the first n-1 equations must equal the disturbance in the n th so 
another category is needed. Thus nine consumption categories were used, 



covering all the combinations o f 'h igh ' and ' l ow ' constants and 'h igh ' and 
' l ow ' variance ratio w i t h a final 'adjustment' category. 

The th i rd data generating system (the direct addilog system) is slightly 
different f rom the other t w o . I n its original fo rm the system is characterised 
by t w o sets o f constants (the aj and the bj) bu t in the form used here to 
produce demand functions, b is necessarily set at a single level and so only 
the Ci (or the ai) are free to vary. Three levels o f Q ( 'high' , 'medium' , and 
' low ' ) were chosen, and these, coupled w i t h the two variance ratio levels 
give six combinations. The nine-category form was, however, retained to 
make the system comparable w i t h the others, so two pairs o f equations in 
this set have similar characteristics. 

The values assigned to the constants are given in the table below. V R is 
variance ratio — that is, the ratio o f the variance o f the disturbance to the 
variance o f the dependent variable (which is expenditure on the commodi ty-
group). 

Table 1: Values of parameters in data-generating systems 

Linear Indirect Direct 
Category expenditure system addilog system addilog system 

ci bi VR bi VR b Ci VR 

1 50 .175 .05 .1724 - . 7 5 .05 .1 .3 .05 
2 50 .175 .01 .1724 - . 7 5 .01 .1 .3 .01 
3 50 .05 .05 .1724 .25 .05 .1 .1 .05 
4 50 .05 .01 .1724 .25 .01 .1 .1 .01 
5 10 .05 .05 .0345 .25 .05 .1 .04 .05 
6 10 .05 .01 .0345 .25 .01 .1 .04 .01 
7 10 .175 .05 .0345 - . 7 5 .05 .1 .04 .05 
8 10 .175 .01 .0345 - . 7 5 .01 .1 .04 .01 
9 30 .1 — .1724 - . 7 5 — .1 .04 -

The series for total expenditure and the prices may, o f course, be chosen 
arbitrarily but , to make the results as useful as possible for research in 
Ireland, i t was decided to use Irish data. Thus tota l expenditure is the series 
" to t a l personal expenditure on consumers' goods and services at current 
market prices" from Tables A-10 and B-10 of the National Income and 
Expenditure booklet (CS0,1972). The price series are those found by divid­
ing the nine categories o f constant price expenditure (Tables A - l l , B - l l ) 
in to the equivalent figures at current prices in Tables A-10 and B-10. 



I n most cases (and certainly in Ireland) only relatively short series o f con­
sumpt ion data are available. For this reason 25 observations were used. As 
only twen ty observations are at present available, the figures were projected 
in to the future in what was felt to be a reasonable pattern. Thus to ta l ex­
penditure was allowed to continue to rise b u t at a slower rate than in the last 
periods observed, giving the graph a roughly sigmoid shape. I n the prices, 
fuel and power, for example, was projected as rising at an accelerated rate. 
Whether these projections are accurate or not is, o f course, no t cri t ical to the 
results. 

There was a tendency in the case of the direct addilog systems to generate 
occasional negative expenditures when the disturbance series were applied. 
To overcome this d i f f i cu l ty i t was found easier to modi fy the tota l expendi­
ture series than the disturbance vector. The income series used was the 
square root o f the original income series mul t ip l i ed b y ten. 

Each system contains nine consumption categories, w i t h eight independent 
vectors o f random disturbances required for each run. These were produced 
i n the fo l lowing way. A series o f 25 random numbers was taken and fed into 
the normal equation to produce random normal numbers. The mean o f the 
series was then subtracted f rom each number to give zero mean. The variance 
o f the series was then computed as was the variance o f the expenditure series 
w i t h which i t was to be associated. The disturbance vector was then mul t i ­
plied b y an appropriate constant to give the required ratio between the two 
variances. 

I n this way, the disturbances were made to have the usual qualities assum­
ed in econometric calculation: they are random normal w i t h zero sample 
mean, homoscedastic (since each value is drawn from the same populat ion) , 
w i t h o u t autocorrelation and w i t h o u t correlation between the independent 
variables and the disturbances, or between the disturbances o f different 
equations. I t is perhaps w o r t h mentioning that the variance ratios o f .05 
and .01 i m p l y ratios i n the standard deviations o f .22 and .1 respectively, 
which are, i f anything, rather big compared w i t h 'real ' situations. As explain­
ed before, the disturbance in the n in th category is the sum o f the distur­
bances in the other eight. This category is included simply to make the 
others consistent and the coefficients are chosen to make i t as 'neutral ' as 
possible. The results, which | r e uncontrol led, are o f no interest. 

Quite a large number^ o f disturbance vectors was needed — 1920 
(= 8 x 12 x 20) in all . So a programme was wr i t t en to produce them and to 
determine whether their use in conjunction w i t h the expenditure series 
w o u l d produce negative expenditure. I f that happened a new disturbance 
vector was calculated. ^ 



T H E A C C U R A C Y O F DEMAND E S T I M A T O R S 

Table 2: Data-generator — Linear expenditure system 

(I) (II) (III) (IV) (V) (VI) 
True value Linex Gad 1 Ros Rs. 

E s t Sd . E s t S d . E s t S d . E s t S d . 

.977 .976 .0953 .869 .116 - . 3 2 4 2.799 1.267 1.354 

<=2 1.001 1.008 .0303 .962 .058 .381 1.017 1.377 .834 

e3 .500 .501 .0884 .328 .099 .213 1.197 .345 .568 

e 4 .461 .460 .0405 .259 .062 .031 .821 .089 .246 

e5 1.149 1.167 .0749 1.099 .114 .848 3.051 .481 1.744 

C6 1.087 1.091 .0871 1.042 .054 .692 .932 1.062 .847 

e7 1.443 1.434 .0623 1.646 .164 1.564 2.041 4 .113 2.519 

e8 1.417 1.419 .0465 1.742 .078 1.255 .923 2 .630 1.446 

e9 .966 .917 .2260 .826 .331 5.643 7.311 1.406 3.665 

E l l - . 6 7 4 - . 6 6 0 .0902 - . 4 9 8 .165 .758 5 .979 - 1 . 8 9 8 2.141 

E 2 2 - . 6 8 7 - . 6 7 9 .0840 - . 5 6 8 .108 - . 1 0 8 1.599 - . 2 2 3 .318 

E 3 3 - . 3 4 4 - . 3 3 5 .0559 .046 .116 .972 3.271 - . 1 8 7 .532 

E 4 4 - . 3 2 1 - . 3 1 3 .0386 .099 .105 - . 0 0 4 1.087 - . 1 6 2 .164 

E55 - . 7 2 6 - . 7 1 7 - . 0 8 8 5 - . 6 3 2 .143 - 1 . 7 5 7 9 .866 - 3 . 2 7 9 5.765 

E66 - . 6 8 9 - . 6 7 7 .0983 - . 5 7 8 .136 .124 2.277 - . 5 8 8 .933 

E77 - . 9 1 2 - . 8 9 1 .1257 - 1 . 1 2 1 .198 - 1 . 0 5 2 5.083 - . 7 8 9 2 .340 

E 8 8 - . 8 9 9 - . 8 8 6 .1327 - 1 . 2 1 4 .153 - 1 . 1 1 1 4 .437 .242 3 .505 

E99 - . 6 3 8 - . 5 9 8 .1655 - . 4 1 4 .316 - 1 . 8 0 2 8.429 - . 1 9 0 3.238 

Note: I n columns ( I I I ) to ( V I ) the figures under E s t are the mean values of 20 calcula­
tions of the elasticity shown in co lumn ( I I ) . T h e statistic under S D is the standard 
deviation of the 20 values. T h e e, are the income elasticities and the E j , are the own price 
elasticities. 



ECONOMIC AND S O C I A L R E V I E W 

Table 3: Data-generator — Indirect addilog system 

(I) (W 
True value 

(III) 
Linex 

(IV) 
Gad 1 

(V) 
Ros 

(VI) 
Rs. 

E s t S d . E s t Sd . E s t Sd . E s t S d . 

e i .165 .239 .085 .148 .0717 - . 1 1 6 1.279 .066 .369 

e2 .165 .221 .049 .130 .0463 .025 .441 .251 .358 

e3 1.165 1.175 .059 1.200 .0832 - . 9 6 4 2.353 .809 .933 

e4 1.165 1.154 .028 1.149 .0509 - . 1 2 5 .482 .999 .584 

e5 1.165 1.131 .057 1.166 .0921 .545 2.012 1.561 1.171 

e6 1.165 1.166 .046 1.138 .0589 .371 .732 1.084 .256 

e7 .165 .238 .089 .146 .0750 .415 1.357 .216 .760 

e8 .165 .180 .069 .128 .0603 - . 2 2 1 .376 .065 .303 

e9 .165 .178 .531 .237 .4541 20 .179 15.037 .230 3.990 

E n - . 2 8 7 - . 2 7 0 .105 - . 3 0 4 .1053 .196 4.695 - . 0 1 2 1.373 

E 2 2 - . 2 8 5 - . 2 4 9 .068 - . 2 8 4 .0953 - . 5 2 8 .952 - . 3 6 3 .256 

E 3 3 - 1 . 1 6 2 --1 .161 .082 - 1 . 2 0 7 .0876 .548 2.988 - 4 . 5 7 5 5.238 

E 4 4 - 1 . 1 6 5 -- 1 . 1 5 7 .095 - 1 . 1 8 0 .0711 - . 5 7 9 1.224 - 1 . 4 0 4 .829 

E 5 5 - 1 . 2 3 2 -- 1 . 2 0 7 : .109 - 1 . 2 6 6 .0843 - 4 . 6 8 1 6.248 - 2 . 2 6 0 4.805 

E 6 6 - 1 . 2 3 3 -- 1 . 2 4 9 .160 - 1 . 2 4 1 .1025 - 1 . 0 4 5 2.460 - 1 . 2 8 0 .619 

E77 - . 2 5 7 - . 2 6 3 .112 - . 2 7 3 .1116 - 1 . 1 8 5 3.201 - . 3 1 0 .632 

E 8 8 - . 2 5 8 - . 1 9 9 .085 - . 2 5 7 .1296 .371 2.678 - . 2 6 3 .513 

E99 - . 2 8 7 - . 2 0 8 .586 - . 3 9 8 .4037 - 8 . 8 3 1 15.104 - . 5 2 0 4.624 

Note: I n columns ( I I I ) to ( V I ) the figures under E s t are the mean values of 20 calcula­
tions of the elasticity shown in co lumn ( I I ) . T h e statistic shown under S D is the standard 
deviation of the 20 values. T h e e; are the income elasticities and the E j j are the own price 
elasticities. 



T H E A C C U R A C Y O F DEMAND E S T I M A T O R S 

Table 4: Data-generator — Direct addilog system 

(I) (II) (III) (IV) (V) (VI) 
True value Linex. Gad 1 Ros Rs. 

E s t S d . E s t Sd . E s t Sd . E s t Sd . 

e i 1.0 .976 .152 .958 .131 - . 8 2 9 1.101 1.268 1.056 

e 2 1.0 .976 .088 .998 .088 .460 .846 1.215 .470 

e3 1.0 .898 .221 .946 .212 .224 1.664 .906 .947 

e 4 1.0 .972 .085 .973 .082 .483 .566 1.034 .484 

e5 1.0 .878 .509 .692 .841 .707 1.629 .957 .929 

<=6 1.0 .993 .074 .987 .072 .583 .510 .941 .442 

e7 1.0 .942 .151 1.005 .209 .645 1.493 1.459 1.137 

e8 1.0 1.000 .075 1.023 .095 .576 .614 .982 .399 

e 9 1.0 2 .294 1.823 2.224 1.488 42 .515 33 .228 - 4 . 8 8 7 11.839 

E l l - 1 . 0 7 6 - 1 . 0 9 0 .128 - 1 . 0 6 1 .115 - 1 . 1 0 4 1.291 - 1 . 3 5 0 .547 

E 2 2 - 1 . 0 7 5 - 1 . 0 9 3 .057 - 1 . 0 8 8 .055 - 1 . 2 3 1 .620 - 1 . 0 8 6 .097 

E 3 3 - 1 . 1 0 1 - 1 . 0 4 4 .257 - 1 . 0 7 0 .213 - . 9 6 1 1.273 - 1 . 1 5 4 .318 

E 4 4 - 1 . 1 0 1 - 1 . 1 2 2 .098 - 1 . 0 9 4 .094 - 1 . 2 1 4 .365 - 1 . 1 2 9 .088 

E55 - 1 . 1 0 7 - . 9 9 8 .518 - . 8 2 9 .806 - 2 . 0 2 1 3.569 - 1 . 0 6 0 .735 

E66 - 1 . 1 0 7 - 1 . 1 5 2 .073 - 1 . 1 1 5 .096 - 1 . 1 7 3 .824 - 1 . 1 5 2 .154 

E77 - 1 . 1 0 7 - 1 . 0 9 9 .186 - 1 . 1 3 1 .232 - 1 . 2 4 8 1.381 - 1 . 0 5 7 .381 

E 8 8 - 1 . 1 0 7 - 1 . 1 6 2 .100 - 1 . 1 4 8 .096 - . 9 6 4 1.069 - . 9 3 3 .480 

E99 - 1 . 1 0 7 - 2 . 5 0 8 1.957 - 2 . 3 1 8 1.458 - 6 . 1 6 2 17.673 - 2 . 8 0 3 7.590 

Note: In columns ( I I I ) to ( V I ) the figures under E s t are the mean values of 20 calcula­
tions of the elasticity shown in co lumn ( I I ) . T h e statistic shown under S D is the standard 
deviation of the 20 values. T h e e; are the income elasticities and the E ; ; are the o w n price 
elasticities. 



I V T H E RESULTS 

(a) Main Results 
The most important results are given in Tables 2-4. There is one table for 

the elasticities derived f rom each data-generating system. The e; stand for 
the income elasticities o f consumption category i and the Ej, for the own-
price elasticities. The tables show the true values o f the elasticities and also 
the estimates ( w i t h their standard errors) produced by the different esti­
mators. 

T w o facts are immediately clear. Under the stochastic specification used 
(the normal one in econometric work) the ROS and RS are very bad esti­
mators indeed and the L I N E X and G A D are quite satisfactory. The behaviour 
o f the RS is very much as anyone w i t h experience o f econometric w o r k 
wou ld expect to f ind i t . The mean results are fairly wel l centred bu t there is 
a tendency to overestimate high values and underestimate l ow ones. The 
standard deviations are very big and as a result, individual coefficients are 
not dependable. In short, the regression method may give a rough picture o f 
the structure of the demand relationship bu t does not provide an accurate 
estimate of any individual elasticity. 

The behaviour o f the Rot terdam system is unexpected. Its results are 
un i fo rmly bad, being b o t h incorrectly centred and very widely spread. Since 
" R o t t e r d a m " had more than once been found to f i t real data better than 
other systems (Parks, 1969), (O'Riordan, 1974-75), this obviously needs 
some further investigation. We w i l l re turn to the problem later. 

B o t h L I N E X and G A D 1 w o r k wel l , having mean elasticities which are 
close to the true values and displaying quite small standard deviations. I n all 
cases where L I N E X is used, the true values lie w i t h i n two standard deviations 
of the mean o f the estimates. I n the estimates produced by G A D 1 there are 
five exceptions to this. I t is reasonable to say that bo th systems produce 
satisfactory estimates bu t that L I N E X is somewhat the more accurate o f the 
t w o . 

Inspection o f the results w i l l show that when each is applied to its ' o w n ' 
system (that is when L I N E X is applied to data generated by the linear 
expenditure system, and when G A D 1 is applied to data produced by the 
indirect addilog system) i t produces results which are more accurate than 
any other estimator. This is hardly surprising, b u t i t is interesting to see that 
the margin o f superiority when L I N E X is used on ' o w n ' data is greater than 
when G A D 1 is similarly applied. When each o f these is used on 'alien' data 
( L I N E X on indirect addilog and direct addilog, and G A D 1 on linear expendi­
ture and direct addilog data) the results are s t i l l quite good bu t their qual i ty 
drops noticeably when either is applied to the direct addilog system. 



Overall, the L I N E X estimator seems to perform best. Its margin o f super­
io r i t y over G A D 1 is not very big and i t is capable o f producing an occasional 
aberrant result (e 5 in Table 4 for example), b u t i n such cases, the error in 
L I N E X is un i fo rmly smaller than that in G A D 1. 

The statements made above are probably best confirmed by inspection. 
However, an easier (though less satisfactory) comparison may be made by 
using the fol lowing summary statistics:— 

D = V» 2 lei — e£ I / | Ci | ; R = Vs S SD ; / | e i I (8) , (9) 
i = 1 i = 1 

(where e; is the true value o f the elasticity in question, 5i is the mean o f the 
20 estimates o f that elasticity by the estimator being considered, and SDj is 
the standard deviation o f these estimates). D provides an estimate o f the pro­
por t ional mean error and R an estimate o f proport ional variation in the 
estimates. The n in th category is ignored in forming the sums because i t is 
included only for mathematical coherence and is not intended to be part o f 
the experiment since the size o f its errors is uncontrol led. 

Table 5 gives the values o f D and R. 

Table 5: Accuracy of LINEX and GAD 1 

Table 2 Table 3 Table 4 

D R D R D R 

, t _ . I n c o m e .004 .077 .171 .242 .046 .169 
L I N E X Est .mates ^ ^ ^ Q 6 Q ^ ^ ^ 

„ . Income .174 .104 .090 .223 .059 .216 
G A D 1 Estimates „ . , „ „ „ , „ 

Price .468 .231 .027 .241 .047 .194 

We may summarise the results so far: — 
(1) RS and ROS are very bad estimators o f the demand systems used. 
(2) L I N E X and G A D 1 are bo th quite good estimators o f all systems. 
(3) L I N E X and G A D 1 are each the best estimators o f their ' o w n ' systems. 
(4) L I N E X is a consistently good estimator o f all three systems. 

(b) Demand System Detection 
Since L I N E X and G A D 1 are each the best estimators o f their ' o w n ' 

systems, i t is natural to wonder whether one could infer the nature o f the 



underlying demand system from the goodness-of-fit statistics. The most 
useful indicator is probably the 'average informat ion inaccuracy' proposed 
by The i l (1965), which takes into account the goodness-of-fit o f all the 
commodi ty groups giving each due weight according to its budget share. The 
correlation coefficients for the individual groups could also be used b u t 
they are not presented here as they occupy a good deal o f space and merely 
convey the same message as the informat ion inaccuracy figures. Table 6 
below attempts to answer the fol lowing question:— 'Given a set o f con­
sumption data, could one discover the form o f the underlying demand 
system from the goodness-of-fit statistics o f the various estimators?' The 
table shows three data generating systems (namely, the linear expenditure, 
the indirect addilog and the direct addilog systems) and three estimators 
( L I N E X , G A D 1 and G A D 2, the latter being the estimator which is correct 
for the direct addilog system.) Average values for the informat ion inaccuracy 
over the 20 runs are not given because that w o u l d obscure the issue which is 
concerned w i t h what happens in each individual run. Instead, six sets o f 
results are given in each case: these are typical o f the general form o f the 
outcomes. 

I t is possible to use the estimator o f the direct addilog system here ( G A D 2, 
which is the G A D programme w i t h 5 = 1, q = 0) because, while there is 
d i f f i cu l ty in comput ing elasticities, the programme produces budget shares 
which may be used to form informat ion inaccuracy values. Thus, Table 8 has 
three sections in each o f which a set o f data is estimated by its ' o w n ' 
estimator and two others. The last co lumn (the Rotterdam results) are for 
reference later, and are not relevant to the present discussion. 

Obviously, one cannot infer the structure o f the demand equations from 
the goodness-of-fit. I n the first part o f the table where the data are generated 
by the linear expenditure system and L I N E X is the appropriate estimator, 
G A D 1 produces a lower (and hence better) value in one case (run 1) and 
G A D 2 is better i n two cases (runs 1 and 5) . I n the other two sections also, 
there are several cases where the 'correct ' estimator o f the system fits less 
wel l than an 'alien' one. Thus one cannot guarantee that the estimator that 
fits best is the one most appropriate to the system. 

(c) The 'Rotterdam Problem' 
One's confidence in the results obtained so far is reduced by one fact. As 

Table 6 shows, the overall goodness-of-fit o f the Rotterdam estimator (ROS) 
in the present trials is very much less than that o f L I N E X and G A D 1, the 
in format ion inaccuracy value being greater (and so worse) by a factor o f 
nearly ten. I t is perhaps w o r t h mentioning that ROS works on first dif­
ferences and to make a valid comparison one has to recover the calculated 
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T^ble 6: Information inaccuracy coefficients 

(i) Data generator: Linear expenditure system 

Estimator Linex Gad 1 Gad 2 Rotterdam 

R u n 

1 

2 

3 

4 

5 

6 

.0285 

.0273 

.0246 

.0296 

.0282 

.0262 

.0278 

.0294 

.0248 

.0306 

.0284 

.0279 

.0278 

.0286 

.0247 

.0300 

.0278 

.0275 

.1036 

.1629 

.1427 

.1110 

.1601 

.1539 

(it) Data generator: Indirect addilog system 

Estimator Linex Gad 1 Gad 2 Rotterdam 

R u n 

.0410 

.0370 

.0680 

.0580 

.0417 

.0438 

.0433 

.0370 

.0714 

.0576 

.0414 

.0432 

.0423 

.0370 

.0711 

.0574 

.0417 

.0439 

.2513 

.2062 

.1891 

.1703 

.2050 

.1976 

(Hi) Data generator: Direct addilog system 

Estimator Linex Gadl Gad 2 Rotterdam 

R u n 

1 

2 

3 

4 

5 

6 

.0100 

.0116 

.0092 

.0111 

.0124 

.0121 

.0100 

.0117 

.0090 

.0112 

.0125 

.0117 

.0100 

.0116 

.0091 

.0112 

.0125 

.0122 

.0938 

.0716 

.1312 

.0632 

.1014 

.0881 



actual values f rom the calculated first differences; this was done here and in 
the two cases mentioned below. 

I n the two comparative studies mentioned before using real data f rom the 
Swedish and Ir ish economies (O'Riordan, 1974-75)(Theil, 1965), i t was 
found that ROS fi t ted marginally better than the two estimators men­
t ioned. This suggests that the superiority o f L I N E X might not hold in 
' real-world ' conditions where ROS fits best. I t was accordingly deemed 
necessary to test the hypothesis by producing disturbances o f the type that 
wou ld give ROS the advantage over the other systems. 

The main element i n the problem is clear enough. I f (as is l ike ly) a high 
degree o f autocorrelation exists i n the disturbances o f the real wor ld then a 
system which is estimated in first differences w i l l be l ikely to w o r k best, 
since the differencing w i l l make the disturbances random and be l ikely to 
reduce their size. However, a good deal o f d i f f icu l ty was experienced in 
producing data series which were completely non-negative, capable o f being 
estimated b y L I N E X and ROS and where ROS f i t ted best. 

After some experiment i t was found possible to produce suitable series by 
using the price and expenditure data described in Section I I I above and 
disturbance vectors o f the form Sin ( A + d) where A is an arithmetic pro­
gression w i t h a common difference o f lA and d is a random number in the 
range 0 to 1. The sine curve oscillates around a zero mean and hence produces 
autocorrelated disturbances. To avoid negative expenditures i t was found 
necessary to make the disturbances proport ional to the expenditure level. 
This introduces a mi ld degree o f heteroscedasticity in addi t ion to the auto­
correlation bu t there does not seem to be any reason w h y this should favour 
one system rather than another. 

Since a comparison is being made between L I N E X and ROS, there seems 
to be l i t t l e poin t in using the linear expenditure system as a data-generator 
since that wou ld bias the results in favour o f L I N E X . This leaves the indirect 
addilog and the direct addilog systems as possible generators. Unfortunately, 
i t proved impossible to run the L I N E X programme on data generated by the 
indirect addilog system w i t h disturbances o f the sort described above. 
Problems o f this k i n d are not unusual in practice — for example, i t was 
found impossible to run L I N E X on the fu l l set o f Irish data for the period 
1953-1972 — so o f the three original generators, only one remained. 

Since trials w i t h only one generator would be unsatisfactory, another was 
devised to extend the range o f the experiments. This is a budget shares 
model o f the form 

Wi = a + by or p ^ j = ay + b y 2 (10) 



(where W is average budget share and p , q and y , are price, quant i ty and 
to ta l expenditure respectively). The a-coefficients are all positive and sum to 
un i ty and the b-coefficients can be either positive or negative and sum to 
zero, thus giving consumption categories which may be increasing, decreasing 
or constant. 

The elasticities may be found to be, 

e ; = (b i /w i ) + 2 ( q / W i ) y ; E H = - 1 for all i (11), (12) 

This is not a system which one can defend on theoretical grounds and one 
w o u l d not use i t i f there were a more acceptable alternative, but i t does at 
least provide a set o f demand equations w i t h elasticities which are capable o f 
being estimated. 

Thus, the trials in this section consist o f applying the L I N E X and ROS 
estimators to data generated by the direct addilog and budget shares systems. 
The income and price vectors are the same as those used in the main trials, 
as are the coefficients used in the direct addilog system. The coefficients 
used for the budget shares model are:— 

Table 7 

Category a b 

1 .3485 - .0002800 
2 .0554 +.0000980 
3 .0932 - .0000084 
4 .0478 - .0000278 
5 .0279 +.0000514 
6 .0098 +.0000661 
7 .1099 +.0000221 
8 .2075 +.0000786 
9 .1000 0 

The disturbances, as described above, are b o t h autocorrelated and hetero-
scedastic w i t h variance ratios alternately .01 and .005. As before, each 
structure was run twenty times. 

I t is first necessary to show that ROS fits better than L I N E X . The infor­
mat ion inaccuracy statistic is used as a measure o f the goodness-of-fit 
because i t provides a compact overall measure; however, in all cases, the 
ordinary correlation coefficients give the same results as the informat ion 
inaccuracy. Indeed, in all comparative tests bo th on 'real' and contrived 
systems, the two have been found to be completely consistent. The infor­
mat ion inaccuracy values found here were as follows:— 



Table 8 

Direct addilog generator Budget shares generator 

Lowes t Lowest 
L I N E X estimates Mean: 0 .0176 value: 0 .0104 Mean: 0 .0286 value: 0 .0124 

Highest Highest 
R O S estimates Mean: 0 .00412 value: 0 .00321 Mean: 0 .00432 value: 0 .00516 

There is no doubt that the ROS estimates provide a better f i t than L I N E X 
since the best f i t on the latter is worse than the worst f i t o f the former by 
factors o f over 3 and 2 in the case o f the direct addilog and the budget shares 
generators respectively. 

Given that ROS provides the better f i t one must now ask which estimates 
the elasticities more accurately. The estimated elasticities are given i n Table 9 
and summarised in Table 10. 

I t is clear that L I N E X remains by far the better estimator. Indeed, ROS 
shows the worst possible characteristics, giving estimates which are very far 
from the true values and which have a very small variance so that the correct 
value is not included in the range o f estimates w i t h any acceptable level o f 
probabi l i ty . I t may be possible to devise situations in which ROS fits better 
and also provides the most accurate results, bu t i t is certain that the fact that 
ROS is superior in regard to goodness-of-fit does not mean that i t is the most 
satisfactory estimator. 

I n passing, i t is interesting to see that L I N E X provides quite reasonable 
estimates even i n the case of the rather bizarre budget shares system. This 
tends to increase our confidence in L I N E X as a generally useful estimator. 

Why does ROS f i t wel l bu t yield poor estimates? Wi thou t further experi­
ment one can o f course only speculate, bu t some reasons suggest themselves. 
I t is certainly true that the use o f first differences is a highly inefficient way 
o f estimating relationships between the original variables (such as elasticities) 
(Geary, 1972) bu t the problem here wou ld seem to be one of bias rather 
than inefficiency. However, there are at least two aspects o f the model which 
may introduce bias. First, the assumption that the errors in the logarithmic 
first differences are normally distributed is rather suspect since i t has the 
most peculiar implications for the disturbances in the basic model. Even i f 
the errors in the first differences are normal , the process o f taking logarithms 
must cause a change in their d is t r ibut ion and hence introduce a possible 
source o f bias. 
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Table 9: The 'Rotterdam Problem' 

Direct addilog generator Budget shares generator 

(I) (II) (III) (IV) (V) (VI) (VII) 

True Value Linex Ros True value Linex Ros 

Est Sd. Est Sd. Est Sd. Est Sd. 

ei 1.0 0.999 .158 2.217 .085 1.394 0 .894 .300 0.617 .199 

e 2 1.0 1.037 .125 0.749 .079 0.727 0.915 .112 0.776 .076 

<=3 1.0 0.924 .187 - 0 . 0 6 0 .106 0.966 0 .882 .196 - 0 . 0 3 2 .159 

e 4 1.0 1.011 .089 - 0 . 2 0 5 .051 1.404 0.863 .138 0.953 .053 

e5 1.0 0.875 .154 - 0 . 6 0 8 .101 0.580 1.151 .209 2.081 .157 

e6 1.0 0.945 .083 0.758 .161 1.122 .948 .092 1.522 .105 

e7 1.0 0.957 .113 2.339 .295 1.713 1.224 .371 0.975 .198 

e8 1.0 1.034 .102 0.937 .064 1.069 .904 .128 0.532 .099 

e9 1.0 1.024 .126 0.431 .147 1.000 .902 .222 0.007 .173 

E l l - 1 . 0 7 6 - 1 . 1 0 5 .184 - 1 . 8 9 7 .162 - 1 . 0 -0.950 .272 - 1 . 7 5 9 .102 

E 2 2 - 1 . 0 7 6 - 1 . 1 1 7 .063 - 0 . 9 1 1 .065 - 1 . 0 -0.956 .106 - 1 . 0 5 7 .065 

E 3 3 - 1 . 1 0 1 - 1 . 0 7 8 .175 0.021 .376 - 1 . 0 -0.866 .187 0.225 .197 

E44 - 1 . 1 0 1 - 1 . 1 2 8 .115 - 1 . 2 7 3 .052 - 1 . 0 -0.930 .167 - 0 . 9 7 0 .046 

E55 - 1 . 1 0 7 - 1 . 0 2 5 .141 0.678 .132 - 1 . 0 -1.146 .260 - 1 . 4 6 7 .096 

E 6 6 - 1 . 1 0 7 - 1 . 0 7 7 .060 - 2 . 0 5 1 .928 - 1 . 0 -1.016 .106 - 2 . 0 2 0 .150 

E77 - 1 . 1 0 7 - 1 . 0 5 2 .122 - 1 . 2 1 4 .210 - 1 . 0 -1.255 .329 - 2 . 6 3 7 .406 

E88 - 1 . 1 0 7 - 1 . 1 5 6 .081 - 1 . 1 1 0 .170 - 1 . 0 -0.940 .104 0.027 .138 

E 9 9 - 1 . 1 0 7 - 1 . 1 3 2 .091 - 1 . 7 2 2 .092 - 1 . 0 - . 9 1 9 .178 - 1 . 5 7 2 .129 

Note: T h e e; are income elasticities and the EJ; own-price elasticities. T h e figures shown 
under Est in Columns ( I I I ) & ( I V ) are the mean values of 20 calculations of the elasticity 
shown in C o l u m n ( I I ) . S D is the standard deviation of the 20 values. T h e same relationship 
holds between Columns ( V ) and ( V I ) , ( V I I ) . 
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Table 10: The 'Rotterdam Problem'Summary 

Direct addilog generator Budget shares generator 

D R D R 

L I N E X estimates 
Income 

Price 

0.032 

0.028 

0.127 

0.098 

0.325 

0.151 

0.165 

0.197 

R O S estimates 
I n c o m e 

Price 

0.949 

0.756 

0.086 

0.116 

0.785 

1.034 

0.099 

0.121 

Secondly, there is a fundamental theoretical weakness in the model. The 
only u t i l i t y funct ion w i t h which i t can be shown to be consistent is the 
Bergson type in the form 

which are too t r ivial to be w o r t h considering (Brown and Deaton, 1972). 
Barten (1969) has proposed that the system may be considered as a good 
approximat ion to other demand models provided the changes in the inde­
pendent variables are small bu t this condi t ion is rarely satisfied in reality. 
Thus the attempt to force the model to f i t other demand systems which are 
substantially different may lead to distortions which appear as bias in the 
parameter estimates. 

As a final exercise and to br ing the results o f the experiments somewhat 
closer to real i ty, i t was decided to apply the four estimators to a reasonably 
long series o f Ir ish data. Consumption data from 1953 onwards can be 
obtained (CSO (1972)) bu t unfortunately these data are separated into only 
nine categories. A finer division is l ike ly to become available in the near 
future, bu t for technical reasons i t is unl ikely that series o f even reasonable 
length w i l l be published. The correspondence between the nine categories 
here and the nine used in the experiments is coincidental since the latter 
were chosen for logical reasons as explained in Section I I I . I n spite o f the 
shortage o f data, i t was s t i l l felt that something o f value can be learned from 
the observations available. 

u = Z b ; log q i 

V A P P L I C A T I O N TO I R I S H D A T A 



Table 11: Estimates of elasticities from Irish data 1953/1973 

Income elasticities (1973) 

Food 
Alcohol & 

tobacco Clothing 
Fuel & 
power Durables 

Transport 
equipment Other goods Services 

Other 
expenditure 

L i n e x .5304 .9849 1.0107 .7667 1.2272 1.6272 1.4544 .9001 1.3652 

G a d 1 .3809 .9009 .9281 .6108 1.2548 2 .1688 1.7034 .8352 1.4829 

R o s .6024 1.0252 1.4087 .9490 1.5408 1.9091 1.2706 .8349 .8707 

R s .5964 1.1344 1.4255 .8180 1.4159 3 .1963 1.5101 .5645 1.0052 

Price elasticities (1973) 

L i n e x - . 5 0 0 7 - . 8 0 9 2 - . 8 1 3 6 - . 6 1 2 9 - . 9 6 3 6 - 1 . 2 5 5 0 - 1 . 1 2 1 9 - . 7 1 6 5 - 1 . 0 5 1 7 

G a d 1 - . 4 0 1 2 - . 7 4 6 8 - . 7 5 2 4 - . 4 3 0 0 - 1 . 0 4 7 3 - 1 . 9 2 0 8 - 1 . 4 5 6 0 - . 6 4 6 6 - 1 . 2 2 6 8 

R o s - . 1 6 1 4 - . 4 7 9 7 - 1 . 0 7 1 6 - . 9 3 0 4 - . 3 7 4 7 - 2 . 0 4 0 5 - . 6 4 4 9 - . 6 0 4 5 - 1 . 0 8 7 6 

R s .8593 .5233 .8223 .9166 - 2 . 6 6 0 1 - 1 . 1 3 1 5 .3674 .0401 2 .8503 
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The nine-category demand system using Irish data from 1950 to 1973 was 
estimated b y L I N E X , G A D 1, ROS and RS. The categories used and the 
estimated elasticities (evaluated at the 1973 levels) are shown in Table 1 1 . 
These results fol low the pattern found in the experiments. L I N E X and 
G A D 1 produce estimates which are quite close to each other while ROS 
and RS are more erratic, the latter being very much the worse. We have, o f 
course, no way o f knowing which results are closest to the t ru th but the 
L I N E X and G A D 1 values have all the correct signs and are consistent w i t h 
economic theory and common sense. I t is, perhaps, not unrealistic to say 
that Table 11 suggests that the results o f the trials described in the earlier 
sections are not inappropriate to the real wor ld . I t wou ld appear that L I N E X 
is the most reliable o f the estimators that are commonly used. I n the present 
state o f our knowledge, i f we required estimates o f income and price 
elasticities, then those provided by the L I N E X system w o u l d be the most 
dependable. 

V I S U M M A R Y 

A n at tempt was made to investigate the accuracy w i t h which four 
commonly-used estimators of demand systems calculate income and price 
elasticities f rom relatively short data-series. The estimators were:— 
(1) L I N E X (based on the linear expenditure system), 
(2) G A D 1 (based on the direct addilog system), 
(3) ROS (the estimator of the Rotterdam model) , 
(4) RS (a double-log regression model) . 

A number o f sets o f demand data were generated in which the elasticities 
were known . These sets o f data consisted o f income and nine consumption 
categories for each of which price and quanti ty vectors were produced. 
There were 25 observations in all cases. Three different sets of data were 
produced based on the linear expenditure system, the indirect addilog 
system and a modif ied direct addilog system. There were also some minor 
experiments w i t h a budget-shares system. Twenty different sets of indepen­
dent normal disturbances were added to each data set and the four estimators 
were used to estimate the elasticities twenty times." The results were then 
compared w i t h the k n o w n true values. 

The main conclusions are as follows: — 
(1) Under the stochastic specification normally used in econometric work , 

b o t h the Rotterdam model and the set of double-logarithmic regressions 
produce results which are so unreliable as to be useless. Even in cases 
where the Rotterdam system provides the best overall f i t , i t may st i l l 
be a much less reliable estimator than L I N E X . 



(2) The L I N E X and G A D 1 programmes (which are appropriate to the 
linear expenditure system and the direct addilog system respectively) 
bo th produce quite accurate estimates o f the price and income 
elasticities in their ' o w n ' and 'alien' systems. 

(3) L I N E X and G A D are the most accurate estimators o f the linear expen­
diture system and the indirect addilog system respectively. 

(4) L I N E X emerges as the most generally accurate estimator. I n all three 
systems, i t produces income and price-elasticities which are 
sufficiently accurate to be useful for many purposes. I t even works 
reasonably wel l on a budget-shares model . 

(5) The fact that a particular estimator provides the best overall f i t (as 
measured by informat ion inaccuracy or correlation coefficient) does 
not necessarily imply that i t provides the most accurate estimate o f the 
demand elasticities. 

(6) There is no obvious confl ict between the pattern o f results in these 
experiments and those found in an application o f the four estimators 
to actual Ir ish data. 
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