An Application of the Rotterdam Demand System
to Irish Data

W. K. O'RIORDAN

Abstract: A demand model which works in logarithmic first differences is applicd to data from the
Irish economy to estiraate price and income elasticitics. Six commodity-groups are used. The
results are, on the whole, reasonable and consistent with other evidence. Three of the groups show
“luxury” income elasticities, but only one has a price clasticity greater (in absolute value) than
unity. Tests applied to the model suggest that, contrary to economic theory, an equal proportionate
change in income and all prices will cause a change in the consumption pattern. The response
to price changes also scems to be asymmetrical.

Section 1: Introduction
HIs paper applies a recently developed model to Irish data for consumer
I expend1tur«= The procedure provides two kinds of information; first,
numerical {estimates of the income and price elasticities of various com-
modity groups ar obtained and second, it is possible to discover whether certain
basic assumptions of consumption theory are valid for Irish consumers.

The model in question is the so-called “Rotterdam system’ > developed mainly
by Theil and Barten. It is described in a number of articles. The basic philosophy
of the approach is given by Theil (1965). Barten (1968) expanded the theory and
applied it to foiur-commodity groups and later (1969) to sixteen-commodity
groups. Theil (1971) has given a simplified description of the estimation method.
The model has been applied to data from several countries; apart from Barten’s
researches using Dutch data, results are published from US, UK, Spanish and
Swedish sources (see Brown and Deaton, 1972).
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§12 ECONOMIC AND SOCIAL REVIEW

In the present study six-commodity groups are used. This involves a high level
of aggregation but there are two reasons for not using 2 finer division. In the first
place; the data are scarce—there are only 19 observations of each variable and one
of these is lost in taking differences so that the work involves estimating at least
seven constants for each 18 observations. Further division would be likely to
make excessive demands on the data. Second, there is the fact that the estimating
method generates very large matrices; the system here produces examples of
order 42X 42. This is just within the capacity of the APL system available to the

author. If more variables were used a lengthy programme would have to be
written.

Section II': Model . L

The model is derived from the general theory of consumer behawour It can
be shown that if there is a body of consumers with a limited income acting as
a single rational entity and maximising its utxhty which is a function of the goods
it consumes, then the demand for any good i may be written in-the following
form (see Brown and Deaton, 1972, p. 1189):

' widlnQy = b[dinY— ZwdinP,) + Zeydinp; (1)

where dln is the dlffercntxal of the natural logarlthm Y is money income, Q; is

the quantity of good i consumed, P; is the price of good j and w; is the average
budget share of good i which is P, Ql /Y.

The term in brackets is a measure of the log-change'i in real incomne and it may
be furthet shown (Theil, 1971, p- 332) that with very little loss of accuracy it can
be written as Zw,dInQ; which is the sum of all the dependent varlables in the

system. Usmg din M = Z‘w dan, write
| denQ, = b+ 26 dwe, ()

This set of equatxons forms a complete demand system. with: each quantlty

depending on income and all the prices in the group. The b; and: “u are constants
which may be estimated. :

The symbol e will be used to indicate the vector of income elasticities:

— - . ! . \v
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 E will be used for the matrix of price elasticities:

51nQy , 3hQ |
8InP,  8InP,

8§InQ, , 3InQ,,
8InP; 8InP,.

and E;; for the ijth element which is the elasticity of good i with regard to the
price of good j. _ _
The following synibols are also used:

b = the column vector of income * w = the column vector of budget
cocflicients. AR shares.
C= the matrix of price coefficients. i = a column vector of units.

The main advantage of the model is that it enables one to impose the restric-
tions of classical economic theory one by one on a set of demand equations
and to test their realism. These restrictions are: 1. Aggregation. 2. Homogeneity.
3. Symmetry. '

As the derivation of these restrictions is given in most intermediate textbooks
of price theory (e.g. Henderson and Quandt, 1958) and in Brown and Deaton
(1972, Section 2) their general form is assumed here. The remainder of this
section is devoted to showing that in the Rotterdam model the restrictions simply
represent constraints on the values of the constants. The treatment below is a
simplified version of the proofs given by Brown and Deaton (1972).

1. Aggregation
This derives froin the fact that the sum of the changes in expenditure must

exhaust the chanée in income. Thete are two sub-cases here, namely, Engel
aggregation and Cournot aggregation. - '

1 (a). Engel aggregation: -
This takes the form
- we=1

8InQ
1 but w;e; = w"é‘?ﬁ.?l = b, from (1) (3)

so the restriction'implies Z;b; = 1 or i’b = 1. The b vector sums to unity.

.
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1 (b). Cournot aggregation:
This is represented by

wE+w = o
One may use the fact that
31nQ; .
w,E;; = wigln—-P; = —bw;+¢; , (4)
and
3InQ
w;E;; = WJW = —bwi+c;

Substituting these in w'E+w’ = o, and recalling that i'b = 1 gives
cli+C2i+ ve.=0
or in general i'C = o. The columns of the C matrix must sum to zero.

2. Homogeneity ‘
These restrictions derive from the fact that the rational consumer’s purchase

plan should be unchanged in the face of an increase of the same proportion in
income and all prices. They take the form

Ei4e = o.

It was shown in 1 (b) that’
w,Eyy = —bw+c;

5O Lt
E; = —b+w,
similarly |
w; ¢
' E;j=—b-14+2
w; w;
also b,
e; = — using (3)
Substituting these in Ei+-e = 0, and recalling i'w = 1 gives ¢;;-+¢;9+ ... = 0,0r
in general
Ci=o

That is, the rows of the C matrix sum to zero. .
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3. Symmetry
This simply mears that the matrix of compensated price derivatives 1s
symmetrlcal that is, that the rate of change of good i with regard to the price of
good j should be equal to the rate of change of good j with regard to the price
of good i when adjustment is made for income changes. This condition really
implies that the consumer should be consistent in his reactions to price changes.
Define:

5Y \3P,

(g% +Q3Qﬂ ,(§% +Q3Qﬂ ,

(_:sQl- ) 8Q1) | <3Q1 . 8Q1) | ‘
i
|
[

The symmetry-restriction imposes the condition that
SQ; 3Q| 0Q;

_SQ
l]_S +ley'

+Q,

. SinCC‘ cij ‘-—_—: wiEijﬁ‘,bin from (4)
and bw, = ewwy,

using these and the definitions of w;, w;, and E;; one may easily show that

€ = DB, [S,J] chce

Sij == Sji implies Ci; = €

Thus the symmetry conditions may be written: C = C'.
The restrictions which classical theory impose on the model are therefore:

1. Aggregation: 'b=1, i'C = 0 2. Homogeneity Ci=o0 3. Symmetry: C=C’

Verbally, the sum of the b's must be unity, the columns and rows of C must
each add to zero and C must be symmetrical.

3

Section III: Data

The data are taken from the Central Statistics Office’s “National Income and
Expenditure” bcoklets. Two sets of figures are shown for each year (Tables
Aro+Bro and Ar1+Br1 in the 1971 booklet) giving expenditure on various
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commodity groups at current and constant prices. The latter has the smaller
number of groups; nine are given, namely:

Food and non-alcoholic beverages Transport equipment
Alcoholic beverages and tobacco ( Other goods

Clothing footwear and personal equipment - Other expenditure

Fuel and power Expenditure by non-tesidents

Durable household goods

Since the two tables provide a measure of total expenditure and quantity of each

commodity group, a price index for any group can be calculated by division.
After some experiment the following- groups were chosen as being both

sufficiently few in number to calculate and economically meaningful.

‘1. F, i.e. Food and non-alcoholic beverages asin the tables.

Az. A, i.e. Alcoholic beverages and tobacco as in the tables.

3. C, ie. Clothing, footwear and personal equipment as in the tables.

4. D, i.c. Durables = durable household goods and transport equipment.
s. G, i.e. Residual godds = othier géods + fuel and power." | |

6. S, i.e. Home-consumed services = other expenditure less expenditure by
non-residents. ' ’ ‘

The first three groups secem to form logical units. Experiments were made
(using extra information) with data in which alcohol-and tobacco wete separated.
This would enable comparisons to be made with other studies which treated
alcohol and tobacco separately. However, the results for tobacco were so scanty
as not to justify its inclusion as a'separate group. Group 4 was formed in the belief
that consumer attitudes to the commodities included should be roughly the same.
Group s is the residual group. Group 6 contains services which one could hope
would form a meaningful composite. The subtraction of expenditure by non-
residents (which is largely,-though not entirely, devoted to services like accom-
modation and transport) is the result of experiment. The overall results using this
group are marginally ‘better than when “other expenditure” as shown in the
tables is used. In any case, it seems sensible to believe that the forces influencing
the demand for Irish services by non-residents would be different from those
which act on residents.

Little adjustment of the data was necessary. The constant-price series for 1958~
1964 had to be reworked to base 1968 = 100 instead of 1958 = 100. There were
some slight discrepancies between the figures taken from earlier sources and those
in the 1971 tables for the years 1958-60.



Two figures are given for each commodity~group. The first is the total expenditure on the group, the second the price index. Expenditures are in £m.

TABLE 1: Data

at constant 1968 prices.

Year

F

PF

H for other expenditure by residents. Similarly PF for price of food etc. For a mote detailed éxplanation see text in Section IIL.

A P4 C PC D PD G PG " H pPH
T ———1953 2704 e 6516, 0. 1200 __ | 40:1 613 785 3073 739 582 670  119-8 553
1954 2238 656 127-§ 49T 506 U785 T 349 o 7208 6o2_. L6737 . 124K, , 558
1955 2311 684 1339 494 613 78-7 38:6 733 67:6 69-4 1281 572
1956 2284 686 128-0 542 61-8 8o'1 31-2 769 62:9 754 1297 600
1957 228-5 708 1249 576 570 -807 297 795 609 - 791 13011 636
1958 225°3 770 1227 602 585 81-2 352 8o'4 620 784 1326 660
1959 2307 763 1222 619 57°S 81-7 369 81-3 641" 77°8 130°S 669
1960 2389 759 1282 626 62-8 831 42°4 816 679 77-8 136°1 691
1961 2384 779 135-0 646 679 839 46-8 82°5 71-8 790 1373 706
1962 2452 79°S 1371 705 68-2 86-2 517 839 749 821 1453 738
1963 2489 8o-s 143°6 731 714 88-2 59'1 851 796 839 149-8 767
1964 2591 86-2 144°1 801 752 932 66-8 879 81-4- 88-7 1581 81-7
1965 2592 012 1476 841 800 95§ 66-3 002 . 796 oI 1589 852
1966 2660 92°1 1458 907 768 970 662 929 83-8 939 171-0 904
1967 269-8 936 1507 95°8 876 984 66-5 973 874 969  175°s 93:6
1968 2851 100°0 158-3 1000 977 100°0 797 © 1000 99-8 100:0 1867 1000
1969 " 2879 105°8 1632 112°3 108-2 103-4 855 1087 106-4 1081 1947 - 1084
1970 2026 113°§ 1731 119-8 112'0 1122 858 118§ 1079 1172 . 2003 1179
1971 303-0 121°5 178-0 1281 1140 122-8 880 129+5 1110 1315 2090 131°1
Budget shares (W,) : ) .
1953 03760 0'1653 01256 0'0585 01018 01728
1971 0-2898 0'179% 01102 00898 01150 02157
In the tables the notation is as follows: F for food; A for alcohol and tobacco; C for clothing; D for durables; G for other goods and
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These discrepancies appeared in the years where the two series overlapped.
When thJS happened the following procedure was adopted:

1. The price index was calculated from the latest figures available for constant
,and current-price expenditure and then recalculated to base 1968=100.
N [ ) - )
2. The constant-price percentage variations in the earlier figures were
calculated and these variations were applied to the 1958 constant price
figure giving a constant price series back to 1953.

3. The constant-price figures were multiplied by the price index calculated
in step 1 above to give current price figures for 1953-7.

" The constant—prlce series (Q) and the price indices (P ) are reproduced in Table 1.

All the quantity series are corrected for population change. The natural
logarithms of the P and the adjusted Q are then taken and by taking first differences
one finds an approximation to dlnP and dInQ. The average budget shares w are
found by dividing each expenditure series by the series for total expenditure.
Since first differences of the variables are being used neither w nor w _ y is exactly
appropriate s0 w = (w,+w;_1)=2 is used to form w dln Q. By adding together
the 31x series for w; din Q, the senes for dInM is found.

Section IV : Estimating Methods

- IVa Aggregation
For compactness (using T for the number of observations and  for the number
of commodity-groups and equations) write:

D= (b0

where b is the column-vector of income coefficients and ¢ the matrix of price
coefficients.

Y=(InQy...dnQ), X=(dIn M, dinPy,...dinP), V= (V... V)

where Q;, P; and V; are each column-vectors with T elements and the V; are
each a column of lndependent normally distributed variables with zero mean.
Then, assuming that each of the demand relationships is stochastic, the system
may be written Y = XD’ + V. Maximum likelihood estimates of the elements of
D are found by choosing these values which maximise the likelihood of the
sample. This in turn involves maximising the probability of V, the matrix of
disturbances. A difficulty arises here because the form of the variables is such that
the V, of any observation sum to zero and hence the variance [covariance matrix
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of the disturbances is singular. Barten (1969, sect. 6) shows how this difficulty

may be overcome by replacing the variancecovariance matrix by A= (%;V’ V+K)

where K is 2 matrix of the same order as V'V all of whose elements are -.
n

Using this one may write the logarlthrmc hkehhood functlon (see Bartcn 1969,
sect. 7).

= }Tlin—3T(n —I)(I+ln27r) 3TIhA~
= Constant—17TIn |4]

Using the definition of 4 and V= Y—XD and dlfferentlatmg with respect to
the elements of D one gets

v 8L

| 1 'Y ’ —

e L D.X'X] = o
. D, =(X'X)IX'Y

Thus the elements of D, may be found by applying Ordinary Least Squares to

each of the Y vectors in turn.

The form of the variables is such that the D, satisfy both of the aggregatlon
conditions. The dliM vector is the sum of the ¥ vectors; in other words X,=i'Y.
If this is substituted in the definition of D,’ above, it is easxly shown that the sum
of the elements of the first row is umty—that is :

ib=1

A

Si_ailarly, the suni of the elements of each of the other rows is zero or
i'C=o0

So Engel and Co urnot aggregation are satisfied.
Estimates of thc variances and covariances of the elements ot D, are found from

V VX X)‘lfwhere V, is the matrix of estimated residuals and * indicates

T *
the Kronecker—product process. The variances of the estimates lie on the main
diagonal of this rnatrix. Small sample bias may be removed by multiplying each
of the variances by (T/T—n—1).

The results of these calculations are shown in Table 2. Each line gives the
coefficients of one equation. Two coefficients appear in each space; the first is the
coefficient in a regression without a constant (which is the most satisfactory from



TABLE 2: Aggregative coefficients

M PF PA - PC PD PG PH Constant - RVR
F ‘170 (3-6s) —085 (189) —026(0"58)  -036(048) —167(1:96)  -0s0(0°69) ‘167 (1-60) ‘41
‘161 (3-16) —084 (1-86) —036(0-73)  -043 (0's6) —156(1-79) -osx(o71)  -143 (1:26)  -cor43 (o0-s0) ‘138
A ‘167 (470) 007 (0:22) —o047(1-35)  -032(056)  -126(1'95) —o005 (009} —-082 (1-04) 177
‘152 (4:08)  -ori(o-32)  -061(070)  -041(074) 142 (2-24) —003 (0:06) —118(1-42)  -00217(r01) 160
C 206 (4:32) ‘055 (1°20)  -050 (1:07) —~030(039)  -227(2:62) —or1(015) —-259 (2°44) : 226
202 (3-83) 056 (1-21)  -046(091) —027(0:35)  -231(2-59) —oII (015) —269(2:31) 00064 (0-21). 22§
-D 177 (538) 056 (177)  -023 (0+71) 056 (1r07) —104(1-74) —067(132)  -022(0-30) -080.
‘185 (5-_19) 055 (1-74)  -030(0-87)  -0s52(0-98) --x13(1-84) —068(1:36)  -039{0'49) -—oor10 (053) 078 .
G 197(8-37)  -003 (0'13) —o029 (1-27) —088(2-34)  -042 (1-00) 010 (0:26) . -012 (0-23) . 062
201 (7:83)  -002 (0'10) —026(1°04) —091(2:38)  -089(0-88)  -009(025)  -021(0'37) —o000s5(0°37) 062
H 081 (2:46) —o037(1'15)  -030(0-93) —007(013) —1i24(2:07)  -024(047) ‘141 (1°93) 097
100 (2'99) 040 (136)  -047(1:45) —018(037) —143(2'52) ~-022(046)  -183(2+47) -—o00261 (1°35) 082

(0743
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For an exiplanation of notation, see Table 1. New symbols in this table include M for the quantity component of the change in the
average budget share. RVR, the residual variance ratio = (Sum of squared residuals) -+ (Sum of squared dependant variable). Note ¢ values

in brackets.
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from a theoretical point of view) and the second is the coefﬁcwnt from a regression
with a constant. If the constant is significant it indicates a “trend-like shift”
towards or away from the good in question. In fact the level of significance of
these constants is very low indeed. The t-values of the coefhicients are given in
brackets. The figure in the column headed RVR (Residual Variance Ratio) is the
ratio of variance of the residuals to the variance of the dependent variable. This
is the only measure of goodness of fit which can be applied consistently to all the
estimates. The lower it is, the better the fit.

IV (b). Aggregation and homogeneity :

It was explained in Section II that the imposition of homogeneity involves
imposing the restriction that the rows of the C matrix each add to zero. From
an econometric point of view, this is a relatively simple procedure, since it merely
involves imposing a single linear restriction on each of the regressions in Section
IV (). The technique for doing so is well-known (see Johnston, 1972). Define
t' = (0,1,1,1,1,1,1) so that ¢ is a column vector. Recalling the definition of D in
Section IV (4) we may write D, as the first row of D. The homogeneity condition
for the first equation of the system—namely that the C—coefficients sum to zero
may be written Dt = o. The entire set of homogeneity restrictions is Dt = o.

The estimating procedure is to maximise the likelihood of the sample subject
to Di=o. -

Form the constxj:'amed likelihood function

T
L* = L+kDt
where L is the Iikelihood_function of Section IV(a) and k is a row vector of Lag-
range multipliers. Differentiate with regard to the elements of D to obtain after
simplification

D'yi = [(X X)X X)- 1 (X X)X Y = GX'Y

where J is a scal ar defined as 1/t'(X'X)~ . Estimates of the variances of the
coefficients may be found from the principal diagonal of

EAAC

The small—sample‘ correction may be apphed as in Section IV (a). The numerical
results are shown in Table 3.

IV (¢). Aggregatwn, Homogeneity and Symmetry
The addition of symmetry implies C;; = C;; so the restrictions required involve

]




TaBLR 3: Aggregative and homogeneotss coefficients

‘101 (2°67)

M PF PA PC PD PG PH Constant  RVR
F 160 (3‘-49) —076 (172) —024 (0°52) <066 (0:90) —159 (1-91) 030 (0°54) © 154 (1°51) . 148
‘160 (3:03) ~—076(163) —o024(046)  -066 (085) —1s59(1:76)  -038(0o's1)  Is4(1-31)  -o0OI (o01) '
A 180 (5-03) —003 (010} —o05I (1'45) —003 {0-05) '117 (1-80) -008 (-015). —068 (0-85) 197
‘ ‘152 (4:06) 008 (025) —065(1'79) 034 (0-61) 143 (224)  -oor (0-02) —121(1'45)  -00260(1°20) ‘162
C 220 (4'5517)» ‘044 (0°96) 046 (1-00) —066 (087)  -216(2-54)  -003 (0-04) —243(2:33) - 242
i 202 (3-81)  -os1(r08)  -038(073) —o43(0'ss) 233 (2'57) —oo2(0-03) —276(2:33)  -o0161(0°53) 232
D ‘172 (5:38)  -0o61 (1°99)  -025(079) . -6734(1-42) - —101 (173) —074(1:49)  -015 (0-21) 082
g 185 (s:18) <056 (1-78)  -032(0-91) . -0s5(r03) —r113{r-85) "—o70(1'39)  -041 (0-51) 00127 (061)  -780
G . :i76 (603) 021 (0'75) —023(0-80) —o032(0-68)  -0s8(1-10) —o0I2(0-27) - —o12 (o-19) . “106
200{6:60)  -o11 (0:42) —o11(0-38) —o063(1:40)  -036(0'70) —o006(014) 033 (0-49) —00220(1:26) 086
H :"693 (2:80) —047(1:46)  027(0-82) —o038(072) -—133(2:21) 036 (o-'713, ‘155 (2:10) -107
' —oso0{1-s0) 031 (084) —o049(0:88) —i140(217) -038(0-72)  -170(202) ~—00076 (035) 105

See footnotes Tables 1 and 2 for explanation of notation.

(44
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relationships between the coefficients of different equations. To achieve this, the
D matrix must be converted into a column vector d in the following way:

(FD)g = d

I is the identity matrix of order n and g is a column vector of #2 elements of the
form

41

&

The subvector g, has unity in the ith position and zero elsewhere.

Having done this, the restrictions needed simply imply that certain pairs of
elements of the vector d should be equal. For example the requirement that
C,9 = C,, indicates that the third element of d should equal the ninth element.
The restrictions may be imposed by setting Rd = o. R is a matrix with a number
of rows equal to the number of restrictions and nx (m+1) columns. Each row
corresponds to an equality restriction between a pair of coefficients and has +1
in the position corresponding to the first coeflicient and —1 in the position
corresponding to the second. The R-matrix in the present case will be of order
I5X 42 since there are 15 pairs of coefficients which must be equal, and n = 6.
The first row imposes the condition that C;, = Cy; so it will have +1 in the
third position, —1 in the ninth position and zero elsewhere. ;

The homogeneity condition must also be imposed but it must be modified to
operate on d rather than D. It now takes the form -

D= DN = o
The likelihood éunction.may now be written
‘ - L™ = L+-k[I*t']d+IRd

where k and e are row vectors of Lagrange multipliers. Differentiating with
regard to the elements of d and simplifying gives

diyy = {I—(A*C)R' [R(A*G)R]-R}d,y — Hdyy

G is defined in Section IV (b). The variance fcovariance matrix may be estimated as

‘ , I , : k
‘: H[:I:(Vah s V:zhs)*G:IH :
%



TABLE 4: Aggregative, homogeneous and symmetrical coefficients

o S T w R T N

M | PF PA rC PD PG PH RVR
-239 (768) —056 (1°45) —0I1 (0-49) " 024 {0°52) -061 (1:92) 022 (0'85) = -—040 (1-1 s) -267
145 (6-87) —011 (0°49) —056 (2°32) -o17 (0'57) ‘041 (1'46) V —o012 (0°55) 022 (0+63) -240
163 (5°58) 024 (0°52) 017 (0°57) —056 (1°11) ‘109 (273) —015 (044) —'—-080>(1-78) -314 '
‘180 (7:47) -061 (1+92) 041 (146) = -109 (2-73) —190 (4-32) -o_fo (0-38) —~031 (071} -I18
‘173 (9+51) 022 {0:85)  —o12(0s5) —0Is{0'44) -010 (038) 016 (0°57) —'OZIA(0'70) 116
‘100 (3:61)  —~040 (1'1 5) 022 (0-63)  —o80(178)  —o031(o71)  —-o021 (0+70) ‘150 (2:37) 143 -

See footnotes Tables 1 ann 2 for explanation of notation.

Vz§

MITATE TVIOOS ANV DINONOOH .



AN APPLICATION OF THE ROTTERDAM DEMAND SYSTEM TO IRISH DATA 3§2§

1

Unfortunately, the estimator for d,,, given above cannot be calculated directly
because it involves the A matrix which, according to the definition of Section
IV (4), in turn depends on V¥, and the latter is of course unknown. An iterative
procedure must be adopted. One starts with the residaals from the previous
(aggregative and homogeneous) result, calculates A4 and uses this to estimate a first
approximation of d,,,. These yield a new matrix which prov1des the basis for
further estimates of d,,,; and so on. In the present case the changes in the coefficients
were all confined to the fourth decimal place after eight interations and the inter-
ation was stopped. The work is made difficult by the large size (42x 42) of the
matrices involved.

Provided that the values of the coefficients converge—as they do here—the
procedure is regarded by Barten (1969) and other workers in the field as giving
acceptable maximum likelihood estimates.

Numerical results are given in Table 4. Coeficients for equations with a constant
are not shown because matrices of the size needed could not be accommodated
in the computer workspaces available. For purposes of comparison the small-
sample correction was applied to the variances of the estimates.

Section V': Results (Tables 1, 2, 3)

As mentioned in Section I the results are of interest for two reasons—they
provide numerical estimates of demand relationships and they also enable one to
test the realism of certain restrictions imposed by the theory of consumer
behaviour. With regard to the first of these, the value of the estimate will depend
on one’s reason for wanting them. Compared with similar studies the results are
good in both the overall fit and the income and own-price elasticities. Since the
values of the residual variance ratio are quite low, the model would probably be
useful for pr_cdxctmg changes in the consumption of the various commodity-
groups for given (hanges in prices and income. The income coefficients are all
highly significant fmd it is possible to calculate values for income elasticity with
reasonable confidehce. However, while the own-price coefficients have (with one
exception) the right sign and acceptable values, their t-values are so low that one
cannot use them to obtain precise estimates of price elasticities.

The economic interpretation of the results is easier in terms of elasticities, s0 the
expenditure and{ own-price uncompensated elasticities (the ordinary “price
elasticities of demand”) are calculated according to equations (3) and (s5) of
Section II and are shown in Table 5. Broadly speaking, they are acceptable with
the exception of {the results for H (home-consumed services).

The-expenditure elasticities show the sort of characteristics one would expect—
.low for food, maderate for alcohol and tobacco, high for clothing, durables and
- other goods, with the highest values being found for durables. These are reasonably
consistent with the values found by Pratschke (1969) which were, for the com-

modity groups rnost nearly comparable.

N
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. . TastE 5: Elasticities (1971)

From calculations without constants

F ' A C D G - H

() - -§822 9201 1-8592 1-9689 147357 - 3815
Expenditure (ah) 5479 . 9917 1-9856 19132 1-5507 *4381
(ahs) -8180 7989 13087 2:0022 15242 ‘4710
a) — 4611 —4260  -—4768  —1-3338 —1080  +-5832
Own Price  (ah), —4203 —4610 ~—8157 —1°2055 —2817 +-6371
(ahs) —~4308 —4535 —6684 —2-2035§ —0320  +-606s

See footnote Table 1 for explanation of notation.

Food 01 Drink and Tobacco 0-96
Houschold Durables 120 Clothing . . © L I14
Motor Vehicles 374 Miscellaneous Goods ~ 1°33

Services and Other Expenditure 1°33

The only item here which is seriously inconsistent is H which even a priori has
a suspiciously low value. L

There are no readily available price elasticities calculated by other methods from
Irish sources. A recent study by Parks and Barten (1973) gives the following ranges

for (compensated) own price elasticities in a cross-section study .of OECD
countries. « :

Food —+0302 to —-2658
Clothing - —-0116 to —*6860
Durables —+1829 to —I‘222T
Other Expenditure —-0276 to —*7098

These are compensated price elasticities; the uncompensated values would tend
to be greater in an absolute sense. There is a reasonable consistency between the
pattern of results in this paper and those of Parks and Barten.

~ The elasticities found for the variable H (home-consumed services) are difficult
to accept. The income coefficient is much lower than one would expect a priori and
from comparison with Pratschke’s study. The positive price - coefficient is
theoretically inadmissable. While the t-value of the income coefficient is com-
paratively low, both it and the t-value of the price coefficient indicate a high level
of significance. These characteristics are not changed by modifications of the
variable; the variable “Other Spending” (=other goods+ other expenditure) and
“Other Expenditure” (=the present variable without the:deduction of expendi-

ture by non-residents) gave results which were very similar but slightly inferior
for the whole model. ' .
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It would be: possible to find explanations for these results. For example, an
increase in the price of services might redistribute income in favour of groups
who have a high marginal propensity to consume services; this would account
for the positive price coefficient. However, such post hoc ratlonahsmg is always
dangerous and it is more useful to present the results than to try to explain them
away. It is perhaps worth mentioning that positive price coefficients have appeared
in several other experirnents with the model in other countries.

On the whole, for a model in first differences, the results seem to be sufficiently
good to be of some interest.

We turn now to the overall effect of the imposition of the various restrictions
which is perhaps the most interesting aspect of the exercise. For any given set of
coeflicients one can calculate the A matrix and by inserting this in the logarithmic
likelihood function of Section IV, namely,

L = LTlin—3T(n—1)(1—In2m)—5Tin | A|

a value for L may be found. It can be shown (Theil, 1971, Chap. 3) that twice the
change in the value of the logarithmic likelihood function has the chi-square
distribution with a number of degrees of freedom equal to the change in the
number of free coefficients. ‘

Because of the aggregation condition the coefficients of any one equation in the
set are determined by those of the other five. Thus, in the aggregative system
there are X7 = 35 free coefficients. The imposition of homogeneity reduces the
free coefficients of each independent equation by one, making a total reduction
of five. There is a reduction of five coeflicients in comparing the equations without
constants with thosé which contain them. The symmetry restriction causes a
reduction of 10 coefficients because in imposing the condition on a system which
is already aggregative and homogeneous we are dealing with a 5% 5 matrix of
free coefficients which is a submatrix of C.

The logarithmic likelihood values are:

TaBLE 6: Logarithmic likelihood values

(L | P

Aggregative and  Aggregative, homogeneous

; Aggregative homogeneous and symmetrical

1 .
Without constant ' 4365 4272 4152
With constant i 4380 431°5 —

[

It is clear that thé imposition of the restrictions causes significant changes in the
value of the likelitood function. For the change made by the exclusion of the
constant, twice the difference is 4-8 in the aggregative system and 8-6.in the
aggregative and homogeneous system. With five degrees of freedom the former
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is significant at about the so per cent level, and the latter at about the 85 per cent
level. We may conclude that there is no strong evidence that the constant makes
a significant contribution to the system—a fact which is already suggested by the
small t-values. “Trend-like shifts” in consumptlon habits do not seem to be
present to any great degree.

The imposition of homogeneity gives values of 18:6 and 148 for twice-
difference in the regressions without and with constant respectively. With five
degrees of freedom, these are highly significant; the first at, and the second
well above the 99 per cent level.

‘The further imposition of symmetry gives a value of 24:0 with 10 degrees of
freedom. This also is significant at a level above 99 per cent and indicates that
even with homogeneity -imposed, the hypothesis of a symmetric C-matrix is
unrealistic. Obv1ously, the difference due to the combined effect of homogeneity
and symmetry is significant at a very high level indeed. These results are very far
from being unique. Using Dutch and Canadian data, Barten found them rejected
in both cases. Lluch (1972) in work on Spanish series, found homogeneity.
unacceptable but symmetry was consistent with the data. Brown and Deaton
(1972, pp- 1191~4) found similar results in a study based on UK consumption
figures. On the whole, the homogeneity restriction seems to be that which is most
consistently rejected. -

It is well to be clear about the significance whlch one can attach to these
findings. What is being studied is the behaviour of Irish consumers as a group
acting over a period of time. Even if each individual acted in perfect accord with
economic theory the actions of the group might still not conform to its postulates.
And since time series data are used, the pattern of behaviour detected may well
be due to shifts of tastes over time. Thus there is no question of disproving the
theory of consumer equilibrium which refers to the actions of an individual in
a single short period.

There are also technical difficulties which reduce the reliability .of the results.
The model works in differentials, and one may have doubts.about going from
restrictions on the differentials to restrictions on the actual variables in a stochastic
system. It is necessary to include durables as a consumption category but the
measures appropriate for price and quantity of durable goods may be different
from those suitable for .other types of good. Finally, it is debatable whether one
should test the restrictions one at a time, since economic theory imposes them
simultaneously.

Yet, having said all thlS it is probably unwise—as Brown and Deaton (1972
p- 1191) conclude—to reject the results altogether. The general good performance
of the model referred to in Section II above cannot be ignored, and it is unlikely
that a model which is seriously inappropriate would perform so well. Probably
the most balanced conclusion 1s to say that the results raise serious doubts about
the applicability ofthe restrictions of ‘ordinary consumption theory to the
‘behaviour of the body of Irish consumers over a period of time. For instance; it
would seem that if all prices and income.doubled over a period, one could not
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conclude that the pattern of consumption expenditure would remain unchanged.
Similar doubts are indicated in regard to the symmietry of response to price
changes. A more comprehensive theory may be needed if we are to understand
the full effects of price and income changes in such c1rcumstances

Section VI: Summary

A demand system which expresses the quantity of each commodity-group as
a function of total expenditure and all the prices in the system is applied to Irish
data for the years 1953-1971. Six commodity-groups are used. An increasingly
testrictive set of theoretical restrictions based on standard consumption theory is
applied and the effect of this is studied.

- The results are statistically satisfactory and, with one exceptlon the expenditure
and price elasticities are acceptable and consistent with other studies. There is no
strong evidence of trend-like shifts in consumption patterns. The hypothesis that
the consumption pattern is homogeneous is rejected at a high level of probability.
The further imposition of symmetry in consumption-responses yields results
which also strongly indicate rejection.

University: College, Dubliti.
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