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Abstract

Fluid agitation and mixing ensuing from two phase flow has an important role to play within

two phase flow heat exchangers, which are at the forefront of energy conversion. Within

these environments, vapour bubbles may impinge against the heat exchange surfaces of

the device, with this behaviour thought to directly affect convective heat flow. Investiga-

tions into this complex fluid structure interaction have begun in recent years, however, the

mechanisms involved in bubble movement are dynamic and complex and, in some cases,

poorly understood. Although numerous studies exist for free rising bubbles, research into

their effects on heat transfer is limited; even fewer studies have been performed in relation

to bouncing bubbles. This study evaluates the convective heat transfer from a horizontal,

heated downward facing surface due to the effect of a single air bubble rising through dis-

tilled water and impacting and bouncing on the surface. In order to evaluate the current state

of the art, a comprehensive review of the relevant literature has been performed.

The present study utilises high speed, high spatial resolution, infrared thermography

to measure the two dimensional transient convective heat transfer. The three dimensional

bubble position and planar shape are simultaneously recorded with two high speed digital

cameras, which are synchronised with the high speed infrared thermography. The local

fluid direction and velocity are also evaluated by means of PIV, in a second set-up. The

equipment is mounted on a purpose built frame, surrounding the test tank, so that correct

alignment is achieved. Purpose specific code has been developed to analyse both the high

speed visual and high speed thermal images; this allows for alignment and investigation into

various surface effects. Three interchangeable orifices of internal diameter 0.5, 1 and 2 mm

are utilized to produce bubbles of equivalent diameter 2.8, 3.3 and 4.1 mm. Orifice to surface

release heights of 10, 20, 25, 30 and 35 mm are investigated, while a single release height of
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30 mm is investigated for the PIV set-up.

A comprehensive investigation has been carried, with aspects such as the bubble’s aspect

ratio, velocity, shape oscillation frequency and forces associated with bubble motion being

presented. The bubble’s rise velocity was found to be significantly higher than that reported

in literature, which was linked to the oscillations of the bubble’s aspect ratio. In addition,

these oscillations were found to affect the bubble bouncing sequence, resulting in large

variations in the bubble’s shape. Similarly, during the bubble’s rise, the rise path was found

to be a significant factor which affected the bouncing sequence.

In terms of convective enhancement, this was found to be affected by the impact angle

of the bubble, with the bubble size and release height also being significant factors. During

the direct impact and subsequent bouncing of the bubble on the surface, regions of transient

negative heat flux were found to occur where previously high convective cooling occurred.

The bubble’s wake was found to spread significantly, in the opposite direction to the bubble’s

direction of motion, with a smaller portion of the wake being dragged in the direction of

the bubble. The wake itself caused the highest levels of convective heat flux encountered.

However, if the wake spread too far from the centre of the test section, regions of negative

heat flux would again occur. Even after the bubble was fully attached to the surface, localised

regions of convective cooling was found to occur lasting for 10 s.
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Chapter 1

Introduction

In this chapter, the motivation behind the research, which concern the anticipated demand

for ever more efficient modes of two phase heat transfer will be discussed. This is followed

by a review of literature that is relevant to the area of two phase flow. The objectives are

outlined with the aim of addressing certain shortcomings relating to thermal management

using two phase cooling methods.

1.1 Research Motivation

As the global demand for energy rises, the days of energy overutilisation and engineering

design based on exhaustible energy sources are coming to a close, with a need for more

efficient high performance technologies underpinning our future energy requirements. Ad-

vancements in thermodynamic and fluid sciences must accelerate the integration of renew-

able energy systems into existing infrastructures, in turn helping to develop the next gener-

ation of more flexible and robust energy systems [1].

Two phase flows occur widely in both nature and industrial applications, including en-

ergy production (oil transportation, steam generators, cooling systems) and chemical engi-

neering (bubbly columns, mixing in reactors, aeration systems). Two phase flows produce

extremely high heat transfer coefficients, an order of magnitude higher than their single

phase counterparts. As a result, their practical significance has motivated numerous inves-

tigations during the past fifty years. Nevertheless, despite this continuous effort, two phase

technologies are not wide spread in thermal systems and important questions remain open.
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This is in part due to the inherently complex nature of two phase flows; from a heat and

mass transfer perspective. From an engineering standpoint, due to gaps in the literature with

respect to two phase flow, progress is impeded by the risk and uncertainty with regards to

new, two phase flow technologies.

As outlined above, two phase flow is known for its ability to significantly enhance heat

transfer from a variety of geometries; this has been experimentally shown by a few authors

[2–10]. Current research on two phase flow is focused on the effect of a single bubble or

multiple bubbles and their motion against vertical or inclined surfaces which may be heated

[3, 4, 7–10]. Bubble impingement against adiabatic surfaces has received some attention

[11–13]. One of the earliest examples of the notable enhancement effects of two phase

flow is the work of Cornwell [5], on heat transfer within tube bundles. It was deduced that

vapour bubbles generated on lower tubes impacted and slid along upper tubes and could in

fact suppress nucleation, by reducing the surface temperature of the upper tubes.

Two phase flow and heat transfer is very sensitive to many, often inter-related, parame-

ters. This is where advancements in computational and numerical analysis can provide the

crucial link to bridge gaps in experimental literature. However, the computational models

must first be validated against reliable experimental measurements. With a large number

of parameters being influential in two phase flow, it is advantageous to focus on key fun-

damental aspects of the flow. Once these basic aspects are validated, then it is possible to

investigate more subtle and complex features of the flow. One key aspect of two phase flow

is the growth and initial departure of a single bubble, which has been modelled via a variety

of multiphase flow modelling codes and validated against accurate repeatable state of the art

experimental procedures [14, 15].

A two phase flow problem which has received a lot of attention is that of phase change

in tube bundles, whereby bubbles are generated on one tube, and then rise through the

surrounding fluid before impacting and sliding around the upper tubes; this formed the basis

of an investigation by Cornwell [5]. This simple natural process can be defined by three

regimes, of which the first is the bubble rise, followed by the impact and bouncing against

the upper tube and finally the sliding of the bubble around the upper tube. With regard to

the bubble’s rise, this field has been studied for over 50 years, with some comprehensive

reviews being conducted [16–19].
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While sliding bubble heat transfer enhancement has received some attention in the open

literature [3, 7, 20–22], only a small amount of knowledge exists for bubbles impacting and

sliding around heated tubes. Yan et al. [23] investigated bubbles impacting a horizontal

curved surface. They found that the bubbles tended to stick to the surface and cause a hot

spot through local dry-out, inducing elevated temperatures, before growing and sliding away

from the bottom of the cylinder. This was the first reported study into the effect of a bubble

impacting a surface. A similar study was performed by Atmane & Murray [2] who measured

local heat flux variation due to the motion of both vapour and air bubbles around a cylinder.

Atmane & Murray [2] noted that the bubble impact mechanism significantly increased heat

transfer on the lower section of the heated cylinder, while the sliding motion around the

cylinder and nucleate boiling were responsible for the high levels of heat transfer on the

upper section of the cylinder.

With this type of bubble motion over a curved surface it is difficult to disentangle the

relationship between the bouncing motion and the sliding motion on the lower section of

a tube. As the bouncing of the bubble is a precursor to sliding motion, the initial focus

should be on this process. In order to isolate the bouncing process, a flat rather than curved

heated horizontal surface would be advantageous; similarly this simpler surface shape and

orientation would aid Computational Fluid Dynamics (CFD) analysis. The availability of

literature on the bouncing of individual bubbles against a downward facing solid adiabatic

surface is limited to small, stable ellipsoidal bubbles [12, 13, 21, 24–26]. To the author’s

knowledge, limited or no research has been conducted on the effect of a single bubble im-

pinging and rebounding from a flat horizontal surface, with the objective of exploring the

impact and rebound phases and their associated surface heat transfer. Secondary to this mo-

tion would be the effect of the wake generated by a rising bubble as reported by literature

[3, 4, 16–19, 27–29].

The objective of this fundamental study will be to experimentally investigate coupled

convective heat transfer and bubble motion due to the effect of a single air bubble rising

through water and impacting and bouncing on a heated surface. Simultaneous measure-

ment of heat transfer, fluid motion and bubble motion must be performed in order to further

understand the complex interactions of a bubble and a heated surface.

The work presented here has been performed in conjunction with a numerical study

3
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carried out by Dr. Yan Delauré and Mr. Abdulaleem Albadawi in Dublin City University

(DCU).
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Chapter 2

Literature Review

This chapter will briefly review the literature around the motion of air bubbles in

a liquid. The beginning of the chapter will explore the path and shape a rising

bubble takes and how the method of bubble formation affects its shape. The

wake generated by the bubble will be reviewed next, followed by an introduction

to how a bubble interacts with a surface. The final section will explore heat

transfer enhancement due to bubbles on varied surface geometries.

The complexities of bubble shape, motion and path are ubiquitous. To fully understand

their complex nature and their importance in our society, numerous studies have been per-

formed, dating from as early as 1907 [30]. Studies have been performed for situations such

as bubble growth, free rising/falling bubbles and drops, bubble to bubble interactions and

bubble interaction with surfaces. Within these areas researchers have investigated the effect

of fluid properties, fluid confinement and the bubble rise velocity and trajectory. The bubble

wake characteristics and the interaction with surfaces of various orientations have also been

studied. Research into a bubble impacting upon and/or sliding along a surface has been

limited thus far, with only a few investigations being performed. The following review con-

siders the behaviour associated with a bubble’s free rise and final impact upon a horizontal

surface and the associated heat transfer enhancement from bubble motion.
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2.1 Bubble Shape Categorisation

Bubbles in free rise in an infinite medium under the influence of gravity can be grouped

under the following headings: Spherical, Ellipsoidal and Spherical-Cap shape regimes [16].

(a) Spherical: Generally, bubbles and drops are closely approximated by spheres if in-

terfacial tension and/or viscous forces are much more important than inertial forces.

Fluid particles can be termed “spherical” if the minor to major axis ratio lies within

10% of unity.

(b) Ellipsoidal: The term “ellipsoidal” is generally used in referring to bubbles or drops

which are oblate in shape.

(c) Spherical-cap: Large bubbles tend to adopt flat or indented bases and lack fore and

aft symmetry. A “spherical-cap” bubble’s upper surface appears similar to that of an

oblate spheroid of low eccentricity. They may also develop thin trailing “skirts”.

Most bubbles rise in an infinite medium, making it is possible to define a shape regime

map in terms of the Eötvös1, Morton2 and Reynolds dimensionless numbers. The resulting

plot is presented in Figure 2.1 (a), Bhaga & Weber [16]. As Re is included in the plot,

the terminal velocity can be determined. Figure 2.1 (a) may be used to estimate terminal

velocity as well as the bubble shape regime.

The shape of a bubble depends upon the relative magnitudes of the relevant forces acting

on the bubble, such as surface tension and inertial forces; also, as bubbles have a low density

when compared to that of the liquid, the inertia in the system is almost entirely due to ac-

celerated or decelerated liquid surrounding the bubble. Figure 2.1 (b) shows sketches of the

bubble’s shapes, corresponding to the shape regime map in Figure 2.1 (a). In liquids of low

viscosity and Morton number, such as water, the shape of intermediate-size bubbles is very

irregular and oscillates unsteadily. Moreover, in liquids of high viscosity under quiescent

conditions, the formation of “skirts” has been observed. “Skirts” are thin annular films of

1A high Eötvös number indicates that the system is relatively unaffected by surface tension effects (Eo �
1), while a low number Eötvös number (Eo < 1) indicates that surface tension dominates.

2Low viscosity fluids generally have a low Morton number (Mo < 10�6), such as water, while high viscos-
ity fluids, generally have high Morton number (Mo > 10�2).
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Figure 2.1: (a) Shape regime for bubbles and drops in unhindered gravitational motion through
liquids, Bhaga & Weber [16], (b) Sketches of various bubble shapes observed in infinite Newtonian
liquid, Fan & Tsuchiya [18].

gas trailing behind the rim of large spherical-cap bubbles. A bubble’s shape cannot be com-

pletely predicted, unless all the pertinent physical variables are accounted for. Haberman

& Morton [31] proposed a dimensional analysis based on eight variables: the acceleration

due to gravity (g), the terminal velocity (UT ), the diameter of a sphere of equivalent volume

(Deq), the fluid density (rl) and viscosity (µl), the interfacial surface tension (s f ), and the

density and viscosity of the gas inside the bubble, (rg) and (µg). From these variables five

independent dimensionless groups can be derived.

For a typical bubble in water with an equivalent diameter of deq = 3 mm, a Reynolds

number of 1000 is expected once terminal velocity has been achieved. Similarly, water is a

low Morton number fluid and a Mo ⇡ 1.1⇥10�11 is expected, with a corresponding Eötvös

number of 1.2.
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2.2. RISING BUBBLES

2.2 Rising Bubbles

After a single bubble’s departure from an orifice, it will begin its free rise through the liquid.

It is of importance to fully understand the behaviour of a free rising bubble, as it is this

behaviour which is responsible for heat transfer enhancement from a surface irrespective

of the surface orientation. The bubble’s wake has been demonstrated to be of most impor-

tance when heat transfer enhancement is concerned, most recently by Manickam & Dhir [9].

There are numerous aspects which influence the bubble’s wake; these include terminal rise

velocity, shape characteristics and oscillation and wake formation (both near and far). The

following sections will examine the bubble’s characteristic features.

2.2.1 Bubble Trajectory

As a bubble rises through a continuous medium, work is done on the medium by the bubble

at a rate equal to the bubble rise velocity times the net buoyancy force acting on the bubble.

In a viscous fluid, the energy associated with this work can be completely dissipated within

the fluid, i.e. by viscous dissipation, resulting in a purely rectilinear motion of the bubble. In

a low viscosity fluid, the energy generated by the rising bubble is not consumed by viscous

dissipation alone; some energy is released through wake shedding (turbulent dissipation)

which induces bubble oscillations. Bubble oscillations are known to start with the onset of

vortex shedding from the wake. Saffman [17] performed a study of free rising air bubbles

in filtered water with bubble equivalent diameters (Deq) in the range of 1 – 8 mm. Bubble

shape was approximated as oblate spheroid, as depicted in Figure 2.1 (b). Three bubble

paths were identified:

• Rectilinear

• Zig-zagging

• Spiral

When the bubble diameter, Deq, was less then 1.4 mm, the bubble would rise with a rec-

tilinear path i.e. a straight line. With an intermediate Deq of 1.4 – 2 mm, the bubble was

found to zig-zag within a fixed plane, throughout its rise, although the orientation of the

8
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plane was random. Bubbles with Deq in the range of 2 – 4.6 mm had more complex paths,

with either zig-zag or spiral motion. At about 4.6 mm the spiral or zig-zag motion begins to

reduce in magnitude and is dissipated for diameters above 6 mm. For the size range in which

both spiralling and zig-zag motion can occur, bubbles would usually zig-zag if they left the

injecting tube in one piece, but the presence of an obstruction immediately after the injec-

tor was found to make the bubble spiral. When bubbles were released in rapid succession,

one after another, the bubbles followed the preceding bubble’s path; the exception to this

was for bubbles of equivalent diameter less than 2 mm in which case it was observed that

zig-zagging bubbles continued to zig-zag, even when released in the wake of a spiralling

bubble. Bubbles of about 1.4 mm were sometimes observed to rise steadily, then zig-zag,

then go straight again, zig-zag again, and so on. Similar experiments were carried out using

unfiltered tap water. The results were the same except that the zig-zag motion first occurred

at a Deq of 1.6 mm, and that it was not possible to produce the spiralling motion with a bub-

ble less than 2.2 mm. The experiments of Saffman [17] give us an insight into the behaviour

of bubbles with Deq of 1 – 8 mm. De Vries et al. [32] noted that for a bubble diameter of

1.62 mm, the bubble would no longer rise rectilinearly; the path becomes either zig-zag or

spiral. A similar behaviour is observed for solid spheres, but at lower Reynolds numbers

than for bubbles. This is due to the difference in boundary conditions at the surface of solid

spheres and gas bubbles in pure waters: no-slip and non-deformable for the solid sphere,

zero-tangential-stress and deformable for the gas bubble. Table 2.1 summarises the bubble

size and shape and the path which the bubble will take.

In order to understand the complex motion of bubbles, numerous investigators have

attempted to correlate the terminal velocity (UT ) of a bubble to important parameters such

as the equivalent diameter and fluid properties [17–19, 35–43]. However, for the present

investigation it is thought that the limited bubble rise height under consideration (<40 mm)

would prevent the bubble achieving terminal velocity. Thus, further discussion of terminal

velocity is not included here.

9
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Table 2.1: Overview of bubble motion, Veldhuid [28], Lindt [33], Rosenberg [34]

Deq [mm] Re description

Deq < 0.8 Re < 70 Sphere, rectilinear path,
CD as for solid spheres

0.8 < Deq < 1.2 70 < Re < 400 Sphere, rectilinear path,
CD less than solid spheres

1.2 < Deq < 1.5 400 < Re < 500 Oblate spheroid,
rectilinear motion

1.5 < Deq < 4.8 500 < Re < 1100 Oblate spheroid,
helical motion

4.8 < Deq < 7.0 1100 < Re < 1600 Irregular oblate spheroid,
almost rectilinear motion

7.0 < Deq < 16.6 1600 < Re < 5000 Transition from oblate spheroid to
spherical cap, almost rectilinear motion

Deq > 16.6 Re > 5000 Spherical cap, rectilinear motion

2.2.1.1 Influence of Bubble Release Process

An important influence on a bubble’s initial velocity and, more importantly on the direction

which the bubble will take, is how the bubble is introduced into the system. The following

section will explore the consequence of small and large initial deformations as the bubble is

introduced into the fluid.

Figure 2.2: Experimental set-up and bubble injection device utilized by Tomiyama et al. [41].

10
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Ellingsen & Risso [44] studied an isolated air bubble rising in still water. Both the

bubble and liquid motions were investigated and the influence of surfactants was shown to

be negligible. The bubble equivalent diameter was fixed at 2.5 mm. They observed that

after the initial acceleration stage, the bubble starts oscillating on an almost planar zig-zag.

This in plane motion then progressively transforms into a helix, which is the final stable

trajectory.

Figure 2.3: Consecutive images, elevation and plan views of trajectory, instantaneous aspect ratio
and instantaneous rising velocity of a single air bubble (Deq = 3 mm) in distilled water: (a) illustrates
a small initial shape deformation (zigzag motion) and (b) a large initial shape deformation (zigzag
then helical motion). Bottom images show bubble injection and top images steady state behaviour.
Tomiyama et al. [41].
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Tomiyama et al. [41] performed a numerical and experimental study of the terminal ve-

locity of air bubbles rising in water and reported that bubble motion, shape and velocity were

markedly sensitive to the initial condition, i.e. the method of bubble release. Four different

nozzles were used to produce bubbles of various sizes. The static pressure difference was

controlled by the elevation of the small container shown in Figure 2.2. This bubble release

method is based on the static pressure difference, with large initial shape deformation being

created by releasing a bubble either with a high static pressure difference or with a nozzle

diameter which is smaller than the bubble equivalent diameter.

This view that terminal velocity is sensitive to release conditions is contrary to the pre-

viously reported view, that the bubble’s terminal velocity is a function of the Eötvös and

Morton numbers only, and that the large scatter in terminal velocity in the surface tension

force dominant regime3 was due to surfactant contaminants. It was noted that a bubble’s

motion, shape and velocity were sensitive to the initial shape deformations caused during

the release from the orifice. This bubble rise motion is more inclined to be zig-zag when the

initial shape deformation is small, whereas the transition from zig-zag to helical motion is

enhanced when initial shape deformations are large. Figure 2.3 illustrates their findings in

relation to shape deformations.

These results of Tomiyama et al. [41] therefore support the conclusion of Ellingsen &

Risso [44] that the primary unstable mode causing zig-zag motion develops first and the

secondary unstable mode causing helical motion then follows. In other words, large initial

shape deformation augments the growth rate of the secondary unstable mode, whereas small

initial shape deformation delays the transition from the primary to secondary unstable mode.

Therefore it is impossible to predict a motion type with the only information available being

Deq and the fluid properties; the bubble release mechanism is also relevant.

Several examples of consecutive images of single bubbles in the distilled and contami-

nated waters are shown in Figure 2.4. The time interval of two consecutive bubble images

is 0.02 s. The 3 mm bubble in the contaminated system was released with large initial shape

deformation. However soon after detachment from the nozzle, its motion became very sim-

ilar to the motion of a 3 mm uncontaminated bubble with small initial shape deformation. In

3In this case of an air-water system, bubbles with equivalent diameters ranging from 1.3 mm to roughly 6
mm correspond to a surface tension force dominant regime, in which UT decreases with increasing Deq.
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2.2. RISING BUBBLES

Figure 2.4: Shapes and trajectories of single bubbles in pure (P) and contaminated (C) systems:
LD–large initial shape deformation; SD–small initial shape deformation. Tomiyama et al. [41].

the cases of Deq = 4 and 5 mm, contaminated bubbles did not exhibit large shape oscillation

due to the strong damping effect caused by a surfactant, which was liquid soap in this case.

Ellingsen & Risso [44] noted that when the bubble detaches from the injector, its shape

is essentially spherical and it rapidly accelerates in the vertical direction. This first stage is

followed by a period of reduced acceleration that leads to a flattening of the bubble’s shape

and the commencement of horizontal path oscillations. Beyond a height of 150 mm the

initial acceleration stage is completed, the vertical velocity is approximately constant and

the path-oscillation frequency is regular.

Wu & Gharib [45] conducted experiments on the shape and path of air bubbles, with a

diameter range of 1 – 2 mm, rising in pure water. The bubble generation method used in this

experiment was similar to that of Saffman [17] and Duineveld [46]. A syringe pump was

operated at a slow rate to ensure that bubbles were released quasi-statically. The authors

found that the inner orifice diameter, di, played an important role in the shape and, more

importantly, the bubble’s path. Bubbles that detached from a small orifice rose nearly twice

as fast as those from a larger orifice. In the case of a small orifice, the curvature at the bubble

detachment point exhibits a local maximum; such a deformation gives rise to substantial

axisymmetric surface waves, which in turn propels the bubble to a high initial velocity. For

larger orifices only weak perturbations are formed.
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2.2.1.2 Bubble Rise with Side Wall Confinement

Figure 2.5: Retarding effect of column walls on the terminal velocity of bubbles of intermediate size,
Clift et al. [19].

Although bubble rise in a confined space is an important topic, few researchers have

quantified wall effects directly, by using a series of different columns of varying diameter.

The aim here is to determine the influence on terminal velocity of a confinement parameter,

l = Deq/D, where D in this case is the diameter of the containment vessel. It is expected

that containing walls will cause elongation of bubbles in the vertical direction, suppress

secondary motion (zig-zagging), and alter the wake structure [19]. An early investigation by

Haberman & Morton [31] proved inconclusive, as the tank size employed was approximately

254 ⇥ 406 mm2, with an approximate maximum l of ⇡ 0.04, corresponding to the smallest

tank dimension and largest Deq. Clift et al. [19] noted that for a Reynolds number greater

than 200, the confinement effect on terminal velocity was independent of Re. Therefore

they represent their results by a unique relationship between UT/UT • and l, as shown in

Figure 2.5 together with the correlation presented in Equation 2.1.

UT

UT •
=
⇥
1�l2⇤ 3

2 (2.1)

For the conditions of the present study, with a planned Deq of 4 mm and a minimum D

of 50 mm (l = 0.08), the effect of the containing wall is unlikely to play any significant part
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in influencing the bubble motion.

2.2.2 Bubble Shape Oscillations

It is anticipated that a bubble will undergo initial shape oscillations, as shown by Tomiyama et

al. [41], as well as shape oscillations further in its rise, which results in different secondary

motion. This section will explore these oscillations and their related frequencies.

Lunde & Perkins [47] observed the shape oscillations of rising air bubbles in unfiltered

tap water. The apparatus was a transparent tank 700 mm tall with a 100 ⇥ 100 mm2 base.

No effort was made to purify the apparatus or water so some contaminants were assumed

to be present; neither was surface tension directly measured. Bubbles were allowed to rise

through the first 150 mm of the tank before being recorded at a frame rate of 400 – 500

frames per second; this corresponded to four times faster than the highest shape oscilla-

tion frequencies investigated, according to the authors. Five different bubble sizes were

observed, with equivalent diameters of 2.4, 3.02, 3.52, 4.32 and 5.16 mm (a broadly similar

range to the present study).

Table 2.2: Results of experiments by Lunde & Perkins [47] on the frequency of bubble shape and
path oscillations

Bubble size, deq (mm) 2.4 3.02 3.52 4.32 5.16
Equivalent major axis, DE (mm), 3.04 3.9 4.53 5.8 6.95
Ellipticity, e 2.03 2.16 2.13 2.4 2.45
Terminal velocity, UT (m/s) 0.326 0.299 0.284 0.264 0.252
Reynolds number, Re 991 1166 1286 1531 1751
Frequencies
DE : Mode (2,0), shape (Hz) – 60.6 49.1 35.3 25.8
A: Mode (2,0), motion (Hz) 90.2 60.7 48.9 33.1 24.9
R: Mode (2,2), shape (Hz) 62.7 40.4 33.1 22.3 17.3
Vortex shedding (Hz) 13.1 13.5 13.7 10.7 10.8

The equivalent major axis of the ellipse is defined as

DE =
�
dma jordminor

� 1
2 (2.2)

where dma jor and dminor are the major and minor axes as measured from the direct and

mirrored image of the bubble. Averaged over numerous tests, all bubbles were within 5%
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of the nominal size. The ellipticity, e, is calculated from the mean equivalent major axis and

the bubble equivalent radius. Thus

e =
D3

E
8r3

eq
(2.3)

In Table 2.2, DE is the oscillation frequency for the equivalent major axis, A is the

oscillation in the acceleration of the bubble and R is the oscillation in the ratio of the two

major axes. The vortex shedding frequency is also presented in Table 2.2. Their results

indicate that the low frequency lateral motion associated with the vortex shedding had super-

imposed on it a high frequency oscillation associated with the shape oscillations of the

bubble. For all five bubble diameters, the vortex shedding frequency remained relatively

stable at about 12 Hz, with a slight decrease with increasing bubble size; however, the

shape oscillation frequency decreased significantly with increasing bubble size. The vortex

shedding refers to the large regions of vorticity generated at each “turn” during the bubble’s

zig-zag, which is twice in one zig-zag period.

f2,0 =
1

2p

s
12

p
2e2

(e2 +1)3/2

s
s

rlr3
eq

and f2,2 =
1

2p

r
8
e

s
s

rlr3
eq

(2.4)

Lunde & Perkins [47] give approximate expressions for mode (2,0) and (2,2) oscilla-

tions, derived from an analytical expression by Lamb [48], as indicated in Equation 2.4;

these are DE and R oscillations, respectively. Lunde & Perkins [47] assumed mode (2,0) os-

cillations to be waves moving around the bubble from the front to the rear stagnation points

(from pole to pole), while mode (2,2) oscillations are assumed to be waves travelling around

the equator of the bubbles.

Brücker [29] presented results for bubble shape oscillations observed for a 6 mm zig-

zagging bubble with a mean aspect ratio, c, of 0.66. The bubble rise velocity, w, was

approximately 200 mm/s. The lateral oscillation for a complete zig-zag cycle was measured

to be 4.2 Hz with a maximum lateral velocity of 100 mm/s.

Figure 2.6 displays the evolution of the bubble contour over the first complete zig-zag

cycle. The diagram at the bottom of the figure demonstrates the time variation of the breadth

of the bubble b, which is measured as the width of the bubble along the x axis. The time
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is made dimensionless with the duration, T, of one zig-zag. This figure demonstrates the

obvious phase coupling of this asymmetric shape deformation with the bubble motion and

allowed Brücker [29] to conclude that the deformation is due to an uneven pressure distribu-

tion in the equatorial plane of the bubble at the inversion points, caused by the shedding of

vortices from the bubble base. There is a strong correlation between the breadth oscillations

and the motion of the bubble. The oscillations of the breadth have a maximum amplitude of

about 10%. The phases of large bubble breadth in Figure 2.6 represent a lower aspect ratio,

i.e., a more oblate shape of the spheroid. Most importantly, the peaks repeat at each point

where the bubble reverses its motion. The frequency is therefore twice that of the zig-zag

motion. This motion associated with vortex shedding is referred to as “VS type” oscillation.

Figure 2.6: Bubble contours at characteristic moments in one zig-zag cycle and variation of the bub-
ble breadth (b), time is normalised by the time it takes to complete one oscillation, T, Brücker [29].

In addition to this obvious oscillation of the aspect ratio linked to the vortex shedding,

one can recognise in Figure 2.6 a weak secondary oscillation (compare the local maxima at

t⇤ = 0.2 and t⇤ = 0.7) which has roughly half the wavelength. Lunde & Perkins [47] also

recognised a second peak in the frequency spectrum of the oscillation of bubble aspect ratio.

Their results for a bubble of Deq = 5.8 mm showed a secondary peak at a frequency of 35

Hz. This compares with the first peak, which corresponded to a vortex shedding frequency

of 10.7 Hz.

Lunde & Perkins [47] postulated that this additional oscillation of the aspect ratio of the

bubble is associated with capillary waves travelling from the front stagnation point to the

rear stagnation point (from pole to pole). Brücker [29] observed this secondary frequency
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to be 17 Hz, and provided an alternate explanation of this secondary oscillation as linked to

the spacing between the legs of hairpin vortices observed behind the bubble.

Veldhuis [28] noted that the smaller the bubble the greater the coupling between the

frequency of the tangential velocity4 and the axisymmetric shape oscillation, which is the

mode (2,0) oscillation. The larger the bubble size, greater than 4 mm, the more frequencies

appeared, and the more random the bubble path became, although the coupling remained.

Table 2.3 demonstrates the wake appearance5 frequency for several bubble diameters; for

bubble diameters greater than 3.5 mm, distinct regions of circulation could not be deter-

mined.

Table 2.3: Results of experiments by Veldhuis [28] on the frequency of wake appearance versus
bubble size.

Bubble size, Deq (mm) 2.8 2.9 3.1 3.1 3.3 3.4 3.5
Vortex shedding wake (Hz) 74 65 65 54 48 45 46

Figure 2.7 demonstrates the relationship between the wake, velocity and mode (2,0) fre-

quency. The mode (2,2) frequency is more closely related to path oscillations. Veldhuis [28]

noted that shape oscillation must first trigger velocity oscillations before there is a wake

effect.

2.5 3 3.5 4 4.5 5 5.5
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z

Figure 2.7: Measured frequencies versus bubble diameter, where * is the wake, # is the velocity, · is
the shape oscillations mode (2,0) and + is the mode (2,2) oscillations. Veldhuis [28]

4The tangential velocity is the velocity calculated along the bubble’s direction of motion.
5The wake appearance is when a region of separate vorticity is formed at the rear of the bubble, separate

from a zig-zag wake.
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2.2.3 Bubble Wake Structure

This section presents studies focused on the wake behind free rising bubbles. This is relevant

for the present study on bouncing bubbles, as the bouncing phase is preceded by a rising

bubble stage.

When the relative speed between a body and the surrounding medium is very low, the

external fluid flow just outside the body will closely follow the body’s surface. At suffi-

ciently low Reynolds numbers, the whole contour of the body forms part of a streamline6,

known as the dividing streamline. As the Reynolds number of the flow exceeds a critical

value, the flow will begin to separate7 from the body surface. This critical value depends

upon multiple criteria such as surface shape and nature, as well as turbulence intensity in the

surrounding stream. The separated streamlines will rejoin some distance behind the bubble,

forming a closed region described as the wake. A wake has been described as the region of

non-zero vorticity downstream of a body, contained within a uniform flow. The whole wake

has traditionally been divided into two regions: near (primary) and far (secondary) wake.

The near wake is the zone near the base of the bubble; this region is where vortex formation,

growth and shedding occurs. For low Reynolds numbers (<100), the wake region consists of

a symmetric pair of stationary vortices and is often referred to as the (re)circulation region.

The existence of a large-curvature surface assures the generation of vorticity at a large rate

on that surface, which means that if a bubble has sharp edges, i.e. the rim of a spherical-

cap bubble, the surface vorticity is generated such that all the vorticity cannot be removed

efficiently by convection downstream and some will accumulate behind the bubble [18].

The far wake consists of the remainder of the wake; it has an open structure and repre-

sents a much less defined region, which is not related to the original body type. Included in

the secondary wake can be free shear layers and vortices shed from the main primary wake

(as in Figure 2.8 from Fan & Tsuchiya [18]). At low Reynolds numbers, the wake can be

a streaming tail extending along the bubble rise path below the primary wake, whereas at

higher Reynolds numbers, a vortex sheet extends far behind the rising bubble.

Wake shedding phenomena have been observed for a wide range of Reynolds numbers.

6A streamline has its tangent parallel to the velocity vector at every point along it. For unsteady flows it is
practical to define only instantaneous streamlines

7Flow separation refers to the detachment of the boundary layer from the bubble surface
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Figure 2.8: Schematic representation of general wake structure behind a spherical-cap bubble, with
identifications of the primary and secondary wake structure, Fan & Tsuchiya [18].

Any bubble which experiences secondary motion (zig-zagging, etc.) will most likely shed

vorticity in its wake. The onset of flow separation is related to two factors. First, the pressure

downstream of a rising bubble cannot be recovered completely; this pressure drop behind

the bubble induces a flow towards the base of the bubble. Secondly, as the bubble goes

through shape deformation; vorticity is generated. Vortex shedding can be either symmetric

or asymmetric with respect to the wake central axis.

Brücker [29] used Particle Image Velocimetry (PIV) combined with high-speed pho-

tography to study bubble rise and associated wake. The experiment was mainly focused

on ellipsoidal bubbles of diameter 4 - 8 mm, which show spiralling, zig-zagging and rock-

ing motion during their rise in water. De-mineralized water was used as the test liquid;

small tracer particles were added to the fluid upstream in the water basin and were homoge-

neously distributed. From measurements of the rise velocity of the bubbles and comparison

with the values from the literature (Clift et al. [19]) for the same size of ellipsoidal bub-

ble, Brücker [29] concluded that the tracer particles caused the bubbles to behave as in a

contaminated system. Experiments were performed either with single bubbles or with the

simultaneous release of a few bubbles, in order to study their interaction in relation to wake

dynamics. The bubbles were released from the bottom plate of the tank, initially into quies-

cent fluid.

Fluid flow velocity was measured in planes both parallel and perpendicular to the bubble
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Figure 2.9: Evolution of the velocity field and streamwise vorticity distribution in a horizontal plane
10 mm downstream of a zig-zagging bubble. The zig-zag motion of the bubble in the horizontal
plane is along the y axis. Left column: velocity field (Vmax = 70 mm/s)); right column: regions
of concentrated streamwise vorticity wz (contour lines start from ±1/s in steps of 1/s; solid line:
positive value, dashed lines: negative value), Brücker [29].

flow direction. PIV measurements perpendicular to the flow were taken 10 mm downstream

of the bubble, as the bubble is stationary due to a counter flow. The flow field in this cross

section showed the alternate generation of a pair of counter-rotating vortices close to the

bubble base, as illustrated in Figure 2.9. Figure 2.10 shows an interpretation of the measured

vortex pattern in the cross section downstream of the bubble as it cuts through the legs and

the head of a hairpin vortex.

Experiments were also performed by Brücker [29], to investigate the evolution of the

bubble wake in the vertical cross section. Measurements of the vertical flow field are nec-

essary for a more complete description of the three-dimensional flow field and vorticity
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Figure 2.10: Interpretation of the measured vortex pattern in the cross section downstream of the
bubble as it cuts through the legs and the head of a hairpin vortex, Brücker [29].

distribution. It was found that the structures exhibited by the bubble’s movement do not

represent closed vortex rings; instead the part closer to the vertical centreline is of a lower

maximum vorticity and constitutes the tip of the tongue-like extended region shown in Fig-

ure 2.11. In summary, the results obtained by Brücker [29] confirm that the wake of bubbles

within this range of Reynolds numbers consists of a chain of vortex loops with alternate

circulation and orientation.

Results of flow measurements in the wake of spiralling bubbles demonstrate that the

wake consists of a pair of attached streamwise vortices exhibiting only weak oscillations.

The attached vortices remain nearly in the same position relative to the bubble while moving

with the bubble and rotating around the centre of the spiral in the same way as the bubble

does. The spiralling bubble, unlike the zig-zagging bubble, was found not to undergo shape

oscillations [29] .

The experimental methods used by the authors mentioned above, which require adding

dye or seeding with small particles, are likely to contaminate the water. Since this affects

the free surface of the bubble the similarity with the behaviour of solid spheres may be a

consequence of the contamination. As previously discussed, above a certain volume bubbles

no longer rise rectilinearly: the path becomes a zig-zag or a spiral. A similar behaviour is

observed for solid spheres, but at lower Reynolds numbers.
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Figure 2.11: Flow field in a vertical plane through the wake of a rocking bubble at two characteristic
moments within the cycle (the vertical velocity component of the imposed counterflow has been
subtracted; the thick dashed lines display the reference location for the spatio-temporal reconstruction
of the vortex tongue like regions), Brücker [29].

De Vries et al. [32] employed the use of the schlieren optical technique8 to visualise the

wake behind bubbles of high Reynolds number in highly purified water. This technique was

used because it does not contaminate the water. The difference in the bubble’s boundary

conditions influences the vorticity production at the surface and therefore the final structure

of the wake. De Vries et al. [32] considered that the addition of contaminants such as PIV

seeding by Lunde & Perkins [47], Ellingson & Risso [44] and Brücker [29] to visualise

the bubble’s wake in fact hinders their understanding of the wake structure, as the surfac-

tants change the boundary condition on the bubble’s surface from no-shear to no-slip which

results in an increase in the drag.

Their rig consisted of a 150⇥150⇥500 mm3 glass tank filled with ultra purified water

(less than 10 parts per billion organic particles). A density variation is generated by heat-

ing the upper part of the tank, and as the bubble rises through the lower, cooler layers, it

entrains cold water in its wake and drags it into the heated water above. Most importantly

the temperature gradient was shown to have negligible effects on the bubble motion (De

Vries [27]).

8Schlieren photography is an optical technique that is used to photograph the flow of fluids of varying
density
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2.2. RISING BUBBLES

Figure 2.12: Successive images of a zig-zagging 2 mm bubble at t = 0, 20, 28, 64 and 76 ms. The
left image is recorded perpendicular to the right simultaneously. The double threaded wake exists
until t = 20 ms, where the curvature of the path is zero. Following this, it then forms a single thread
and sheds a horseshoe (tongue-like) shaped vortex. Farther downstream the double-threaded wake
becomes unstable, De Vries et al. [32].

Figure 2.12 illustrates a sequence of images obtained for a case in which the plane of the

zig-zag coincides with a camera projection plane. The right hand image of the bubble path

shows a straight path, whereas the left images depict the zig-zag motion of the bubble. In

the right view immediately behind the bubble a double-threaded wake is visible (t = 0 ms);

in the left view only a single thread vortex is visible due to one thread blocking the view

of the other. Further behind the bubble the two threads change into a single thread, which

subsequently splits and the double-threaded wake reappears. The double-thread was found

to be present whenever the curvature of the bubble’s path is non-zero. A double-threaded

wake consists of a pair of counter-rotating vortex filaments. The wake immediately behind

the bubble consists of hairpin-type loops, which were formed and closed each time the

bubble passes through the axis of symmetry of the zig-zag.
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As the bubble proceeds forward, new components of the wake are added, and the corre-

sponding change in the momentum carried by the wake implies that a lift force is exerted on

the bubble in the opposite direction. This force, which is normal to the direction of motion,

causes the bubble to follow a curved path. De Vries et al. [32] estimated the lift force by

using self-induced motion of a double-threaded wake, to calculate the velocity of the vor-

tex. The lift force when the wake is a double-threaded wake was found to be approximately

2.5⇥10�5 N.

Fan & Tsuchiya [18] describe the wake for bubbles of intermediate size. Firstly, separa-

tion of the boundary layer formed along the bubble frontal surface takes place at a specific

point along the bubble rim. The vorticity generated at this separation point is discharged

downstream in the form of a vortex filament, as observed by the previous authors. This

vortex filament tends to move towards the wake central axis due to the pressure defect in

the wake region. At the same time, the filament tends to form a spiral due to the rotation

of the separation point along the bubble’s rim. The resulting wake structure is a continuous

discharge of a vortex filament, as shown in Figure 2.12.

Veldhuis [28] utilized a stereoscopic Schlieren technique, to follow on from the work of

De Vries et al. [32]. Figure 2.13 illustrates the wake structure behind six bubbles of increas-

ing equivalent diameter: (a) 1.3, (b) 1.5, (c) 2.0, (d) 2.2, (e) 2.5, and (f) 2.8 mm. Notably,

due to the temperature gradient the visibility of the bubble’s wake is strongly dependent on

the amount of fluid motion at the rear of the bubble, therefore the wake’s visibility is higher

for the larger bubbles. Figure 2.13 illustrates the varied paths which a bubble may take, from

rectilinear to spiral. The bubbles were found to rise with their minor axis aligned with the

direction of the bubble’s path. In most cases the wake is quite stable; the exception to this

is seen in Figure 2.13 (f), where bubble shape oscillations occur, creating almost separated

zones of high vorticity. Veldhuis [28] utilized the experimental data to calculate the lift and

drag forces at the rear of the bubble, with links being made to vorticity structure behind the

bubble.

Veldhuis [28] noted that a bubble rising rectilinearly produces an axisymmetric wake,

which becomes a double-threaded wake when the path instability sets in. Bubble shape

oscillations were found to be present for a bubble diameter greater than 2.8 mm, although

for a 2.5 mm bubble its wake became unstable at its outer positions during a mild spiral path.
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Figure 2.13: Stereoscopic Schlieren images of bubbles with their paths: dash-dotted line and bubble
shape: solid red line. Images are recorded with 640 fps. The bubble shapes are plotted every 10
frames, giving a time interval of 0.64 s between the bubble shapes. The elapsed time starting from
the first bubble shape is indicated in the upper left corner. The equivalent diameters are (a) 1.3, (b)
1.5, (c) 2.0, (d) 2.2, (e) 2.5, and (f) 2.8 mm. Veldhuis [28].

Interestingly, the shape of the bubble was found not to be influenced by these instabilities

in the wake. Veldhuis [28] postulated that the “presence of wake oscillations without shape

oscillations suggests that the wake oscillations trigger shape oscillations when the bubbles

are large enough, and not vice versa”.
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In the case where the bubble’s path was a pure spiral, the lift forces in directions normal

and bi-normal to the tangential vector were found to be equal, while in the case of zig-

zagging bubbles the lift force in the bi-normal direction vanishes. Veldhuis [28] analysed

the vorticity structure behind spiralling bubbles and noted that it consisted of two counter-

rotating vortex threads, which generate the necessary lift to curve the bubble’s path, the

same result as reported by De Vries et al. [32].

In a study by Sanada et al. [49], photochromatic dye was used to visualise the wake

behind a rising bubble. A single nitrogen gas bubble was generated from a single nozzle in a

glass tank with dimensions of 150⇥150⇥400 mm3, filled with silicone oil solution infused

with photochromic dye with a concentration of 25 ppm. The equivalent bubble diameter Deq

ranged from 0.66 to 0.93 mm in this experiment. The authors concluded that “clean bubble”

conditions hold in the solution of silicone oil and toluene with dissolved dye, as the effect

of contaminants was found to be negligible.

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10)

Figure 2.14: Wake of zig-zagging bubble motion, side view (Dt = 10 ms, Re = 330 , We = 3.0),
Sanada et al. [49].

Firstly, the existence of a standing eddy at the rear of a bubble rising rectilinearly was ex-

perimentally confirmed. It was observed also that a pair of double-threaded vortices changed

places with each other, as if they were rotating. This phenomenon was not observed by

previous authors. Sanada et al. [49] indicates that numerical work predicted that the double-

threaded vortices change places with each other twice in one period of zig-zag motion. It

was observed that when a pair of streamwise vortices periodically approached each other

and separated from each other, a horse-shoe like structure of vortices formed in that region.
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Wake structures of a single bubble rising in a zig-zag path are shown in Figure 2.14 and

2.15, from the study of Sanada et al. [49].

(1) (2) (3) (4) (5)

(6) (7) (8) (9) (10)

Figure 2.15: Wake of zig-zagging bubble motion, front view (Dt = 10 ms, Re = 330 , We = 3.0)

Figure 2.14 and 2.15 illustrates two different bubbles, both aligned in different geometric

planes with a Dt = 10ms. The authors also question the statement by Brücker [29] and Lunde

& Perkins [47] that a horse-shoe type vortex is formed every time the bubble changed its

direction, i.e. twice in one period of a zig-zag motion. Their results, shown in Figure 2.14

and 2.15, suggest that vortices were formed not twice but multiple times in one period,

which is similar to the result of Veldhuis [28]. The authors suggest that this multiple vortex

formation is probably linked to shape oscillations, as also indicated by previous authors.

2.2.4 Multiple Bubbles

In most engineering examples more than one bubble is present, with some aspects of bubble

to bubble interactions having interesting effects [17, 50–53]. If bubbles are separated by

a significant time period, it has been found that the residue of the wake would affect the

next bubble, causing its path to be purely spiral, rather than zig-zag [17, 53]. In cases

where a new bubble is released promptly after the first one, the second bubble may draft

the original bubble; catching up to the bubble. Once the second bubble has caught up, the
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bubbles are found to tumble, exchanging places as shown by Vélez-Cordero et al. [52].

If individual bubbles are released along side one another, this causes either attraction or

repulsion, whereby the bubbles would either push away from one another or be attached to

one another later in their rise [50].

2.3 Bouncing Bubbles

The dynamics of bubbles and their direct impact against surfaces has only received a small

amount of attention in recent years. Of most importance for the present study is the effect of

a bubble rising through a liquid and impacting on a horizontal surface. Some studies have

investigated the nature of bubble coalescence9 with a free liquid surface, as well as bubble

impact against a solid substrate. The following section will explore the impact of bubbles

against free, hydrophobic and hydrophilic surfaces.

2.3.1 Free Liquid Surface Impact

Kirkpatrick & Lockett [54] investigated the coalescence of a single bubble with an air/water

interface. The authors identified two basic types of coalescence, which depended on the

bubble’s approach velocity. At a low approach velocity bubble coalescence is rapid, but

coalescence times are considerably increased at large approach velocities. For pure liquids,

the authors conjecture that at low approach velocities film rupture can occur before the ap-

proaching bubbles are brought to rest. At large approach velocities a bubble is brought to

rest before rupture occurs. In the latter case bubble bounce can occur and the total coales-

cence time is thereby considerably increased.

Krzan et al. [55] investigated a bubble rising in distilled water and in an aqueous pentanol-

1 solution as it approached the air/liquid interface. Single bubbles were formed at a capillary

orifice of inner diameter 0.07 mm, in a glass test tank of 40⇥ 40 mm2 in size. As a bubble

approaches a liquid surface it neither ruptures immediately nor coalesces at the surface. Af-

ter having formed a “dome”, the bubble starts to move backward, that is, opposite to the

direction of the initial buoyancy force. Simultaneously, the bubble starts to pulsate very

9Once the bubble coalesces with the free surface the bubble disappears.
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rapidly. These oscillations are evident in Figure 2.16, which shows the bubble’s velocity, up

until coalescence with the surface.

Figure 2.16: Variations in the bubble’s velocity as it impact and rebounds from a free liquid surface.
Coalescence occurs at the fourth approach at a time of 0.1 s. Krzan et al. [55].

After impact the bubble’s shape is seen to oscillate at a high frequency, limited only by

the maximum frequency of the camera. The amplitude of the bubble’s shape pulsations and

the velocity variations were found to decrease with each impact and rebound. It was found

that with increasing pentanol-1 concentration, the amplitude of the bubble shape pulsation

and its bouncing velocity decreased. The presence of a surface-active substance was re-

ported to deliver the following effects: (i) a decrease of the bubble’s rising velocity, (ii) a

diminishing of the bubble’s amplitude of bouncing and shape pulsations, and (iii) a prolon-

gation of the bubble lifetime at the free surface, as a result of the increased stability of the

thin liquid layer, known as the foam film, separating the bubble from the atmosphere.

Malysa et al. [24] examined the nature of a bubble’s interaction with a liquid/gas in-

terface and a solid interface in various fluids. This work was a continuation of the work

performed by Krzan et al. [55]. The authors found that the presence of surfactant (surface

active substance) had a profound effect on the bubble.

The variation in surface tension as a result of the bubble motion and the deformation

of the thin film at the surface, according to the authors, is responsible for damping of the

bubble’s shape pulsations and for preventing the bubble rupture due to enhanced stability
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(a)

(b)

Figure 2.17: Schematic illustration of the surface tension gradient’s action during the thin liquid layer
thinning, Malysa et al. [24].

of the foam film being formed. The mechanism of the surface tension gradient’s action is

illustrated schematically in Figure 2.17. In a surfactant solution (Figure 2.17 (b)) the surface

tension gradients induced act in the opposite direction to the liquid flow from the thin liquid

layer, above the rising bubble. This liquid motion counteracts the outflow and leads to a

reduction in the thinning of the liquid film. The authors hypothesised that the surface tension

gradients tend to restore uniform coverage over deformed liquid/gas interface, which in turn

results in the motion of the surfactant molecules to be against the flow of the outflowing

liquid.

Suñol & González-Cinca [56] present experimental results on the behaviour of air bub-

bles rising through a liquid and coalescing with a free surface. A cubic methacrylate tank

of 250 ⇥ 250 ⇥ 250 mm3 was filled with ethanol to a height of 200 mm. Air bubbles with

equivalent diameters between 0.1 and 2 mm approximately were released from a syringe

placed at the bottom of the tank, and rose to the free surface under the action of buoyancy.

Figure 2.18 illustrates the bouncing and coalescence of three bubbles with equivalent diam-

eters of 1.62, 1.06 and 0.43 mm in ethanol.

The collision between the bubble and the free surface generates oscillations on the bub-

ble’s surface. The authors were only able to measure the frequency of oscillations of large

bubbles, since smaller bubbles have higher oscillation frequencies. The first oscillation

mode corresponds to a volume oscillation, but the authors were unable to measure it due to
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Figure 2.18: Rising bubbles and the interaction with the free surface in ethanol. From top to bottom:
bubble equivalent diameters are Deq = 1.62, 1.06 and 0.43 mm, Suñol & González-Cinca [56].

low resolution of their measurement system. Lamb [48] gives the general relation for the

frequency of the nth mode of an oscillating bubble in an unbounded fluid as:

fn =
1
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Using Equation 2.5 the relation between the frequency of the second mode and the bub-

ble equivalent diameter can be evaluated as:
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Suñol & González-Cinca [56] found good agreement between their experimental results

and the theoretical predictions of Lamb [48]. They concluded also that the presence of the

free surface did not affect the frequency of the second mode of bubble oscillation. The

authors found that bubbles with a diameter greater than 0.47 mm start to deform below the

free surface.

Sato et al. [57] studied a bubble bouncing on a free surface, and derived a model that can

predict the contact time, which is the time duration of the bubble contact with a free surface,

before bouncing again. Their model consists of two linear springs connected in series to

account for the restoring forces of both the bubble and free surfaces. Di Marco [58] noted

that the threshold for a bubble to either coalesce with a free surface or to bounce is a Weber

number of approximately 0.1. As the Weber number increases a dimple is formed upon

impact as previously discussed. This dimple, according to Di Marco [58], favours bubble
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bouncing rather than coalescence.

2.3.2 Solid Surface Impact

Tsao & Kock [21] observed the interactions between small bubbles with high Reynolds

number, which impacted a solid horizontal surface. For bubble impact experiments against

a horizontal wall, a glass plate was placed at the top of a glass column containing water with

a 45 ⇥ 45 mm2 square cross section and 75 mm height. An air bubble with an equivalent

diameter of about 1 - 2 mm was released from a needle at the base and rose to the surface

under the action of buoyancy forces. Through their calculations, it was found that 95% of

the energy contained in the initial kinetic and bubble surface energy is converted into bubble

surface deformation during the bubble collision.

Figure 2.19: Schematic sketch of the bubble’s approach to (a) and rebound from (b) a horizontal
wall. The pressure is highest along the centre line. This leads to a favourable pressure gradient for
the boundary layer on the solid wall during the approach and an adverse pressure gradient during the
rebound, Tsao & Kock [21].

The authors hypothesize two possible mechanisms of energy loss. One possible mech-

anism is the acoustic radiation of energy due to shape oscillations induced by the collision.

Another is the energy loss in boundary layer separation from the rigid wall, which is anal-
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ysed by using potential flow. This potential flow leads to a pressure that is largest along the

axis of symmetry for both the cases of an approaching and a rebounding bubble as shown in

Figure 2.19. It was found that a significant fraction (59%) of the bubble’s total energy was

lost during a collision and that most of this loss occurred during the rebound.

Malysa et al. [24] investigated the phenomena occurring when a rising bubble approaches

and collides with a hydrophilic glass plate in distilled water. Similarities were found with

the results of the water/air surface impact. In both cases, the bubble colliding with the in-

terface was not stopped, but started to move backward, with rapid pulsations, changing its

shape during time intervals shorter than 0.845 ms. With every bounce the bubble approach

velocity, both to the glass plate and the free water interface, decreased in a similar fashion,

as shown in Figure 2.20.

Figure 2.20: Variations of the bubble velocity during collision with water/air interface (solid circles)
and water/glass interfaces (triangles), Malysa et al. [24].

In a further extension of the experiment by Malysa et al. [24], using a hydrophobic

surface, Teflon, it was observed that even with a hydrophobic surface, bubble attachment did

not occur at first collision and that the bubble can bounce a few times without attachment.

In the experiment with Teflon of high surface roughness it was found that the presence of a

micro-bubble at the Teflon surface facilitated the bubble attachment. During the approach
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to the wall, the bubble starts to decelerate. Tsao & Koch [21] found that a part of the

bubble kinetic energy is dissipated by the liquid viscosity (mostly in the film) and a part is

transformed into bubble surface energy as the bubble impacts a surface.

Krasowska & Malysa [25] studied further the influence of surface roughness of Teflon

plates on the kinetics of bubble attachment. The bubble velocity variations during collisions

with the liquid/solid interface were determined by measurements of the coordinates of the

bubble bottom pole (lower surface) on every consecutive frame of the camera recordings.

Five pieces of Teflon were used in this investigation; the roughness of the surface of the

plates was modified with the help of abrasive papers of different grid numbers and charac-

terised with a microscope and atomic force microscopy.

Krasowska & Malysa [25] hypothesize that the lack of attachment during the first col-

lision of the bubble with the smooth hydrophobic surface, with a surface roughness of less

than 1 µm, was caused by too short an impact time to allow thinning and rupture of the inter-

vening liquid layer. In the case of rougher Teflon surfaces the presence of a micro-bubble10

facilitated bubble attachment.

Legendre et al. [13] studied 2.1 to 3.3 mm drops rising in water and bouncing under

a horizontal plate. Toluene drops in quiescent de-mineralized water were used. Before

the impact with the wall, the drops are spherical and move along a rectilinear trajectory

with a constant terminal velocity corresponding to the velocity of a solid sphere of the same

diameter and density. At impact, their velocity is significantly reduced due to the dissipation

associated with the film formed between the drop and the wall. During the impact with the

wall the drops are deformed and exhibit a close to ellipsoidal shape. The bouncing was

found to be very dissipative, almost 80% of the energy being lost during the interaction with

the wall. The deformation of the drop is governed by the balance between its inertia and

capillary effects and evolves like a dissipative mass-spring system. The authors noted that

the bubble contact time with the surface is proportional to the velocity, according to Hertz

theory i.e. tc µ U�1/5
T . They also define the coefficient of restitution, er, which is the ratio

of the velocity reached by the drop when leaving the wall, UR, to the terminal velocity UT

of the drop before its decrease due to the interaction with the wall:

10The micro-bubble was created on the first rebound from the surface, with a tiny proportion of the bubble
remaining attached due to the surface roughness.

35



2.3. BOUNCING BUBBLES

er =�UR

UT
(2.7)

Fujasová-Zedníková et al. [26] studied the interaction of a small bubble with an im-

mersed horizontal solid surface. The effect of surfactant (limited to a specific non-ionic

surfactant, a-terpineol, of various concentrations) and of surface materials such as cleaned

glass, polypropylene, polyethylene, and Teflon was investigated. The set-up consists of a

rectangular cell of 110 ⇥ 110 ⇥ 260 mm3. An injection orifice with a inner diameter of 250

µm produces bubble sizes in the range of 0.4 to 1.9 mm diameter. The study focused on two

particular stages of interaction: (i) the period of the first bubble bounce/collision with the

wall, including the bubble approach, first contact with the wall and the possible rebound,

(ii) the period of bubble attachment, with formation of the three-phase contact line. The

visual observations of the bubble-wall collision reveal that the surfactant presence not only

decreases the bubble rise velocity but also limits the bubble deformation and suppresses the

rebound from the wall. Figure 2.21 shows a record of the collision in deionised water and

in the most concentrated a-terpineol solution.

Figure 2.21: Sequence of a bubble bouncing in deionised water and in most concentrated a-terpineol
solution. Bubble size is Deq = 1.05 mm, Fujasová-Zedníková et al. [26].

In pure water, the bubble deforms from its initial spherical shape before impacting the

wall. The deformation is caused by an increase of pressure in the thinning liquid body, which

separates the bubble from the wall. The number of rebounds was observed in deionised

water and was found to depend on the bubble size. A similarity between the data obtained

for deionised water and a-terpineol indicates that the liquid flow around the bubble displaces

the surfactant molecules to the rear of the bubble, while the interface at the bubble front

remains mobile even in the a-terpineol solutions. During the bubble rebound, a portion of
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surface energy is converted back to the kinetic energy and the bubble rebounds from the

wall.

Figure 2.22: Sequence of bubble attachment process to the solid surface; polyethylene (hydrophobic)
surface in deionised water, Deq = 1.05 mm, Fujasová-Zedníková et al. [26].

In the case of hydrophobic surfaces, bubble attachment is sudden and a three-phase

contact line is formed, as illustrated in Figure 2.22. Before attachment, the liquid in the film

separating the bubble from the wall is squeezed. As the film becomes increasingly thinner,

the drainage (dry-out) was found to be related to the inter-molecular forces. In the case

of hydrophilic surfaces, these forces stabilise the film and the bubble never attaches to the

solid. However, in the case of hydrophobic surfaces the film becomes unstable and when its

thickness is below a critical value, the intermolecular force breaks it and the bubble attaches

to the solid surface.

Overall, it was found by Fujasová-Zedníková et al. [26] that the presence of a-terpineol

in water decreased the bubble velocity and also suppressed its rebound from the surface. No

bubble rebound was observed in the 1⇥10�3 mol/L solution of a-terpineol.

Zenit & Legendre [12] studied the motion of air bubbles undergoing collisions with solid

walls. One of the objectives of their study was to investigate if the universal description

of the coefficient of restitution found for solid spheres is also applicable for the case of air

bubbles colliding against walls. Experiments were performed in a glass cylindrical container

with a height of 300 mm and a diameter of 100 mm. The bubble collided with a fully

immersed horizontal glass surface.

A rebound occurs when some of the available kinetic energy of the bubble is stored as

surface deformation and the dissipation of energy is not too large. Zenit & Legendre [12]

give the surface energy stored in the bubble as

Es =
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where cm,0 and cm,max are the aspect ratio away from the wall and at a maximum deforma-

tion. The bubble kinetic energy, away from the wall, is

Ek =
p
12

(rg +rlCM)D3
eqU2

0 (2.9)

The ratio of these two quantities is indicative of the energy transfer during the contact

process
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where We⇤ = Deq8(rg +rlCM)U2
0 s is a modified Weber number.

Figure 2.23 shows a sequence of images of the bubble for different instants before, dur-

ing, and after the collision. Zenit & Legendre [12] noted that for the same nominal condi-

tions, sometimes either bubble rebound or bubble arrest could be observed. Surface active

agents, which might be present in their testing facility, wall wettability, and surface rough-

ness are all variables that could prevent the bubble from leaving the wall in some tests.

In summation, Zenit & Legendre [12] found that the bubble approach process is domi-

nated by the inertia in the draining film between the bubble and the wall. When the inertia

associated with the bubble motion dominates over viscous dissipation, the bubble is seen to

rebound from the surface. However, when the inertia is not sufficient to overcome viscous

dissipation, the bubble may oscillate or come to rest on the surface; no rebound is observed.

2.3.2.1 Added Mass Coefficient

Added mass or virtual mass is the inertia added to a system because an accelerating or

decelerating body must move some volume of surrounding fluid as it moves through it,

since the object and fluid cannot occupy the same physical space simultaneously.

Zenit & Legendre [12] characterized collisions in terms of a modified Stokes number,

St⇤, which includes a term for the added mass coefficient, CM, which is calculated using the

bubble’s aspect ratio, cm:

CM(cm) =
(c2

m �1)1/2 � cos�1 c�1
m

cos�1 c�1
m � (c2

m �1)1/2c�2
m
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Figure 2.23: Images of typical bubble collision. For the case shown, Deq = 2.62 mm, c0 = 1.63, and
U0 = 287 mm/s, which corresponds to Re = 214 and We = 3.37 for a liquid with Mo = 5.7 ⇥ 10�9.
In this case, Es/Ek = 0.51. The time stamp for each bubble is in terms of t⇤ = tU0/Deq, Zenit &
Legendre [12].

Tsao & Kock [21] noted that the added mass coefficient is given by;

CM =
a

2�a
(2.12)

where
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The initial added mass coefficient for the bubble rising at its terminal velocity, is CM(1.79)=

0.98, which is about twice the value, CM(1) = 1/2 for a spherical bubble. The added mass

coefficient term is used to determine the loss in kinetic energy when a bubble impacts and

rebounds from a surface.

2.3.3 Film Thickness

Some work has been done on evaluating the film thickness between a bubble/drop and a

surface [59–61]. This analysis was performed by utilising lubrication theory. Hendrix et

al. [62] tracked a single rising and bouncing bubble and employed simultaneous laser inter-

ferometry between the glass surface and the bubble surfaces; this monitors spatial-temporal

evolution of the trapped water film. An example of their finding is given in Figure 2.24,

in which a small (Deq = 0.77 mm) bubble impacts against a glass surface; the interference

patterns are used to measure the film thickness as the bubble impacts and rebound from the

surface, with a minimum film thickness of approximately 4 µm.

2.4 Bubble Motion & Heat Transfer

2.4.1 Introduction

Boiling heat transfer, in which bubbles form and move relative to a heated surface occurs in

a wide variety of engineering applications including energy conversion systems, manufac-

turing processes, and cooling of advanced electronic systems. In some particular processes,

such as in nucleate boiling on the surface of a horizontal tube or during the production

of aluminium, the bubbles are nucleated on downward facing surfaces; these bubbles con-

tribute to induced flow in the system. The above processes involve sliding bubbles, whether

vapour or gas bubbles. Heat transfer enhancement due to sliding vapour bubbles is a com-

plex mechanism found to be a combination of the effects of bubble nucleation, detachment

and sliding. The following section considers heat transfer both at the location of the bubble
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(a) (b)

Figure 2.24: (a) experimental set-up and analysis, (b) measured time variations of the velocity and
position of the centre of mass of a bubble (Deq) approaching the glass surface, and profiles of the film
thickness (h(r,t)) at times indicated by circles in upper image. Symbols denote experimental results,
and solid lines represent an analytical model for a rise velocity of 87 mm/s. Hendrix et al. [62].

and in its wake. Current literature does not address the heat transfer enhancement due to

bouncing bubbles, much of the current research is focused on sliding bubble heat transfer

enhancement. Enhancement associated with a bubble passing by a vertical heated surface is

less relevant for a bouncing bubble study and is not included here.

2.4.2 Bubble Induced Heat Transfer

An early study by Cornwell [5] investigated the influence of bubbly flow for boiling from a

tube in a bundle. An attempt was made to separate the total heat transfer coefficient h into

parts in order to quantify the influence of the bubbly flow on heat transfer; this is outlined in
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Equation 2.14.

h = h f c +hsb +hnb (2.14)

where h f c is the contribution due to liquid convection at the local fluid velocity and hsb is the

contribution from bubbles existing in the approaching free stream. In a tube bundle these

bubbles originate from upstream tubes and slide along the downstream tubes. This term is

composed of a part due to the turbulence caused in the liquid boundary layer as the bubble

slides across the surface and a part due to evaporation of the thin layer under the bubble. The

third component, hnb, relates to bubbles which nucleate and grow on the surface as in pool

boiling on a single tube. The rig comprised of thirty four 19 mm diameter stainless-steel

tubes mounted in two in-line columns within a Perspex boiling cell. The working fluid was

R113 at 1 atm and a constant mass flux. The instrumented test-tube was made of copper

with six radially positioned thermocouples. All the tubes in the bundle were heated to give

a constant mean bundle heat flux, while the test-tube heat flux was varied.

Firstly, the test tube was subject to a low level of heating, insufficient to cause nucleation

on the test-tube itself. The resulting value of h was attributed to the liquid convection and

to the sliding bubbles within the surrounding bubbly flow generated on upstream tubes.

This initial test separated out the nucleation component of Equation 2.14, hnb. Following

that separate experiments under single phase liquid conditions allowed measurement of the

forced convective heat transfer coefficient, h f c. This value was subtracted from the previous

values of h, allowing for the calculation of the heat transfer contribution due to the sliding

bubbles.

Cornwell [5] found that heat transfer from a tube to the saturated liquid increased sig-

nificantly when there were bubbles in the flow. This was particularly evident at low DT ,

prior to nucleation commencing, when the only other heat transfer mechanism was liquid

convection. It was postulated that this mechanism was due to bubbles within the flow that

slide around the tubes. It was found also that bubbles rising from a lower tube could com-

pletely suppress nucleation of new bubbles on an upper tube. A follow up study by Houston

& Cornwell [6] employed the same experimental technique as previously explained but, in-

stead of vapour bubbles, air bubbles were introduced into the system. The main outcome
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of this study was the finding that bubbly-flow turbulence is a dominant mechanism in heat

transfer. Barthau [63] suggested that site seeding in the wake of sliding bubbles promoted

the nucleation of bubbles with small departure diameters and irregular frequencies.

Bayazit et al. [64] analysed the heat transfer enhancement effect caused by the passage

of a sliding vapour bubble. Experiments were conducted on an electrically heated thin-

foil surface. The apparatus consisted of a rectangular chamber of 400⇥ 200⇥ 190 mm3,

constructed of thin aluminium plates, and the test surface could be rotated relative to the

horizontal. The test fluid was FC-87, a dielectric perfluorocarbon fluid manufactured by the

3M Corporation. A 51 µm thick 210⇥168 mm2 stainless steel foil served as the electrically

heated test surface and was mounted on top of the chamber. The test fluid touched the

bottom face of the test surface, and a thermochromic liquid crystal (TLC) was applied to the

upper (dry) face of the heater. Two synchronised cameras recorded the images of the upper

and lower surfaces of the foil. Tests were performed at a plate inclination angle of 12� to the

horizontal. The bubble velocity ranged up to 200 mm/s with the bubble volume up to 2 ml.

Hemispherical, ellipsoidal and cap-shaped bubbles were observed; these grew rapidly due to

evaporation and created a triangular thermal wake with sharp lateral edges. Measurements

of the velocity and volume of vapour bubbles agreed well with those of Maxworthy [20] for

adiabatic gas bubbles.

(a) (b)

Figure 2.25: Contour plot of the change in wall temperature caused by the passage of a vapour bubble.
The bubble is outlined in red. The red on the contour plot indicates a drop in wall temperature of
approximately 4�C and blue represents a drop of approximately 1�C, (a) t = 140 ms, (b) t = 280 ms,
Bayazit et al. [64].
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Figure 2.25 shows contour plots constructed from the TLC images at 140 ms and 280

ms, where the initial wall temperature has been subtracted. The bubble is moving from left

to right in these figures. After the bubble has long passed, the surface temperature was found

to be still thermally depressed: this was attributed to enhancement from the bubble’s wake.

Kenning & Yan [65] used liquid crystal thermography to investigate pool boiling of water

on a thin, electrically heated stainless steel plate, in conjunction with high speed tracking

of the moving bubble. The heated stainless steel plate measured 28.1 ⇥ 40.8 mm2 and

was 0.13 mm in thickness. Two dimensional dynamic temperature and wall heat flux plots

of the surface are presented throughout. Their measurements confirmed the cooling of the

wall during bubble growth was consistent with evaporation of a liquid micro-layer, while

further cooling of the surface occurred during the bubble’s departure, as the bubble’s base

contracted inwards.

An earlier study by Yan et al. [23] investigated the effect of sliding bubbles on heat

transfer for inclined and curved surfaces, with the use of liquid-crystal thermography. A

single camera was used along with a mirror arrangement to record both the bubble motion

and liquid-crystal colour patterns simultaneously. Yan et al. [23] related the rate of heat

flow into the bubble to its volume increase and found that the heat flux from the wall was

not sufficient to explain the bubble growth. In order to explain the bubble growth, heat flow

to the bubble must come also from the superheated liquid around the bubble. There was

no evidence to suggest a hot spot in the temperature contours beneath the bubble; it was

assumed that a continuous layer of liquid existed between the wall and bubble (referred to

as the liquid micro-layer). The thickness of this layer was estimated to be in the range of

100 to 200 µm.

The main focus of this study was to validate the liquid crystal technique which was

successfully achieved. A continuation study by Yan et al. [66] investigated the effect of

injected steam bubbles sliding under an inclined plate heated to low superheats, using the

same experimental techniques as Kenning & Yan [65]. For the sliding bubble experiments,

the rig consisted of a 75 µm thick stainless steel plate measuring 40 ⇥ 35 mm2. Wall angles

were varied from 15� – 45� relative to horizontal. The lower surface was immersed in

degassed water at atmospheric pressure and the water pool was held at a temperature of

96�C to 100�C. In order to eliminate the effects of nucleate boiling, steam was generated by
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an external heater and injected into the pool, through either a single injector or an array of

injectors close to the lower end of the inclined plate.

For a plate angle of 15� the bubble’s velocity was calculated to be 140 mm/s. As the

bubble grew, a cooling wake was left trailing, with an approximate width of the bubble.

Immediately behind the bubble’s leading edge a rapid reduction in wall temperature was

noted, although there was still a region of slightly elevated temperature near its rear edge.

The author noted that the bubble’s wake cooling for larger inclination angles persists far

behind the bubble, eventually affecting a region 50% wider than the bubble.

For the case of a curved surface, bubbles nucleating under near-horizontal surfaces or

approaching from below tend to stick to the surface and cause a hot spot through local

dryout, inducing elevated temperatures; these bubbles grow slowly to 4 – 8 mm diameter

before sliding away from the bottom of the cylinder. As the bubble starts to slide, it take this

dried-out spot with it. The travelling dry spot may activate unstable nucleation sites along

the plate.

Atmane & Murray [2] investigated the influence of a plume of rising air and vapour

bubbles on heat transfer from a horizontal cylinder. In the first case the bubbles originated

in nucleate boiling on the cylinder surface and in the second case a stream of air bubbles was

injected from a point below the cylinder. During the nucleate boiling study, heat transfer was

found to be highest on the upper part of the cylinder; this was attributed to the detachment

of vapour bubbles that slid around from the lower surface of the cylinder. In the case of the

injected air bubbles, the heat transfer on the lower part of the cylinder was found to increase

due to the impact and bouncing of the introduced bubbles.

Qiu & Dhir [7] conducted an experimental study on the flow patterns and heat transfer

associated with a vapour bubble sliding on a downward facing heated surface. They set out

to improve the understanding of the dynamics of sliding bubbles and the associated heat

transfer mechanisms in a larger parameter range, along with explaining some of the contra-

dictions present in the literature. The bubble shape and trajectory were compared between

the different inclination angles of a downward facing heater surface. They utilized a pol-

ished silicon wafer, 185 mm in length and 49.5 mm in width, as the test surface to ensure no

nucleation on the surface. Kapton foil heaters provided the heat to the surface and minia-

ture thermocouples measured the surface temperature. This arrangement allowed the wall
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superheat to be maintained at a near uniform level, in the sliding direction, by separately

heating the elements. Fluorinert liquid PF-5060 was used as the test liquid. Holographic in-

terferometry was used to measure the fluid temperature in a plane parallel to the bubble flow

direction and perpendicular to the heater surface. Bubbles were generated by an artificial

cavity machined into the heater surface. Tests were conducted for liquid subcoolings of 0.7

– 5.0�C and inclination angles q of 5� –75�.

In experiments for the inclination angle q  60�, bubbles slid along the heater face. For

the same bubble size and shape, increasing angle of inclination led to a larger sliding velocity

before the bubble reached the terminal velocity. During the sliding process the bubble was

observed to grow in size, although for angles greater than 60 degrees only spherical sliding

bubbles were observed. At high angles, the spherical bubble initially slid a few centimetres,

before the bubble lifted off from the surface, then rose nearly vertically before returning to

the surface again, so as to hop along the surface. The lift-off means that the forces pushing

the bubble towards the wall, which include the buoyancy component normal to the surface

and the expansion force, cannot balance or overcome the forces, such as shear lift force,

pushing the bubble away from the surface. A recoil force results from the evaporation of the

thin film on the wall while the shear lift force can be created by vorticity due to the relative

velocity between the liquid and the bubble.

It was observed that smaller inclination angles to the horizontal led to the bubble being

elongated in the direction of the plate width (49.5 mm). Larger wall superheat also leads to

a larger bubble. An extreme case was observed to occur at high wall superheat and small

inclination angles, q, of both 5� and 15�, where the bubble covered the entire width of

the heater. A wedge like liquid gap was observed underneath the bubbles for plate angles

between 15 and 60�, this penetrated into the bubble base. The apparent liquid wedge angle

was seen to decrease with an increase in the bubble size. No liquid wedge existed for plate

angles of 5�, where the bubbles were generally flat in shape. The film thickness was found

to vary from 160 to 64 µm from front to back. This value corresponded well to the value

obtained by Kenning et al. [67].

The flow patterns associated with the sliding motion of the bubble can be more clearly

seen from the fringe pattern. Two inclination angles were chosen, 15� and 75�, and mea-

surements were taken 11.5 mm from the nucleation point where bubbles were generally
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(a)

(b)

Figure 2.26: (a) Far field fringe pattern around and behind a sliding bubble for a liquid with small
superheat (q = 15�, Tw �Tsat = 0.8�C, DTsub = 0.4�C, Ra = 1.0⇥109), (b) Near field fringe pattern
(q = 15�, Tw �Tsat = 1.0�C, DTsub = 0.5�C, Ra = 1.26⇥109), Qiu & Dhir [7].

large. Figure 2.26 shows the fringe pattern for the temperature profiles around the bubble

sliding on a heated surface at an inclination of 15� with two different Rayleigh numbers.

In Figure 2.26 (a), it was observed that in the frontal top region of the bubble the fringes

turn towards and around the bubble cap. This illustrates that the hot liquid originally in the

thermal boundary layer is diverted to the bubble top due to sliding motion. Far behind the

bubble, oscillatory wave type behaviour of the liquid layer continued long after the bubble

had left the region; the outer fringes spread into the bulk liquid.

In Figure 2.26 (b), at t = 0.45 s, the bubble has just entered the view of the camera. In

front of the bubble a thermal boundary layer of natural convection type can be seen. This

boundary layer is forced away from the heater surface and around the bubble. At t = 0.474

s, the fringe pattern in the centre of the extended zone was found to be slowly rotating and

then lagged behind the bubble.

It was found by Qiu & Dhir [7] that large latitudinal vortices were formed at axial dis-

tance downstream of the bubble (not shown here). These vortices appear to rotate in an

anti-clockwise direction. The vortices were found to detach from the already disturbed ther-

mal boundary layer and to move into the bulk fluid, before being dissipated. The shedding

of vortices from the thermal layer had the added effect of higher heat removal from the sur-
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face. Smaller vortices were found to form between the bulk liquid and the thermal boundary

layer. From the video motion pictures it was found that some of these developed into large

vortices while others dissipated without leaving the thermal layer.

For a small inclination angle, q = 15�, and saturated liquid it was concluded that wavy

motion of the liquid near the heater surface and the spreading of the wavy structures into

the bulk liquid were the major flow patterns in the wake of the sliding bubble. PIV mea-

surements at an angle of q = 30� revealed that, in the frontal portion, liquid was pushed

outwards away from the wall. In the rear of the bubble, liquid was pulled inwards and a

vortical structure was seen to exist behind the bubble. When the inclination angle was set

as high as 75� the bubble lifted off and impacted the heater surface alternately along the

surface. It was found that the heat transferred to the bubble through the liquid micro-layer

contributed about 17% of the heat required for the bubbles to grow. Donnelly et al. [3] per-

formed an experimental study on the flow dynamics and related heat transfer for a bubble

sliding along a heated inclined surface. Donnelly et al. [3] noted that the majority of the

heat transfer enhancement resulted from the bubble’s wake effect rather from than the direct

motion of the bubble.

Delauré et al. [4] utilised PIV to study local fluid velocities adjacent to a vertical and

inclined, heated surface along with the associated heat transfer. The swirling flow resulting

from the shedding of vortices and fluctuations in the external fluid temperature due to bubble

agitation were found to enhance the local heat transfer. The shedding of hairpin vortices

from the bubble wake increased the temperature fluctuations in the thermal boundary layer

by bringing colder fluid into contact with the heated surface. Enhancement of heat transfer,

as well as local reductions, was noted. Testing for a range of plate inclinations showed

that the local heat transfer enhancement could be maximised by inclining the block to 45�,

forcing the bubble to cut through the boundary layer.

Donnelly et al. [68] investigated the dynamics of a rising bubble and its influence on heat

transfer from a vertical heated plate utilising the hot film sensor technique. Two methods

of heat transfer enhancement were found, with the first being the bubble acting as a bluff

body when its path was sufficiently close to the surface. However, when the bubble was

further from the plate, the ensuing wake was found to affect heat transfer, although this was

susceptible to the path orientation of the bubble. A further study by Donoghue et al. [53]
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demonstrated the effect on heat transfer of whether the bubble’s zig-zag path is normal or

parallel to the heated surface, with the zig-zag path being controlled by the novel use of a

hypodermic needle.

Manickam & Dhir [9] performed a further study, with the same experimental apparatus

as Qiu & Dhir [7]. The heater was at an inclination of 75� to the vertical and PF-5060

was the test liquid. Measurements were made for DTsub ranging from 0 to 1.2�C and DTwall

ranging from 0.2 to 1.0�C. Holographic interferometry was used to measure the temperature

field surrounding the bubble. It was found that the bubble shapes changed from spheroids

to elongated cylinders and segment of spheres in that order, as the bubble slid on the heated

surface. Most importantly the area averaged heat fluxes in the presence of sliding bubbles

were found to be about two orders of magnitude higher when compared to that for natural

convection.

2.5 Closing Remarks

A comprehensive review of the literature has been presented for bubble departure, free rise

and impacting or bouncing bubbles. It is clear from this review that numerous studies on

bubble detachment and on rising bubble dynamics have been performed over the last number

of years. For the present study the area of interest is bouncing bubbles and their effect

on convective heat transfer. While a few studies have been performed on the dynamics

of bouncing bubbles, their main focus was on resolving the energy dissipation due to the

bubble’s impact, utilising small, stable bubbles. These studies do not address heat transfer

enhancement due to the bouncing motion of a bubble or its ensuing wake. While the wake of

a rising bubble has been studied by means of PIV and Schlieren techniques, these methods

have not been applied to the study of bouncing bubbles.

To the author’s knowledge no investigations into the effect on heat transfer of bubbles

bouncing against a solid horizontal surface have been performed. Kenning & Yan [65] in-

vestigated bubbles nucleating under a near-horizontal curved surface and approaching from

below. They found that the bubbles tended to stick to the surface and cause a hot spot

through local dry-out, inducing elevated temperatures, before growing and sliding away

from the bottom of the cylinder. A similar study was performed by Atmane & Murray [2]
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for bubbles impacting a horizontal cylinder from below, although a different experimental

technique was used.

The aim of the present study is to simultaneously investigate the motion, shape and

velocity of air bubbles impacting on a heated horizontal surface, along with the associated

heat transfer. This investigation will be performed by varying the release height and bubble

diameter. The aim is to understand the convective heat transfer mechanisms resulting for

a single air bubble impacting and rebounding from a horizontal surface immersed in pure

water. The final stage will be to investigate synchronised fluid motion and convective heat

transfer by means of PIV, in order to fully understand important aspects of bouncing bubble

motion.
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Chapter 3

Test Facility and Instrumentation

This chapter describes the different experimental set-ups designed to explore

the heat transfer characteristics associated with a single bouncing bubble, for

various bubble diameters and release heights. Two experimental set-ups are

utilised, with the first investigating the bubble’s motion together with the varia-

tion in convective heat transfer. The second set-up will investigate the fluid flow

during and after the bouncing event, by means of Particle Image Velocimetry

(PIV).

This chapter begins with a description of the experimental set-up and equip-

ment for the tracking of the bubble’s motion and associated heat transfer; this

is followed by a description of the PIV set-up.

3.1 Case 1: Bubble Motion & Infrared Imaging

In this section the main test surface will be detailed along with the instrumentation which

surrounds the test surface and water tank. The tank itself is constructed of 3 mm thick

glass bonded using water resistant silicone. The tank measures approximately 100⇥115⇥

200 mm3. The surface upon which the bubble impacts sits atop the tank, with the impact

surface being submerged 3 mm below the surface of the water.

To support the tank, Rexroth aluminium structural members are connected together to
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form an adjustable support frame. The frame supports the tank, along with both high speed

cameras, LED lighting, light diffusers and the high speed infrared camera, and with an

adjustment, can support the laser optics for the PIV system. This means that the cameras

and lighting are always in the same perpendicular position relative to the test surface and

glass wall. The aluminium frame is completely adjustable, allowing for all the cameras to

be aligned correctly, while also ensuring that they are level. The bubble injection system,

which is discussed later, is inserted into a movable platform within the tank and is adjusted

using a slider mechanism positioned above the tank, with four stainless steel rods connecting

the platform to the slider mechanism. The outline of the experimental set-up is detailed in

Figure 3.1.
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Cameras
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Figure 3.1: Schematic diagram of experimental set-up
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(a) (b)

(c)
(d)

(e)

(f)

(I) (II)

(III)

Figure 3.2: Heated surface assembly. (I) upper view, (II) inverted view and (III) exploded inverted
view. (a) Power supply connections, (b) copper bars, (c) infrared transparent glass, (d) Constantan
foil, (e) foil tensioning springs and (f) foil seal.

3.1.1 Heated Surface and Structure

The main test section is shown in Figure 3.2. The test surface consists of a 10 µm thick,

70 ⇥ 81.5 mm2 Constantan R� foil (Cu55/Ni45) manufactured by Goodfellow. Each side of

foil is bonded between two copper bus bars measuring 5 ⇥ 10 ⇥ 84 mm3, using silver based

electrically conductive glue. The glue is applied between the two copper surfaces using

a fine nylon paint brush. Two screws are then tightened, subsequently removing trapped

air and evenly distributing the glue, allowing for good electrical contact and uniform heat

generation. The glue is allowed 48 hours to cure, after which it is connected to a power

supply and tested to ensure an even current, and hence an even temperature distribution,

across the foil.

Each copper bar has two connections at either end, which receive power via 6 mm2
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(a)
(I) (II)

(c)(b)

Figure 3.3: Heated surface and water tank assembly. (I) total view and (II) side view of bubble
injection platform and test section. (a) Test surface, (b) adjustable floor and (c) bubble injection
orifice.

copper cables, connected to a Lambda GENESYS GEN6-200 d.c. power supply. The power

supply has the capability to provide 6 volts and 200 amps in either constant voltage or

constant current modes. Constant current mode allows the user to apply a constant current

through the foil, thereby heating it up to a desired temperature. When current is applied to

the 10 µm foil, warping of the foil may occur; in order to reduce this problem, the foil must

be tensioned.

To tension the foil, one copper bar clamping the foil is attached to the outer structure,

with the second copper bar being capable of movement on the opposite side; the tensioning

is applied using two springs. The main structure surrounding the test surface is made from

TUFNOL Tufset (shown in purple in the schematics), with the components in direct contact

with the foil being produced from a high temperature rigid plastic (>200�C), Peek 1000.

The placement of the test surface on top of the water tank is illustrated in Figure 3.3.

Above the upper surface of the foil sits an infrared transparent Calcium Fluoride (CaF2)

glass window measuring 50 ⇥ 52 ⇥ 1.1 mm3. This is placed on top of a supportive ledge,
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3 mm above the foil as shown in Figure 3.2. Calcium Fluoride glass was incorporated due to

its high percentage transmissibility, within the spectrum of the infrared camera (wavelength

of 3 – 5 µm), as detailed in Figure 3.4.

Figure 3.4: Percentage transmission of IR light for calcium fluoride (CaF2) glass, depending on
thickness and wavelength, Crystran [69].

This arrangement is used to trap a small quantity of air behind the foil that heats up when

the foil is heated (the air gap is shown in Figure 3.1). During the test the trapped air acts as

a thermal barrier, ensuring that the majority of the heat generated in the foil is convected to

the liquid below. To measure the air temperature within the 3 mm gap, a 0.5 mm diameter

T-type thermocouple is used. The bottom surface of foil is immersed in the water, to a depth

of 3 mm, as shown in Figure 3.1. The top and underside of the heat transfer test section are

shown in Figure 3.2 and test section and water tank assembly is shown in Figure 3.3.

3.1.2 Bubble Injection

In order to control the size of bubbles generated, three orifice inserts were manufactured

from stainless steel, just viewable in Figure 3.3. These inserts screw into the adjustable

injection surface, until level with that surface. From the base of the inserts a silicone tube,

with an internal diameter of 0.8 mm, connects the orifice to a gas tight syringe. The total

length of tubing from the pump to the injection orifice is 400 mm. A Hamilton (GASTIGHT

1002 series) 2.5 ml syringe was utilised. The gas flow rate was controlled by a medical grade

infusion pump manufactured by KdScientific (KDS 200 cz), which allows the selection of
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the specific model of syringe employed. The growth rate of the bubble was found to be

linear, with the stepper motor having no influence on the bubble growth dynamics as shown

by Albadawi et al. [14, 15, 70]. From tables programmed into the pump, the infusion pump

is capable of supplying the correct gas flow rate up to a maximum of 280 ml/hr. Lesage et

al. [71] and Lesage [72] noted that the critical volumetric flow rate that will yield bubble

growth within the quasi-static regime is determined by the ratio of the force due to gas

momentum and capillary force, which should be less than 10�5 during the growth stage.

This analysis would suggest that the growth stage of the smallest bubble is not in the quasi-

static regime, although from the work of Lesage et al. [71], it is apparent that their critical

flow rate is a very conservative value, with transition to dynamic growth occurring at a

higher volumetric flow rate. This injection process satisfies the condition proposed by Oguz

& Prosperetti, with the limit for the quasi-static regimes being 4400 ml/hr for the 0.5 mm

orifice. Di Marco [73] noted that the limit for the quasi-static regime is EoFr0.5 < 0.5, with

the current value being approximately 0.13. This analysis demonstrates that for the present

study the bubble growth stage is within the quasi-static regime.

In order to mitigate the effects of a height differential, the infusion pump was placed at

the same vertical height as the injection orifice. Once the pump is activated, at a specified

injection rate, a stepper motor rotates a threaded bar which moves a ram to compress the

plunger of the syringe. Once a single bubble is injected at the specified rate, the pump is

stopped.

3.1.3 Visual Cameras

Two NAC Hi-Dcam II high speed digital video cameras and pci boards are used to record

the bubble motion. The cameras are both controlled by a dedicated computer using the

Lynk-sis camera software. Both cameras can be synchronised by means of a signal cable

from the master camera to the slave pci board; this ensures that both cameras start recording

simultaneously. Each camera is capable of frame rates up to a maximum of 20000 fps,

depending on the resolution. The maximum resolution is 1280 ⇥ 1024 pixels, although

higher frame rates are only achievable at lower resolution than this. The maximum frame

rate at full resolution is 250 fps. For these experiments, the cameras recorded at 1000 fps
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(a)

(b)

(c)

(d)

Figure 3.5: Illustration of the visual cameras and lighting system. (a) Infrared camera, (b) water tank,
(c) high speed cameras and (d) LED lighting.

with an exposure time of 0.5 ms; this corresponds to a resolution of 1280⇥ 512 pixels.

This set-up ensures sharp, crisp images, along with good temporal detail. Both cameras are

mounted to the aluminium structure, in perpendicular orientation to each other, as shown in

Figure 3.5.

The cameras are fitted with two identical Nikon 50 mm f/1.4 AF NIKKOR lenses, fitted

with 12 mm extension tubes. These lenses were chosen as they offer very low image distor-

tion, i.e. image barrelling. Even with the attachment of the extension tubes, which increases

magnification, very little distortion was observed; this was verified by means of a reference

grid. The lens aperture is set to f/5.6; this ensured sufficient depth of focus for the current

set-up.
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3.1.4 Back Lighting

Illumination of the test area is provided by an array of 3⇥3 Light Emitting Diode’s (LED),

per camera. The layout of the LED circuit is illustrated in Figure 3.6, with their mounting

position being illustrated in Figure 3.5. These LEDs were positioned directly in front of

the cameras. In order to diffuse the light, high quality tracing paper is placed between the

LEDs and the side face of the tank. The diffusers ensure even light distribution, giving the

bubble a dark outline, while providing an almost white background. The LED’s are CREE

X-Lamp, with each LED having a luminous flux of approximately 260 lm, while drawing

almost 3 W of power. The colour of the LED’s is “neutral white”, which is best suited for

the present study. The LEDs were overdriven, to provide an approximate luminous flux of

380 lm, with each set (3⇥ 3) consuming 28.8 W. Due to the increased luminous output a

specially machined heat sink was required to dissipate the heat generated. The additional

heat sink was notched so that it is in contact with the LEDs heat sink and not with the

electrical junction at the rear of the LEDs.

3.1.5 Infrared Camera

Raised heat sink

Retaining screws

LED

Figure 3.6: LED backlighting provided by nine CREE neutral white LEDs.

To capture high speed IR images, a FLIR SC6000 high resolution, high frame rate in-

frared camera was utilized for the present study. This is used in conjunction with a high
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3.1. CASE 1: BUBBLE MOTION & INFRARED IMAGING

speed data recorder (HSDR) and camera controller computer. FLIR’s ExaminIR integrated

software was used to acquire the data.

The camera is mounted on the aluminium structure, directly above the test surface as

shown in Figure 3.5. To reduce external reflections, the path between the camera lens and

the test surface is surrounded by a black card enclosure.

The camera has an Indium Antimonide (InSb) 640⇥ 512 pixel focal plane array (FPA)

sensor which is vacuum sealed in a cooler assembly. A Stirling motor cools the sensor to

approximately 78 K, thereby reducing the effects of noise in the resultant images. If the

surroundings were not cooled the sensor would be flooded with infrared light from its own

surroundings. The FPA is sensitive in the 3 – 5 µm range, which is known as the Mid-

Wavelength InfraRed (MWIR) range. For the present study a 25 mm lens was utilized.

Data from the camera are transferred to the HSDR via a Camera link connection, which

bypasses the dedicated computer’s motherboard. A 1 Gb/s ethernet connection provides

instructions and live image to and from the camera. For the present study, the frame rate is

controlled via an external pulse generator, although an internal source can also be utilized.

The thermal camera is set to record an image that is 160⇥168 pixels in size, through a

25 mm lens, which is the maximum allowable image size for a frame rate of 1000 fps. As the

image is no longer full frame, an offset must be selected. In order to reduce reflections, the

centre of the area of interest was offset from the centre of the focal array. This is necessary

because of a phenomenon known as the Narcissus effect, in which the camera sees its own

sensor due to internal lens reflections. Offsets of 208 and 20 pixels in x and y directions

were chosen, respectively. Also, it is necessary to tilt the camera at approximately a 5�

angle from the horizontal, again to further reduce the Narcissus effect. The IR camera has a

14 bit sensor meaning that each pixel can detect between 0 and 16383 individual levels, or

counts. An integration (exposure) time of 0.8 ms at 1000 Hz was chosen so that the highest

temperature recorded (no more than 60�C) corresponded to a count value of approximately

15000.

For every operation of the camera, seven files are saved, with file extensions of .sfmov,

.pod, .scg, .sbp, .sco, .cal and .inc. The .sfmov file contains the raw infrared mea-

surement data, in counts, from the camera. The .pod file contains data on the exact time

of each frame obtained from the IRIG clock in the HSDR computer. The .scg, .sco and
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.sbp are the gain, offset and bad pixel files respectively. The .cal and .inc files relate to

the calibration of the camera, as explained later.

After a recording, the raw data are contained in a file with an extension of .sfmov, as

just stated. This file contains header data, which are then followed by every pixel, saved

in binary, and encoded in a 16 bit format. Each frame is loaded individually, and the Non

Uniformity Correction (NUC) data are applied; this is followed by the conversion from 14

bit counts to temperature.

3.1.6 Triggering System

PC

DAQ

IR Camera

Cameras

f/2

5V TTL
1000 Hz

“sync. in” “int. active”

2V TTL

5V TTL
500 Hz

5V TTL
500 Hz

“PCI in”

USB

Figure 3.7: Trigger system for all three cameras.

The trigger system ensures that all the relevant systems begin recording simultaneously.

To simultaneously trigger the set-up, a LabVIEW program was devised, which when en-

abled sends a signal to the IR camera. The VI creates a 5 V TTL signal utilising a NI-9263

DAQ, which is at 1000 Hz. The signal is output from the generator through a BNC con-

nector and coaxial cable, then passed directly to “sync. in”, a connector on the rear of the

IR camera. The camera controller sets the camera to external trigger, so it may record one

frame on the rising edge of the trigger signal. An output of the IR camera, “int. active”, out-
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puts a signal whenever the camera sensor is active. This output frequency, although regular,

is too high a frequency to trigger the visual cameras so a frequency splitter is integrated into

the coaxial cables; also, the maximum voltage is 2 V. The output frequency from the cam-

era is split ( f ) f/2) and fed into the PCI board of the visual master camera. Both visual

cameras begin recording on the rising edge of the signal. A diagram depicting the various

components is shown in Figure 3.7.

The output from the IR camera is the “int. active” port, which is the integration time

signal. As the integration time is 0.8 ms, the sensor is not active for 0.2 ms in every image.

By means of an oscilloscope, it was found that the sensor only begins 0.188 ms after the

frame begins. This, in turn, dictates that both high speed cameras are 0.188 ms slow; this is

less than the ms time frame corresponding to the 1000 Hz frame rate and thus has no bearing

on the results reported.

3.1.7 Calibration

To capture accurate infrared thermography information, the infrared camera requires both

a temperature calibration and a non uniformity correction (NUC) for the IR sensor. Thus,

infrared focal plane arrays (IR FPA) are known to show differences in the response of the

individual pixels. In addition, inhomogeneities introduced by the optics (both lens and IR

window) lead to non-uniform illumination of the IR detector. The main technique to correct

for the non-uniformity is by performing a non uniformity correction (NUC), where a flat-

field black-body is heated to two temperatures successively and the raw signals of the pixels

are corrected by individual gains and offsets to the respective mean values. A secondary

technique for calculating a NUC is demonstrated by Ochs et al. [74], involves varying the

integration time of every pixel on the FPA.

The black body source needs to be heated to 70% of the maximum temperature (65�C)

that will be observed by the camera, with the second setting being at room temperature

(20�C). First, the high temperature source is placed directly in front of the lens, fully oc-

cupying its entire field of view; 16 images are then recorded. The same is done with the

low temperature source. In each case the sixteen images are then averaged. The ExaminIR

software then calculates a gain, bad pixel, and offset correction for the sensor (.scg, .sbp
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Figure 3.8: Calibration curve for infra-red camera, including 95% confidence and precision limits
and a quadratic curve fit.

and .sco), for a particular integration time chosen. When the correction is applied, each

pixel should now read the same value when a uniform temperature source is placed in front

of the camera. Prior to calibration, the software asks for a value of atmospheric attenuation

in the 3 – 5 µm range, which is important for correctly calculating surface radiance.

To ensure an accurate calibration the procedure is performed with the calcium fluoride

glass window in place. This method of calibration is known as an in situ calibration, as

presented by Schulz [75] and more recently by Ochs et al. [76]. This method ensures that

the effect of the window and paint emissivity are accounted for. To ensure a uniform foil

surface temperature for the calibration, a mixing system was implemented. A certified RTD

master thermocouple probe is used as a temperature reference. Initially the tank is filled with

water at 80�C and the temperature is stabilised by moving a platform. Once the temperature

has settled to the maximum allowed by the camera, the water is left to settle for a few

seconds before a data point is taken, this ensures that the any large scale movement of fluid

is reduced.

The foil surface is assumed to reach the same temperature as the water. This was found

to be a valid assumption due to the thickness of the foil and the insulating effect of the air gap

behind it. To take a data point an interrogation window was positioned so that no reflections

affected the calibration. The water bath was allowed to cool naturally, while continuing to
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be agitated to ensure the temperature was uniform, and readings were performed every 5�C.

It is then possible to directly convert count values to temperature values using Matlab.

Ts =�4.54⇥10�15c4 +2.324⇥10�10c3 �4.592⇥10�6c2 +0.0454c�137.3238 (3.1)

The calibration curve for the infra-red camera is plotted in Figure 3.8 and the curve-

fit equation is presented in Equation 3.1. The uncertainty of the fit, for a count level of

7900 which is approximately 41�C, is 0.0914�C. This corresponds to around 0.22% at a

confidence level of 95% (although difficult to see in Figure 3.8). The uncertainty in the

measurements is addressed in the next section.

TRT D = 0.9963 Tair +0.2516 (3.2)

TRT D = 0.9919 Twater �0.1186 (3.3)

Two T-type thermocouples were used to measure the bulk water temperature and the

insulating air layer temperature trapped between the foil and infra-red transparent glass.

Both thermocouples were calibrated simultaneously against the master RTD probe. The

thermocouples were immersed in a constant temperature water bath, with the temperature

being varied from 5 to 80�C in 5 degree increments. The calibration curves are shown in

Figures 3.9 and 3.10.

Equations 3.2 and 3.3 are the equations for a linear curve-fit for the air and water ther-

mocouples respectively. The uncertainty of the regression curve for Tair at a temperature of

32.5�C is 0.075�C, while the uncertainty of the bulk water temperature (Twater) at a temper-

ature of 24.5�C is 0.088�C.

3.2 Case 2: PIV & Infrared Imaging

Particle image velocimetry (PIV) is a flow tracking technique, which in certain flow con-

ditions can provide quantitative time varying flow field data. PIV relies on minute seeding
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Figure 3.9: Calibration curve for air thermocouple, including 95% confidence and precision limits
and a linear curve fit.
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Figure 3.10: Calibration curve for water thermocouple, including 95% confidence and precision
limits and a linear curve fit.

particles, which are ideally neutrally buoyant, being illuminated by a high intensity light

sheet, provided by a laser. This light sheet is usually less than 1 mm in thickness, thereby

only illuminating particles within it. Again depending on the flow conditions, the tracer

particles usually follow the flow path closely. The laser light is scattered by the particles via

Mie scattering, which is proportional to the square of the particles’ diameter. The amount of
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light from a particle due to Mie scattering is dependent on angle of view, with the optimum

for PIV being a camera that is placed perpendicular to the light sheet.

The current set-up is manufactured by LaVision which supplies all components and

the data processing software, DaVis 7.2. The laser system is comprised of a Quantronix

Darwin Duo high repetition Nd:YLF laser (Neodymium: Yttrium Lithium Fluoride, l =

527 nm, 0.1–0.3 J/s at 1000 Hz). This consists of two individual Darwin lasers and a beam

combination system fitted in one laser body, allowing high frequency pulses (190 ns) with

time separations of 6 µs. The output of the laser is guided by an optical arm, which consists

of metal tubing fitted with optics to guide the beam to the arm head where a cylindrical lens

converts the beam to a thin light sheet. Within this arm head focusing optics allow for the

sheet to be focused in the region of interest.

A high speed CMOS camera (Photron HighSpeedStar 6, 1024⇥ 1024 pixels, 12 bit) is

used to record the illuminated seeding particles within the light sheet and is placed perpen-

dicular to the light sheet. The camera was fitted with a Nikon 50 mm f/1.4 AF NIKKOR

lenses, fitted with 12 mm extension tube. For these experiments, the camera recorded at

1000 fps with an exposure time of 0.2 ms, with the lens aperture being set low (f/2.8); which

ensures that the near and far focus region is within the laser light sheet.

In order to get accurate PIV data a number of parameters must be controlled. Such

parameters include the time between successive images (Dt), interrogation window size,

image exposure time, camera focus, particle density etc. The Dt in this case is 1 ms. The

interrogation window size was varied from a 162 to a 122 window in a multi-pass algorithm

so particles within the interrogation window travel approximately 1/4 of the width of the

interrogation window [77]. An important aspect in determining the exposure time is limiting

streaking of particles; this is where particles appear as streaks as their velocity is too high

for the exposure time.

In order to get sub-pixel accuracy, where vectors are normally distributed and not peak

locked to integer values, an optimum particle size is required. For most applications, the

particle image diameter captured by the high speed camera must be approximately 2 pixels

in diameter, below this value peak locking occurs [77]. This is achieved by defocussing the

camera very slightly. The final aspect which is used to ensure high quality PIV correlation

accuracy is the particle density or concentration, where 10 or more illuminated particles are
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needed to ensure correct evaluation of the fluid’s direction.

3.2.1 Particle Seeding

The distilled water was seeded with hollow glass spheres (Sphericel 110P8) of mean diam-

eter in the range of 4 –16 µm, with a mean value of 11.7 µm [78]. The particle density was

found to be higher than that of water, rsphere = 1100±50 kg/m3 [78, 79]. This type of seed-

ing is specifically designed for flows in water as the particles are close to being neutrally

buoyant. However, as the particles’ size and density varied, it was found that some particles

would either float or sink over time. In order to remove this variation, particles were first

mixed with 100 ml of distilled water and allowed to settle for 24 hours. It was found that a

significant majority of the particles either sank or created a crust on top of the water. In order

to get particles which were neutrally buoyant, a syringe was utilised to collect the particles

within the centre of the beaker, this would ensure that only the most suitable glass spheres

were used for PIV testing.

3.2.2 Laser Alignment & Camera Calibration

The camera was positioned perpendicular to the laser light sheet, which shone through the

centre plane of the injection orifice. In order to calibrate the camera a custom made cali-

bration target was made. This target, made from perspex, was covered in a printed plastic

scale. This scale is made up of white dots with a diameter of 2 mm, with a horizontal and

vertical spacing of 10 mm. Firstly, the laser light sheet is positioned, then the scale is po-

sitioned along the light sheet, splitting the light sheet. Once the camera is focused on the

scale, DaVis detects each of the white dots and sets the scale accordingly.

3.2.3 Triggering System

The trigger system, shown in Figure 3.11, ensures that all the relevant systems begin record-

ing simultaneously and is similar to the previous set-up. In this case the output of the

frequency splitter is sent to the PIV timing unit. This, in turn, converts the input trigger (500

Hz) to 1000 Hz, which is sent to both the camera and the high speed laser. The timing unit
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only requires a start trigger, which is similar to the previous case. This start trigger initiates

the 1000 Hz TTL to both the laser head and the single high speed camera.

PC

DAQ

IR Camera

Camera

f/2
5V TTL
1000 Hz

“sync. in” “int. active”

2V TTL

5V TTL
500 Hz

5V TTL
1000 Hz

USB

Trigger
box

Laser

Figure 3.11: Trigger system for the IR camera, high speed camera and laser for the PIV set-up.

3.3 Experimental Procedure

The experimental procedure differs slightly, depending on whether the bubble motion or the

fluid flow measurement is being investigated. Firstly, for both types of testing, the tank is

filled with distilled water. The distilled water is low in impurities and dissolved oxygen.

3.3.1 Case 1: Bubble Motion & Infrared Imaging

The outline of the procedure is detailed in Figure 3.12. Firstly, the appropriate bubble injec-

tion insert (0.5, 1 or 2 mm in diameter) is inserted into the movable platform. The movable

platform is adjusted to the appropriate release height (10, 20, 25, 30 or 35 mm). Once in

place the test surface is levelled. In the next phase all the equipment is switched on, with

the high speed IR camera being armed to record for 8 seconds. The high speed cameras are

set to record for their respective maximum, which is approximately 5 seconds. The entire
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system is allowed 30 seconds to settle, before the system is triggered. Once triggered a sin-

gle air bubble is injected. Once the experiment is complete the power to the foil is switched

off and the bubble is removed. The entire system is allowed 30 minutes to settle before

the experiment is repeated; during this period, the respective camera images are moved to a

hard-drive.
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Adjust helease
height
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Arm Hi-Speed
cameras (5 s)

Arm IR
camera (8 s)

Turn on back
lighting

Arm trigger
devices

Turn on power
to foil

Wait 30 s 
for settling

Note air
& water 

temperature

Trigger
Cameras

Trigger
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Figure 3.12: Experimental procedure for the bubble motion and heat transfer set-up.

3.3.2 Case 2: PIV & Infrared Imaging

The experimental procedure for PIV is broadly similar to that of previous case. In this case

only a single camera is employed, with the laser being used in place of the back lighting.

In this set-up only one release height (30 mm) was investigated. As the maximum speed

of the bubble was less than 380 mm/s, only one laser of the two available within the PIV

system was required, this is known as single pulse PIV. In order to reduce overexposure of

the camera’s sensor to reflected laser light, a black card window was designed, with only the

minimum required region being visible.

3.4 Closing Remarks

Two experimental set-ups are employed in this study to evaluate the heat transfer from a sin-

gle bouncing bubble. The first set-up allows the direct motion of the bubble to be evaluated,

which is directly linked to the change in convective cooling. The second set-up evaluates the
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fluid motion due to the bubble’s motion, both during and after the bouncing event. Again this

fluid motion is linked to the change in surface temperature. The following chapter will ad-

dress the data processing and analysis techniques used in this study for tracking the bubble,

calculating the convective heat flux and determining the local fluid velocity and direction.
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Chapter 4

Experimental Analysis

In the previous chapter the experimental set-up for capturing the bubble mo-

tion, fluid motion and change in surface temperature as a function of time have

been presented. In this chapter, the techniques used for the determination of

the bubble’s instantaneous 3D position, that have been developed and assessed

in order to obtain accurate quantitative bubble motion, are described. This is

followed by the calculations for local heat transfer, by way of an element-wise

energy balance performed on the basis of the measured fluctuating temperature

measurements. Finally, the analysis for determination of the liquid velocity field

in the vicinity of the bubble is described.

The final section of this chapter will deal with characterising and determin-

ing the errors and uncertainties in the measurement techniques.

In order to interpret the measured data, a substantial amount of pre and post processing

must be undertaken. The pre-processing involves extraction of all the acquired movies (for

each camera) from their respective files, along with correct labelling. For the visual images,

some important features of the bubble’s motion must be determined: the times at which the

bubble is still attached to the orifice, the time at which it impacts the surface and the times

corresponding to two different types of bouncing bubble motion. This is followed by the

determination of the bubble’s outline, which is accomplished by applying an image thresh-

olding method to successive bubble images, in both the x-z and y-z planes. Once the bubble
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is correctly identified, both camera images are combined and important characteristics, such

as the bubble’s centroid and shape, centroidal velocity and aspect ratio are calculated.

The next phase is the determination of the local heat transfer. The temperature is first

ascertained by means of an in-situ calibration that was previously performed (as described

in Chapter 3). The calibrated data are then processed to account for conduction losses to

the air, radiation from the foil, lateral conduction within the foil and the change in thermal

storage due to the material’s specific heat capacity. This is followed by a sensitivity analysis

of the time varying heat transfer to changes in the material thermal properties. The final

section will outline the basic analysis that is utilized to determine the flow vector field from

two time separated PIV images.

4.1 Case 1: Bubble Motion & Infrared Imaging

The first case will detail the analysis techniques utilised for the combined bubble motion

and heat transfer set-up. Firstly the image processing technique will be detailed, followed

by a description of the procedures involved in locating, aligning and tracking of the bubble.

This is followed by a detailed discussion on how the local heat flux was calculated.

4.1.1 Bubble Image Processing

The captured visual images are firstly exported from their respective cameras in the form of

RGB bitmaps (.bmp). Each image has a resolution of 512 ⇥ 1280 pixels, respectively, with

a colour depth of 24 bit, which is known as “true-colour”. In order to correctly determine

the bubble’s outline in successive images, in-house code requires information about the

bubble’s location at specific times, which is stored in a separate spreadsheet, detailing all

the experiments performed. Specific frames need to be separated out, these include: the

first image when the bubble appears, Imstart ; the final image when the bubble is no longer

moving, Imend; the bubble lift off from the orifice, Imli f t,o f f ; and the image when the bubble

initially impacts the surface, Imimpact . Once the bubble impacts the surface, two processes

occur: free bouncing and repeated impact on the surface. The free bouncing utilises the

same analysis technique as the rising bubble, while the impact phase was analysed in a
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different fashion. The frame numbers associated with these processes must be provided

in order to fully capture the bubble’s movement. In order to correctly identify the bubble

outline a reference background image is required, Imback; this image contains no bubble.

To facilitate image processing, only a small portion of each image is actually processed

at each time interval. The initial bounding box is user selected, with the bounding box

encasing the entire bubble. This bounding box is coupled to the bubble’s centroid, thereby

following the bubble throughout the test tank.

During the bubble growth stage, the bubble creates a shadow on the Stainless Steel

orifice, due to the orifice being highly polished. The location of the orifice must be first

selected by the user, with the shadow being removed during processing. Similarly, as the

bubble impacts the polished horizontal surface, due to lens effects, the bubble’s reflection

may be viewed above the actual bubble. Again, the user selects the initial point of contact

which is then automatically shifted, depending on the bubble’s location on the surface.

4.1.1.1 Locating and Tracking of the Bubble

Figures 4.1 and 4.2 illustrate the steps required to detect the bubble for both the departure

and impact frames, with the free rise motion being less complicated.

The first stage of locating the bubble is done by loading the first image containing the

bubble Im1, and the background image, Imback; this is done in VisualImages. The bub-

ble in this case is attached to the growth orifice. Both images are rotated through ninety

degrees, so that the bubble’s rise path is correctly viewed as vertical1 (Figure 4.1 (a)-(b)).

Initially the images are loaded in their original size, but once entered into the sub-function

BubbleLocator, the images are clipped according to the original bounding box selected by

the user (Figure 4.1 (c)-(d)).

The next stage is determining the outline of the bubble via image subtraction (Equa-

tion 4.1), with the back image (Imback) being subtracted from the bubble image (Imi),

resulting in a value, (Imdi f f ,i). This was undertaken by a predefined Matlab function,

imsubtract, as shown in Equation 4.1. This is followed by converting the RGB clipped and

subtracted image to the HSV colour space, with HSV standing for hue, saturation, and value

1The cameras are positioned on their sides during the experiment as this allows more of the bubble’s rise
motion to be captured. The cameras high frame rate reduces the amount of usable pixels.
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(brightness). The conversion to the HSV format is computationally expensive, therefore the

conversion is applied to the resultant subtracted image rather than the original images to de-

crease computation time; however, the final outcome is the same. The value element of the

HSV colour space ranges from 0 – 1 and is also known as the image intensity or brightness;

it is this value that is used for the rest of the image processing.
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Figure 4.1: Image processing operations applied to successive bubble images which were in contact
with the growth orifice. All dimensions are in pixels.

The resulting image, Imdi f f ,i, now varies between values of 0 – 1, as illustrated in Fig-

ure 4.1 (e). The next phase is noise reduction, as all captured images have some form of

underlying noise. This noise is insignificant, however its removal aids object detection. The
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removal of the noise is accomplished by means of a median filter2; this filtering method was

found to have no effect on the final bubble shape.

Imdi f f ,i = Imi � Imback (4.1)

The next stage is the conversion of imdi f f ,i, to a binary image containing only zeros and

ones. To achieve this, a threshold must be applied to imdi f f ,i. This threshold, Th, is given

an initial value3 at the beginning of the code; this is just an initial reference number and

all values are dynamically found and compared to the initial and previous (T hi�1) threshold

values. It was found that insignificant variations in the threshold value occured, in part due

to the high image quality and contrast between the bubble and the background. The image

thresholding algorithm is shown in Equation 4.2.

g(x,y) =

8
<

:
1 i f f (x,y) > T h

0 i f f (x,y)  T h
(4.2)

This thresholding method results in a binary image of the bubble. In some cases, the

interior of the bubble has a zero binary number due to the effect of the light sheet; to “fill”

this defect a Matlab function imfill fills the interior of the bubble (Figure 4.1 (f)-(g)). The

next phase is the determination of the bubble’s properties; this is accomplished by means

of inbuilt Matlab functions: regionprops and bwboundaries. The boundary of the bubble

was traced using bwboundaries, while regionprops identifies each individual region of a

binary image and calculates various properties of each region as selected by the user. All

bubble properties are computed relative to the origin at the upper left corner of the bounding

box and must be converted to the full image ordinates prior to saving.

During the bubble rise only one object is detectable, whereas within the vicinity of the

horizontal surface the bubble’s reflection appears. In this case two apparent bubbles are

detected; if the object has a lesser pixel area than the bubble (which is assumed to have the

largest area), then the smaller object is simply removed, but a more difficult situation occurs

when the bubble’s reflection appears prior to impact with the surface. This reflection can

be of similar size, but can be removed by noting that its position relative to the bubble’s

2Median filtering is a non-linear operation often used in image processing to reduce ’salt and pepper’ noise.
3This initial value is determined by a simple test image and user observation to determine the outline.
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centroid from the previous frame, i.e. the distance moved in the time step is implausible.
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Figure 4.2: Image processing operations applied to successive bubble images which were in contact
with the surface. All dimensions are in pixels.

As previously noted, in the first image the bubble is attached to the orifice, this is shown

in Figure 4.1. Prior to the bubble departing the injection orifice, the shadow of the bub-

ble on the orifice insert must be isolated and removed; this shadow is created due to the

highly polished nature of the orifice, with this being depicted in Figure 4.1. The function,

BubbleLocator uses the user’s initial input, which is taken to be the lowest point in the

binary image. All values of one below this line are removed from the bubble’s outline, by

setting them to zero. A separate technique is applied for when the bubble impacts the heated
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surface, with the sequence of events being depicted in Figure 4.2. The code uses the initial

contact line provided by the user to determine the contact point; subsequent frames deter-

mine the contact line by determining the smallest horizontal distance between the bubble

and its reflection (i.e. the choke point, Figure 4.2 (g)). This line is then compared to the

previous contact line and it is determined whether it is acceptable or not. Once the bubble

breaks contact from the surface a separate function, similar in function to code used for free

rising bubbles, is implemented.

The function BubbleLocator returns multiple values to the main program, upon com-

pletion of the processing of an image. These data are then allocated to memory. As previ-

ously discussed, a bounding box surrounds the bubble; after each frame, this box is moved a

certain distance, depending on bubble centroid differences. In cases where a limited spatial

array of pixels are available, due to the frame rate and/or due to the bubble leaving the visual

array, the frame halts at the edge of the bitmap image.

4.1.1.2 Alignment and Scaling

To correctly align the images in their respective x, y and z-axes, the images must first be

scaled correctly. An image of an object of known dimension is taken, then the user selects

the extremities of the object; this information is used to scale the images correctly. Selecting

the edges of this object can have an associated error but this has a very small effect on the

size of the final image (± 1 pixel). To remove this error, the master camera is calibrated

first by measuring a known distance. This is followed by comparing the maximum width

of a bubble, from both the master and slave cameras. The image chosen for this compar-

ison is that of the bubble just prior to lift off, Imtake,o f f�1, as the bubble is assumed to be

axisymmetric; the variation was found to be extremely small in terms of pixels.

To align the images, spatial planes x-z and y-z were chosen to be horizontal planes,

while the z-axis is the vertical height direction; this dimension was selected from the master

camera. Most of the alignment process takes place on the experimental apparatus, prior to

testing. This mitigated the need to align the images during the post-processing.

An important parameter in bubble dynamics is the bubble’s equivalent diameter, which

is obtained when the volume of the bubble is equated to that of a sphere with a diameter Deq.
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4.1. CASE 1: BUBBLE MOTION & INFRARED IMAGING

The bubble’s volume is determined by utilising the first few bubble images after departure,

in which the bubble is axisymmetric and nearly spherical in both camera views. From both

projection outlines the 3D bubble shape is reconstructed. Once the 3D shape is established,

then the bubble’s volume is calculated using two methods: finite slices4 and Convex hull5.

Both methods produce the same results, thereby providing some validation for each.

4.1.1.3 Aspect Ratio Correction

In order to determine the bubble’s aspect ratio, firstly the actual dimensions of the bubble

must be reconstructed from the bubble image projections captured by both high speed cam-

eras. If the bubble has a vertical rise path then the bubble’s major and minor axes may be

easily extracted from the 2D image projections; this is because the bubble is considered as

an oblate spheroid with elliptical 2D projections [27, 28, 44]. In order for a bubble to be

considered an oblate spheroid its major axes a and b must be equal and the minor axis c

must satisfy the following condition, (c < a). An oblate spheroid has three rotation angles,

a, b and g. The rotation angle, g, around the c-axis is set to zero as there is only rotation

around both major axes.

a

a

c

c

h1

h1 θ1

(a)

(b)

h1 = 2c

h1 > 2c

Projected
height

z
y

x

Figure 4.3: Bubble outline and projected height, (a) no major axis tilting and (b) with major axis
tilting. The projected height is the height observed by the secondary camera.

4Finite slices implies that the bubble is sliced horizontally, with the volume of each slice being calculated
and added to the total volume.

5A MatLAB function, convexHull, is utilised to cover the bubble with a tight fitting hull, with the hull
points being found utilising a Delaunay triangulation function. The hull function returns the enclosed volume.
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4.1. CASE 1: BUBBLE MOTION & INFRARED IMAGING

When the bubble tilts along one axis, then the minor axis viewed in that projection is

larger than the minor axis projection viewed on the other plane, as illustrated in Figure 4.3.

In this case the actual minor axis height can be extracted, as there is tilt in one plane only.

When the bubble tilts in both planes, whether with different or similar tilt angles, then a

reconstruction method must be applied to the projected minor axes to determine the smaller

actual minor axis height.

The 2D bubble projections have the following basic parameters d1, d2, h1, h2, q1 and q2,

which are the two major axes, minor axes and the tilt angle from both 2D projections. In

order to utilise this analysis the following restrictions apply: a = b = d1 = d2; this allows

the bubble to be classed as an oblate spheroid. The bubble outline and projected height is

shown, both with and without tilting of the major axis, in Figure 4.3.

Firstly the rotation angles are converted from the projection angles to the actual rotation

angles needed for the analysis by using the following two equations [28]:

a =�q1 and b = tan�1 (cosq1 tanq2) (4.3)

The relationship between the laboratory fixed frame of reference and the bubble frame

of reference is defined by the following:

X = Rx0 (4.4)

where X is the laboratory frame vector, x is the ellipsoid frame and R is the rotation matrix

for an oblate ellipsoid. The rotation matrix is a combination of rotation matrices for each of

the axes, combined as follows:

R = RxRyRz =

2

6664

cosb 0 sinb

sinasinb cosa �sinasinb

�sinbcosa sina cosacosb

3

7775
(4.5)

In order to determine the c-axis from the projections, the highest point aligned with the

c-axis is extracted from both views (Xt , Yt , Zt) in the laboratory frame. As the bubble pro-

jections obey the previous restrictions, then the bubble follows the equation for an ellipsoid,
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where:

x02t
a2 +

y02t
b2 +

z02t
c2 = 1 (4.6)

In this case again (a = b) and the coordinate vector (x0t , y0t , z0t) can be determined by

inverting the rotation matrix [28] as shown by Equation 4.7.

x0t = R�1Xt (4.7)

This results in the determination of the actual c-axis of the oblate spheroid. The next

phase is the calculation of the bubble’s aspect ratio. In literature a bubble’s aspect ratio

is defined in two different ways, the first being c = c/a, where c is always less than one

and the second cm = a/c, where cm is greater than one. The former will be used for all

proceeding figures, while the latter will be employed in the calculation of the bubble’s added

mass component (Equation 4.12) for the determination of the forces which act on the rising

bubble.

4.1.1.4 Forces Acting on a Rising Bubble

In order to obtain a comprehensive understanding of the nature of a bubble’s rise, the forces

which act on the bubble need to be calculated. The equations and concepts in the following

section were developed by Moore [80], De Vries et al. [27], and Veldhuis [28, 81] and will

be utilised to explain the bubble’s motion.

In order to determine the forces which act on the bubbles in the present study it is advan-

tageous to compute the bubble’s motion and associated forces in the Frenet-Serret reference

frame. The Frenet-Serret frame is a moving orthogonal frame with the tangent to the curve,

T , which points in the direction of motion; the other directions are the normal to the curve,

N, and the binormal, B, as unit vectors.

In order to transform from the laboratory to Frenet-Serret reference frame, firstly the

time dependent position vector, r(t), and the distance traveled along the curve from some

arbitrary initial instant, s(t), are defined. Then the unit vectors are defined as follows:
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T =
dr
ds

, N =
dT
ds��dT
ds

�� , B = T ⇥N (4.8)

The Frenet-Serret formulae which define the curve are as follows:

dT
ds

= kN,
dN
ds

=�kT + tB,
dB
ds

=�tN (4.9)

where k and t are the curvature and torsion of the curve defining the bubble’s path, respec-

tively. In the Frenet-Serret reference frame the equations of motion reduce to:

FD,T = A
dU
dt

�rV gT , FL,N = AkU2 �rV gN FL,B =�rV gB (4.10)

where FD,T is the component of the vortex force in the tangential direction, which is the

drag force. The components in normal and bi-normal directions are the lift forces in either

direction, defined as FL,N and FL,B, respectively. The reconstruction of these forces in the

Frenet-Serret frame requires that the bubble’s minor axis coincides with the tangent vector

and considering that the bubble path does not deviate significantly, this condition is assumed

to be true. The added mass tensor A is defined as

A = rV Mz (4.11)

with

Mz(cm) =
(c2

m �1)
1
2 � cos�1 c�1

m

cos�1 c�1
m � (c2

m �1)
1
2/c2

m

(4.12)

as given by Lamb [48], where, cm is the inverse aspect ratio. The forces acting on the

bubble now are in the form of (FT , FN , FB), but it is more convenient to present them in the

laboratory frame of reference (Fx, Fy, Fz). Thus, the drag force on the bubble is:

FD =�FT T (4.13)

and the lift force is given by:

FL = FN N +FBB (4.14)
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It should be noted that if the curvature of the path (k) is straight then there is no lift force

and the drag force is always in the direction opposed to motion i.e. the opposite direction to

the tangent along the path at any instant.

4.1.2 Thermal Image Processing

As discussed earlier, ExaminIR produces an encoded movie file after each experiment (.sfmov),

which contains initial header data about the camera configuration, followed by every pixel

of every image encoded in 16 bit. Each image has a size m⇥n which determines the length

of the bit sequence. Each pixel contains 14 bit data, which is combined in Matlab as a two-

dimensional “count” array. These values are then converted to temperature values, Ts, within

Matlab; these values correspond to the temperature at the rear surface of the foil. An energy

balance must be performed on this temperature map, which will result in determining the

heat convected to the fluid.

Within a Matlab program, HeatTransfer, the various fluid, foil and paint properties

are input, along with the calibration curves for the bulk water thermocouple, Tbulk, and

air gap thermocouple, Tair. In order to evaluate the heat convected to the fluid, uniform

heat generation is assumed within the foil, while it is also assumed that the temperature is

constant through the thickness of the foil; this will be explored in the next section.

4.1.2.1 System Response

In order to accurately determine the heat convected to the fluid, both the foil and paint layer

thickness must be known. To achieve this numerous measurements were taken with a digital

micrometer (Mitutoyo No. 29334070 IP 65). It was found that the foil always measured 10

± 0.1 µm, while the thickness of the paint layer was found to be 11.62 ± 0.87 µm.

In order to evaluate the second assumption a simple Lumped Thermal Capacitance anal-

ysis was applied to the system. The idea of the lumped capacitance method is that the

temperature of a solid is spatially uniform at any instant during a transient process. Fig-

ure 4.4 illustrates a simple heated wall through which conduction occurs over a constant

area.

An energy balance around the two vertical dashed lines in Figure 4.4, reveals a dimen-
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Figure 4.4: Effect of Biot number on steady state temperature distribution in a plane wall with surface
convection, Incropera et al. [82].

sionless quantity, the Biot number, Bi, which is the ratio of the thermal resistance for con-

duction through the solid, to that for convection to the fluid. The Biot number provides a

measure of the temperature drop in the solid relative to the temperature difference between

the surface and the fluid. If the Biot number (Equation 4.15) is very much less than one,

then it can be assumed that the temperature is uniform within the solid at any time during

the transient process. For particle applications, the following criterion is used to determine

whether the lumped capacitive approach is valid:

Bi =
hLc

k
< 0.1 (4.15)

where h is the highest heat transfer coefficient encountered, and k is the thermal conductivity

of the solid. Lc is the characteristic length of the body, Lc =Volume/Areasur f ace. This char-

acteristic length reduces to a half-thickness, L, for a plane wall of thickness, d, cooled from

both sides (2L = d), Incropera et al. [82]. For the current set-up the material properties are

discussed in subsection 4.1.3, while a maximum heat transfer coefficient of around 12000

W/m2K is experienced. Therefore the maximum Biot number observed is Bi⇡ 2.59⇥10�3.

For the paint layer, an average thickness of dp = 11.6⇥10�6 m was obtained, which results

in a Biot number of Bi ⇡ 733.9⇥10�3.
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While the paint layer does have a Biot number larger than 0.1, it has been noted by

Patel & Chen [83] that the “critical value of 0.1 is not an absolute measure and it is used

as a relative “yard-stick””; this suggests that the lumped thermal capacitance analysis is

still broadly applicable for the current set-up. Furthermore, this Biot number estimate is

based on a thermal conductivity that was obtained from a commissioned measurement, as

described in Section 4.1.3. This parameter is difficult to measure for a thin paint layer and

the fact that it is substantially lower than reported values in the literature suggests that the

paint Biot number may have been over-estimated.

Another way to characterise the test surface is by means of the characteristic time con-

stant6 for thermal diffusion across the thickness of the foil and paint. The characteristic time

constant for diffusion across a wall of thickness (d) is shown in Equation 4.16 (Maranzana et

al. [84] and Golobic et al. [85, 86]).

td =
d2rCp

k
=

d2

a
(4.16)

where all the values relate to the properties of the wall. For quasi steady heat transfer prob-

lems, the following time constant is employed, t• = rCpd/h̄•, where h̄• is the asymptotic

steady state heat transfer coefficient as defined by Maranzana et al. [84].

For the present study, the paint layer was found to have the highest time constant, of

td ⇡ 5.15⇥10�3 s, whereas the time constant for the foil is td ⇡ 1.49⇥10�5 s. This analysis

shows that, at any location (x, y), the Constantan foil can be considered as having a uniform

temperature across its thickness, for both steady state and transient regimes. This is because

the camera integration time, t, is 8.5⇥10�4 s, which indicates that the camera would be the

limiting factor for the current set-up if only the foil was present.

4.1.2.2 Element-wise Energy Balance

An element by element analysis is required in order to determine the energy flow within the

system and to extract the energy convected to the fluid. This analysis is applied by means of

an energy conservation method, as defined by Equation 4.17, Incropera et al. [82]:

6The time constant, t, is the rise-time (to 63.2% of its span) characterising the response to a time-varying
input of a first-order, linear time-invariant (LTI) system.
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Figure 4.5: Illustration of heat transfer set-up and the thermal flow through a single element with a
surface area of dx⇥dy and thickness of d f , dp for the foil and paint layer respectively.

Ėin + Ėgen � Ėout = DĖst (4.17)

in which Ėin and Ėout refer to energy transport across the control surfaces in Figure 4.5,

Ėgen is the thermal energy generation within the control volume and Ėst is the stored thermal

energy.

A differential control volume for both the foil and paint layer is illustrated in Figure 4.5.

The energy balance for the control volume is represented by Equation 4.18, which has units

of W/m2:

q00conv = q00gen �q00cond �q00rad+

4
�
k f d2

f + kpd2
p
�✓∂2T

∂x2 +
∂2T
∂y2

◆.
dx�

�
r fCp, f d f +rpCp,pdp

� ∂T
∂t

.
dx2 (4.18)
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where f and p denote the foil and paint layers respectively, q00gen is the heat generated, q00conv

is the heat convected to the fluid, q00cond is the heat conducted through the 3 mm air layer, to

the CaF2 glass. The air within the gap is assumed to be stagnant, as the Rayleigh number for

the cavity was estimated to be Ra = 47. This compares with a critical value of Rac =1708, as

reported by Incropera et al. [82]. Therefore, heat transfer from the bottom to the top surface

occurs by conduction and radiation. q00rad is the radiation from the rear side of the foil; there

is very little radiation from the front of the foil, both due to the foil’s low emissivity and the

fact that the adjacent water has low transmissivity in the wavelength range considered. The

final two sections represent the lateral conduction and the change in internal energy within

the control volume.

For the present study dx is equal to dy, shown in Figure 4.5. Equation 4.18 assumes

a constant thermal conductivity, along with a constant thickness, d. The electrical energy

generation is distributed through out all the elements within the foil, thereby allowing the

Joule heating to be calculated on an element by element basis.

The heat generated within each element by the Joule effect is given by Equation 4.19.

q00gen =
I2
elecRelec

dx2 (4.19)

where Ielec is the current through one foil element of resistance, Relec. Equation 4.19 is

derived from Ohm’s law, V = IR. To determine the resistance of an element of foil, the

electrical resistivity7 of the foil, denoted here as relec, must be known.

Relec = relec
l

Acs
(4.20)

where relec is the electrical resistivity of Constantan, l is the length parallel to the current

flow and Acs is the cross-sectional area, i.e. d f ⇥w. From these equations the power gener-

ated can be calculated. The power generated by one element of size d f ⇥dx2, is calculated

by separating the total surface area of the foil into elements of size, dx2.

The lateral conduction term is denoted as q00lc and has units of W/m2 as indicated by

Equation 4.21. The surface temperature distribution and the lateral conduction within the

test surface are illustrated in Figure 4.6.

7Electrical resistivity is a measure of how strongly a material opposes the flow of electric current.
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q00lc =�

⇣
k f d2

f + kpd2
p

⌘✓∂2T
∂x2 +

∂2T
∂y2

◆
⇥4dx

dx2 (4.21)

where d and k are the thickness and thermal conductivity of either the foil ( f ) or paint (p).

The negative sign indicates that the heat flow is in the direction of decreasing temperature.

The partial differential of the temperature field can also be represented by the Laplacian

—2T . This migration of heat occurs through an area of 4ddx, which is the four sides of

an element, as shown in Figure 4.5. To solve this equation a finite-difference (central-

difference) method is applied to the temperature field.

q00lc,i j =�

⇣
k f d2

f + kpd2
p

⌘✓Ti+1, j +Ti�1, j +Ti, j+1 +Ti, j�1 �4Ti, j

dx2

◆
⇥4dx

dx2 (4.22)

To calculate this Laplacian of the temperature field, Matlab provides a function called,

grad. This function implements a central-difference method in the main field and automat-

ically switches to first order differences near the edges of the field. A second order partial

derivative applied to a data set with underlying occurring experimental noise8 acts to further

amplify this noise. To reduce the effects of this noise, a median filter was applied to both

the first and second derivatives of Equation 4.22.

The capacitive effects associated with the foil and paint layers are determined by Equa-

tion 4.23, while the surface temperature and energy stored within the test surface are illus-

trated in Figure 4.7.

q00cap =

�
d f r fCP, f +dprpCP,p

� ∂T
∂t

dx2 (4.23)

where r and CP represent the density and specific heat capacity of an element, with ∂T/∂t

being the temperature difference with respect to time. The change in internally stored energy

can be calculated by measuring the change in temperature with respect to time for each foil

element. The magnitude of this term depends on the temperature change, over the specific

8This noise is also known as “Salt & Pepper” noise.
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Figure 4.6: (a) Typical instantaneous lateral conduction term (kW/m2) and (b) instantaneous surface
temperature for a section of the foil’s surface. Positive values of heat flux indicate heat transfer into
a foil element.
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Figure 4.7: (a) Energy storage term (kW/m2) and (b) surface temperature for a section of the foil’s
surface at a specific instant in time.
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Figure 4.8: (a) Conductive heat flux (kW/m2) through the 3 mm air gap and (b) surface temperature
from a section of the foil’s surface. Positive values indicate heat transfer into a foil element at a
specific instant in time.
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Figure 4.9: (a) radiative exchange (kW/m2) from a section of the foil’s top surface and (b) foil
temperature.
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time period. An important parameter for internal energy storage is the thermal diffusivity,

which provides a measure of the substrate’s thermal inertia. In a substance which has a high

thermal diffusivity, heat flows through the substance rapidly due to the influence of high

conductivity and low volumetric heat capacity.

To calculate the change in internal energy storage, three successive thermal images are

required, Tt�1, Tt and Tt+1. The change in temperature with time of each element is com-

puted using a central difference approach as follows:

dT
dt

=
Tt+1 �Tt�1

2Dt
(4.24)

where Dt is the time difference between two successive images, which is the inverse of the

camera frame rate. This derivative is then combined with the density and thermal capaci-

tance of a element, to give the general change in stored energy as follows:

q00cap =

�
d f r fCP, f +dprpCP,p

� Tt+1 �Tt�1

2Dt
dx2 (4.25)

From preliminary analysis it was determined that the influence of the previously dis-

cussed noise within the temperature field has some influence on the calculated internally

stored energy. Two different noise reduction methods were investigated, with the first be-

ing higher order central difference coefficients and the second being a weighted filter; this

consists of a weighted averaging of each pixel in time, as presented in Equation 4.26.

Tavg. =
Tx,y,i�2 +2Tx,y,i�1 +3Tx,y,i +2Tx,y,i+1 +Tx,y,i+2

9
(4.26)

The weighted filter approach was employed for all the experiments as it had the least

effect on the data [87].

To account for conduction through the 3 mm air gap, Fourier’s law is applied. The

surface temperature and heat conducted through the 3 mm layer is illustrated in Figure 4.8.

q00conduction =�kair
dT
dz

(4.27)

where kair is the thermal conductivity of air and dT/dz is the temperature gradient across
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Figure 4.10: (a) Instantaneous convective heat flux (kW/m2) to the bulk fluid and (b) surface temper-
ature.

the air gap to the glass.

The radiative heat loss is represented by Equation 4.28:

q00rad = eps
�
T 4

s �T 4
•
�

(4.28)

where ep is the emissivity of the painted surface, s is the Stefan-Boltzman constant, Ts is

the surface temperature and T• is the measured lab air temperature. The surface temperature

and the radiative heat loss are illustrated in Figure 4.9.

The instantaneous convective heat flux is illustrated in Figure 4.10 and has units of

kW/m2. The following sections will outline how the terms in Equation 4.18 that repre-

sent lateral conduction and energy stored within each element of the surface are calculated

and quantified.

4.1.3 Material Properties

To implement Equation 4.25, apart from the material thickness (d), the density (r) and the

heat capacity (CP) of both the foil and paint must be known. Properties for Constantan foil
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are freely available, although the density was measured in-house. For the Constantan, the

density (r), thermal conductivity (k) and heat capacity (CP), were found to be: 8.637⇥103

kg/m3, 23.13 W/mK and 401.54 J/kgK respectively. Both the thermal conductivity and

heat capacity were determined for the average surface temperature of 37�C, utilising data

by Sundqvist [88]. Over the temperature range under consideration, the variation in the

thermal conductivity and heat capacity was found to be 2.1% and 0.55%, respectively. The

difference between the measured density and the tabulated values is 2.95%.

Table 4.1: 1Thermal properties of paint samples measured using the PA scanning technique (Raghu
& Philip [89]). 2A travelling photothermal technique (Philip et al. [90]). 3 infrared imaging (Decker
& Mackin [91]). 4 Golobic et al. [86]. 5 Pulsed laser technique (Moksin et al. [92]). 6 Thermal wave
interferometry (Moksin & Almond [93]).

Sample Substrate Density Thermal diffusivity Heat capacity Thermal conductivity
paints test on kg/m3 ⇥ 10�7 m2/s J/kgK W/mK

I1 Copper 1331 ± 39 2.10 ± 0.15 5184 ± 518 1.45 ± 0.11
II1 Copper 1303 ± 39 2.21 ± 0.12 2557 ± 230 0.74 ± 0.04
III1 Copper 1251 ± 37 3.56 ± 0.11 1670 ± 100 0.74 ± 0.02
IV1 Copper 1251 ± 34 1.72 ± 0.11 2835 ± 283 0.57 ± 0.05
Enamel2 Glass 1331 ± 39 2.13 ± 0.04 - -
Enamel2 Copper 1331 ± 39 2.08 ± 0.04 - -
I3 Steel - 1.85 ± 0.2 - -
I4 Titanium - 1.4 - -
I5 Steel - 2.46 ± 0.08 - -
II5 Steel - 2.04 ± 0.06 - -
I6 - - 2.2 - -
II6 - - 2.0 - -

The precise properties of the paint used in this study were not available, so tests were

commissioned to measure them. The density of the paint was measured and found to be

1.277⇥ 103 kg/m3, which is similar to values reported for paint by Raghu & Philip [89].

The thermal conductivity of the paint was measured by means of Hot Disk Transient Plane

Source Method [94] at room temperature and was found to be 0.095 W/mK.

The testing commissioned was unable to determine the heat capacity of the paint due

to the difficulty in producing a sample with a thickness greater than 60 µm. It was there-

fore decided to use values from Raghu & Philip [89]. Experimental data from Raghu &

Philip [89] and Philip et al. [90] are shown in Table 4.1, along with the thermal diffusivity

as determined by other authors. The three paint samples of interest for this study are I, II

and IV, as paint III is a metal based paint, with the final two paints being the same sample
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Figure 4.11: Variation in convective heat flux along a line on the surface at a particular instant, which
captures both high and low levels of convective heat flux. The paint samples, Cp1, Cp2 and Cp3
correspond to paint samples, IV, II and I in Table 4.1.

as paint I, just sampled using a different experimental method.

Figure 4.11 illustrates the variation in convective heat flux, when the paint’s heat capacity

is varied. It is clear from Figure 4.11, that there is a significant variation in convective

heat flux when comparing different paint samples. The paint samples, Cp1, Cp2 and Cp3

correspond to paint samples, IV, II and I in Table 4.1. While data for Cp1 and Cp2 are very

similar, the calculated heat flux for Cp3 is significantly different. In order to choose the heat

capacity which best matches the current paint, both the thermal conductivity and density

of the paints investigated by Raghu & Philip [89] were compared with the experimentally

determined values of the paint used here. It was found that paint sample IV, had the best

match, both in terms of thermal conductivity and density. Thus, a value of 2835 J/kgK

(Cp1) was used for the paint’s heat capacity. This is a conservative value, in that it gives

lower variations in convective heat flux as evident from Figure 4.11, while closely matching

other parameters.

The thermal diffusivity of the paint was estimated as 2.62 ⇥ 10�8 m2/s, based on the

commissioned measurement of the thermal conductivity together with data from the litera-

ture. This value is an order of magnitude lower than that found in the current literature as

shown in Table 4.1, with the thermal conductivity of the paint being the contributing factor.
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The thermal conductivity is used to determine the lateral conduction within the heated sur-

face, while the volumetric heat capacity is used to determine the change in stored energy.

Both the lateral conduction and change in stored energy have been found to be important pa-

rameters in determining the convective heat flux, but the storage term plays the bigger role.

Thus, uncertainty around the paint thermal conductivity would not significantly change the

convective heat flux levels observed. With regard to the paint layer, the Biot number analysis

(although not definitive because of uncertainty in the thermal properties) does indicate that

rapid changes in temperature on the side of the foil in contact with the bubble may be atten-

uated through the paint layer thickness. Thus, some transient changes in behaviour may not

be detected. Variations in the thermal properties of both the paint and foil will be accounted

for in Section 4.3.

4.2 Case 2: PIV & Infrared Imaging

The following section outlines the methods used to process the PIV images captured by the

current set-up, with the thermal images being processed using the same method as previ-

ously discussed in Section 4.1.2.2.

4.2.1 PIV Processing

The flow velocity was processed using LaVision’s purpose developed DaVis software. This

software is designed to process raw image data and produce velocity vectors, which are fur-

ther analysed in Matlab. Each image within the recorded sequence contains tracer particles,

with their displacement being analysed between successive images to determine the fluid ve-

locity and direction. Each image in the PIV recording is subdivided into sub-regions known

as interrogation windows, with an optimum density of ten illuminated particles per window

as shown in Figure 4.12. The tracer shift should be less then a quarter of the interrogation

window size and out-of-plane tracer shift should be reduced. In order to get sub-pixel dis-

placement, seeding particles need to appear as approximately two pixels in diameter on the

CCD image; this will reduce a phenomenon know as peak-locking, whereby displacement

vectors are locked to integer based displacements, instead of being evenly distributed.
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Figure 4.12: PIV set-up and basic processing technique.

The first procedure in determining the final vectors is defining a mask, whereby only

displacements within the mask are calculated; masking significantly reduces computational

time. The masked region was then sub-divided into interrogation windows, with the inter-

rogation window size being related to the fluid velocity. Within each interrogation window

a cross-correlation was performed between successive images; this produces one velocity

vector for each window. For accurate vector field calculations a multi-pass cross-correlation

function is recommended [95]. A ’decreasing window size’ analysis method was chosen, as

the initial pass investigates the main averaged fluid flow, with the secondary smaller interro-

gation windows detecting velocity variations within the larger interrogation window.

During the bubble rise and initial impact, high fluid velocity requires short image sep-

aration times (Dt) whereas after the bubble has settled lower fluid velocities occur, which

require longer Dt. All recordings are performed at 1000 Hz. Depending on what was being

observed, wake specific frame separation times were chosen, so that an optimum pixel shift

of 5 pixels was observed. In order to capture sufficient velocity information an initial inter-

rogation window size of 162 was chosen, which was followed by a 122 window. In order

to capture slow and fast moving particles, and particles that leave interrogation windows, a

window overlap of 50% for the initial pass and 75% for the final passes was utilised. During

multi-pass processing a median filter is applied to the data, which removes and replaces spu-
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rious vectors. Post-processing of the final vector field was applied to remove any remaining

spurious vectors that were either outside the area of interest or were a result of the light sheet

being blocked by the bubble, causing a shadow behind the bubble, which was again outside

the area of interest. The final operation was processing of the .vc7 files for analysis utilising

Matlab, where the vorticity was calculated employing the curl of the vector field.

4.3 Uncertainty Analysis

The following sections will outline the analysis used in determining the accuracy of the

calibration and the uncertainty in the convective heat flux calculations.

Error or uncertainty can be classified into two categories, (i) precision errors, and (ii)

bias errors [96–99].

Precision Errors. Precision errors, also known as random errors, due to their nature can

come from multiple sources. Most often they are associated with the “least count” of the

scale on an analog instrument. Precision errors cause scatter in experimental data, although

they can be statistically quantified.

Bias Errors. Bias errors, also known as systematic errors, can occur in many situations.

Calibration errors may be a zero-offset or a scale error, in which the slope of a graph is

incorrect. Once a bias error has been corrected it is no longer uncertain.

The mean of a number of samples is as follows:

x̄ =
1
N

n

Â
i=1

xi (4.29)

The measured values of scatter around the sample mean allow for the determination

of the standard deviation Sx, i.e. a sample-based estimate of the standard deviation of the

population mean.

Sx =

"
1

N �1

n

Â
i=1

(xi � x̄)2

#(1/2)

(4.30)

where xi are the measured quantities and N the number of samples. The standard error of the

mean is the standard deviation of the sample-mean’s estimate of a population mean, which
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is as follows:

Sx̄ ⇠=
Sx

N1/2 (4.31)

The above analysis is utilised for the determination of single point measurements e.g.

thickness measurement of the foil. In the case where the output of a system depends on the

input a different approach must be applied to the data.

For a linear fit9 the data set (xi, yi) = 1, 2, ..., N, is replaced by (xi, Yi) and the equation

Ȳ = mx+c. In this case Ȳ indicates that values of Y will not fall on the curve-fit. Analogous

to the standard deviation of a sample in Equation 4.30, the standard deviation for a curve-fit

is as follows:

SY =


1

N �2 ÂD2
i

�1/2
(4.32)

where Di = Yi � Ŷ and Ŷ is the result from the least squares fit, Ŷ = mx+ c. The factor

(N �2) is appropriate here as there would be no error in a straight line if N = 2.

4.3.1 Uncertainty

The precision uncertainty in a measurement is the estimate of the probable error in a mea-

surement. If we are C% confident that the true value Xtrue of a measurement Xi lies within the

interval Xi±PX , then PX is called the precision uncertainty at a confidence level of C% [99].

In accordance with Kim et al. [98] a 95% confidence level is chosen for most experiments.

If a measurement sample is normally distributed with independent values and the sample

is large (N > 10) then the following relationship is valid:

PX ⇠= 2SX (C = 95%,N > 10) (4.33)

The probable error in a sample mean is less than in individual measurements because

Sx̄ ⇠= Sx
N1/2 for a large N. Then the precision uncertainty of the sample mean is

PX̄
⇠= 2SX̄ (C = 95%,N > 10) (4.34)

9For any Least-Squares curve fit of a data set (xi, yi) = 1, 2, ..., N, xi and yi are sample averages.
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When considering precision errors for a curve-fit with data (xi, Yi), the precision uncer-

tainty for a straight-line curve-fit is

PŶ = tn,%
⇢

S2
Y


1
N
+

(x� x̄)2

Sxx

��1/2

(C = 95%,N > 10) (4.35)

where SY is the standard deviation defined by Equation 4.32, and tn,%, is the critical value

that encloses 95% of a t-student distribution with n = N �2 degrees of freedom. Also,

Sxx = Âx2
i �
✓

1
N

◆�
Âxi

�2 (4.36)

Equation 4.35 gives the 95% confidence interval, which is the range where the curve fits

will fall 95% of the time, for repeated measurements. Of less importance is the uncertainty

associated with where a single measurement, taken in the future, will fall. This is known as

the 95% prediction interval, Mills & Chang [99].

PY = tn,%
⇢

S2
Y


1+

1
N
+

(x� x̄)2

Sxx

��1/2

(C = 95%,N > 10) (4.37)

Once the data have been curve fitted, it is the precision of the curve fit that is of interest,

not the precision of individual data points used to create the curve, Mills & Chang [99].

Therefore the 95% confidence interval for the curve fit is utilised rather than the 95% pre-

diction interval. This analysis is applied to the calibration data for both the water and air

thermocouple and to the in-situ calibration of the IR camera as shown in Figures 3.8 to 3.10.

In order to evaluate the uncertainty of the calibration and its knock on effect in terms of the

uncertainty of the heat flux measurements, the confidence interval at the typical operation

parameter is evaluated from Figures 3.8 to 3.10 and utilised in the following section.

4.3.2 Propagation of Precision Uncertainties

The uncertainty of an experimental set-up and/or a calculated parameter is of significance, in

situations where the experimental data are to be referenced against other similar studies. To

date, little detailed information from literature is available on the propagation of uncertain-

ties. Similar experimental methods which utilise a thin metal substrate report uncertainty

values, but without a detailed explanation of the analysis conducted to arrive at these values

98



4.3. UNCERTAINTY ANALYSIS

[85, 86]. However, the need for this important analysis is used now being recognised in the

literature [100–102].

Since precision uncertainties are random, their propagation in measurements can be de-

termined through statistics, by utilising the Taylor Series Method (TSM). For a simple cal-

culated result Y that is a function of N independent measurements Xi, if the uncertainties Pi

are small, then a first order Taylor expansion of Y is used:

Y (X1 +P1,X2 +P2, ...,XN +PN) (4.38)

⇠= Y (X1,X2, ...,XN)+
∂Y
∂X1

P1 +
∂Y
∂X2

P2 + · · ·+ ∂Y
∂XN

PN (4.39)

Y is now a linear function of independent variables and a theorem of mathematical statistics

can be employed (Coleman [97]):

PY =

"
n

Â
i=1

✓
∂Y
∂Xi

Pi

◆2
#1/2

(4.40)

where all uncertainties in the individual Xi must be at the same confidence level i.e. 95%.

The partial derivatives are known as absolute sensitivity coefficients.

For correlated systematic errors, which are those that are not independent of each other,

these correlated systematic errors may influence the experimental results and final uncer-

tainty. For a simple case where

r = r (X1,X2) (4.41)

To determine the systematic uncertainties Equation 4.40 is used, along with an addi-

tional term to account for the correlated variables. Thus, by utilising the TSM method, the

systematic standard uncertainty, br, of the calculated result is defined as:

b2
r =

✓
∂r

∂X1
b1

◆2
+

✓
∂r

∂X2
b2

◆2
+2rX1,X2

✓
∂r

∂X1

◆✓
∂r

∂X2

◆
b12 (4.42)

where b12 = (b1)(b2) is the covariance term and, b1 and b2 are the precision uncertainties

of each variable X1 and X2, at the same confidence level (95%) and rX1,X2 is the Pearson

product-moment correlation coefficient [96], which is a measure of the correlation.
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For both the lateral conduction and heat storage terms an additional term is added to

the standard propagation equation for a multi-variable function; this is known as the co-

variance term (b12) as described by Equation 4.42. In order to determine how correlated a

pixel is to its neighbouring pixel and similarly to the same pixel but with a time shift, both

a cross-correlation and autocorrelation analysis was performed and used to determine the

degree of correlation (rX1,X2), which will affect the covariance term in Equation 4.42 [103].

These equations form the basis for the determination of the uncertainty in the experimental

measurements.

4.3.3 Visual Images

In terms of detecting the bubble’s outline, this was found to depend on the threshold value

(T h), as described by Equation 4.2. This results in the uncertainty in detecting the bubble’s

outline being ±1 pixel. This relates to a metric value of ±0.039 mm, therefore the bubble’s

major axis has an uncertainty of ±0.0789 mm, with the smallest bubble equivalent diameter

being 2.8 mm. This low value is due to the high spatial resolution of the measurement set-up.

4.3.4 Thermal Images

The temperature resolution of a thermal imaging camera is related to the “noise” within the

sensor. This “noise” is described by the Noise Equivalent Temperature Difference (NETD)

and is a measure of the sensitivity of a detector of thermal radiation. It is calculated using

the following equation:

NET D =
s

SiT F
(4.43)

where s is the standard deviation of the temporal signal in Analog to Digital counts, (AD

Counts). The Signal Transfer Function, SiTF, is a measure of a sensor’s response to the

change in the object’s temperature and has units of ADCounts/�C. The SiTF is calculated

using the following equation:

SiT F =
D(ADCounts)

DT
(4.44)
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Figure 4.13: Standard deviation of the entire population of pixels for 800 images (0.8 ms), illustrating
the variation at a mean temperature of approximately 50�C. The majority of the pixels have a standard
deviation of 4 Analog–Digital Counts.

where DT is the temperature difference between the background with a temperature T0 and

the object with a temperature, TBB, where this is a black body temperature. The SiTF is

the slope of the plotted line, where the response of the camera is linear [104–106]. The

SiTF for the Flir SC6000 was found to be 161.4 ADCounts/�C. Figure 4.13 illustrates the

temporal standard deviation of 800 images taken at 1000 Hz, which shows that the majority

of the pixels within the 160⇥ 168 area utilised for the experiment vary by 4 ADCounts at

approximately 50�C.

Equation 4.43 is then utilized to determine the NETD for the Flir SC6000 camera, which

is shown in Figure 4.14. Notably the majority of the pixels have a NETD of approximately 25

mK or m�C, which is, in fact, within the specifications of the camera. The NETD is usually

considered as the minimum detectable temperature difference. However, it is actually just a

good indicator of the minimum temperature difference and is not the exact minimum value,

as temperature changes below this level can be detected [107].

At a temperature of 48.82�C, which corresponds to a Count value of 11000, the tem-

perature sensitivity of the calibration is ±4.52 mK. In terms of spatial resolution, each pixel

corresponds to a value of 0.2027 mm, therefore the viewable area is 32.43⇥34.05 mm2.

Figures 4.15 and 4.16 illustrate both the instantaneous convective heat flux and the cor-
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Figure 4.14: Noise Equivalent Temperature Difference (NETD), using the data in Figure 4.13.

responding uncertainty heat flux at times of 14 and 114 ms after the bubble has impacted

the surface. These two instants in time were chosen to illustrate uncertainty as they capture

the range of heat flux levels encountered in these experiments. Prior to the bubble’s impact,

the uncertainty in determining the convective heat flux due to liquid natural convection is

8.3± 0.3 kW/m2, which is approximately 3.5%. In Figure 4.15, where the maximum con-

vective heat flux is approximately 180 kW/m2 the percentage uncertainty is 16.6%. This

is significantly larger due to the contribution of the various heat flux corrections that are

detailed in Equation 4.18. Each of these terms in Equation 4.18 contains temperature or

temperature gradients, all of which have associated and inter-related uncertainties, which

have been propagated using Equation 4.40. In Figure 4.16 the maximum convective heat

flux is approximately 34 kW/m2, resulting in an uncertainty value of 13.2%.

4.4 Closing Remarks

This chapter has explained the analysis behind bubble detection and tracking as it rises

through the test tank. This analysis includes the calculation of the bubble’s aspect ratio and

the forces which act upon it as it rises. The basis for local heat transfer calculation from the

surface temperature by way of a element-wise energy balance performed on the temporal
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Figure 4.15: (a) Instantaneous convective heat flux 14 ms after impact and (b) Instantaneous uncer-
tainty convective heat flux 14 ms after impact .
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Figure 4.16: (a) Instantaneous convective heat flux 114 ms after impact and (b) Instantaneous uncer-
tainty convective heat flux 114 ms after impact .

temperature measurements was then explained. This was followed by a brief outline of the

PIV measurement technique which was used to determine velocity field within the vicinity
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of the bubble. The final section of this chapter dealt with characterising and determining the

errors and uncertainties in the measurement techniques.
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Chapter 5

Bubble Motion

This chapter presents the general features of a single air bubble (equivalent di-

ameters of 2.8, 3.3 and 4.1 mm) rising through distilled water (rise heights of 10,

20, 25, 30 and 35 mm) before impacting and rebounding from a horizontal sur-

face. All three bubbles may be classed as oblate spheroids. As the bubbles rise,

large shape oscillations are observed, which are initiated during the departure

from the injection orifice.

The bubble path, orientation, aspect ratio and shape, as determined from

the experimental data, will be introduced. This is followed by the calculation

of the bubble’s centroidal velocity and discussion of the oscillations associated

with the change in the bubble’s rise velocity. Following the bubble rise section,

the way in which the bubble interacts with a horizontal surface is reported. This

includes a detailed account of the entire bubble bouncing event.

This chapter serves as a general introduction to rising and bouncing bubble

motion. The following chapters will discuss heat transfer associated with the

bubble motion.
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5.1. RISING BUBBLE

5.1 Rising Bubble

Once the bubble has departed the growth orifice, it immediately commences its rise through

the test media, as a consequence of its lower density. The vertical force causing the bubble

to rise through the liquid is known as the buoyancy force. This acts in the direction opposing

gravity and is equal to the weight of the medium displaced, which is water in the present

study. A secondary force which acts against the buoyancy force is the drag force. A single

small stable bubble, rising vertically, will have a constant drag force; if the bubble is very

small this drag force will be similar to that acting on a solid sphere. Once equilibrium is

achieved, the bubble will be traveling at terminal velocity. The terminal velocity achieved is

dependent on the Morton, Reynolds and Eötvös numbers as shown in Figure 2.1.

Larger bubbles display more complex rise pattens; these include both zig-zag and spiral

rise paths, or a combination of both patterns. As noted by previous literature, the rise path

of larger bubbles is dictated by the previously mentioned dimensionless numbers. However,

as noted by Tomiyama et al. [41] and Wu & Gharib [45] the path, shape and velocity of

the bubble are extremely sensitive to initial shape deformation during the departure process.

Thereby, the injection process will have a profound effect on the bubble’s shape and motion.

A representative sample of results detailing the motion of three bubbles generated in

orifices of diameters 0.5 mm, 1 mm, and 2 mm, released from five different heights (10 mm,

20 mm, 25 mm, 30 mm and 35 mm) will be presented in the following section. The results

presented include the motion through both purified and contaminated water. The motion

of the bubble will be broken into two main parts: firstly the bubble rise, followed by the

bouncing process.

5.1.1 Bubble Position, Shape and Orientation

Figures 5.1 to 5.3 illustrate the centroidal path and instantaneous shape for a rise of 10 mm

and for bubbles with equivalent diameters of 2.8 mm, 3.3 mm and 4.1 mm, respectively. The

centroidal motion is shown in blue for both the x–z and y–z plane. The projected bubble

outline for both planes is presented in red and black, with a time interval of 4 ms between

successive bubbles. It is immediately notable that, for all cases, the bubble path was aligned

vertically (Sz) without horizontal deviation.
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Figure 5.1: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 2.8 mm. The bubble rise distance is 10
mm.

−5 0 5
0

2

4

6

8

10

S
x
 [mm]

S
z [

m
m

]

−5 0 5
0

2

4

6

8

10

S
y
 [mm]

Figure 5.2: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 3.3 mm. The bubble rise distance is 10
mm.

Immediately after departure (2 – 4 ms) the bubble’s shape was found to be akin to that

of a sphere, whereas further along its rise path, the bubble’s shape shifts to that of an oblate

spheroid. This spheroidal shape was found to vary significantly over the entire rise path.

This shape change will be discussed in a later section, with respect to variation in the bub-

ble’s aspect ratio.

Figures 5.4 to 5.6 illustrate the centroidal path and instantaneous shape for an interme-
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Figure 5.3: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 4.1 mm. The bubble rise distance is 10
mm.

diate rise height of 25 mm and for bubbles with equivalent diameters of 2.8 mm, 3.3 mm and

4.1 mm, respectively. Path deviation is evident for both the 2.8 and 3.3 mm bubbles.

Figures 5.7 to 5.10 depict the motion of three bubbles that rise 35 mm, with their corre-

sponding centroidal motion shown in blue. As before, their projected outlines have a time

interval of 4 ms. What is notable about the increased rise height is firstly the presence of

path deviation and secondly an increase in the amount of shape change observed.

Path deviation was expected for the bubble sizes encountered in the current experiment.

All three bubble sizes are expected to have either a zig-zag pattern or a zig-zag with transi-

tion to a spiral rise path. A stable path was not observed due to the height restriction imposed

for the present study1. It is notable that vertical path deviation occurs at a lower height for a

bubble with a Deq of 2.8 mm, when compared to the larger bubbles. This deviation occurs at

a height above 14 mm, whereas for the two larger bubbles, this deviation occurs at heights

of above 20 and 25 mm, respectively. This deviation is not obvious from the figures shown,

as these numbers are lower limits, with the deviation is some cases being extremely small

and difficult to detect.

As a bubble approaches a solid boundary, the bubble will begin to decelerate before

impacting the surface with the drainage of the film being described using lubrication theory.

1For a stable zig-zag path, at least one zig-zag cycle would have to be completed.
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Figure 5.4: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 2.8 mm. The bubble rise distance is 25
mm.

During this period a number of forces act to slow the advance of the bubble, which include

the added mass due to the acceleration of the liquid around the bubble, the history force,

which accounts for the finite time required by the surrounding flow to adjust itself to the

change in slip velocity (Klaseboer et al. [61]), the lift force due to the vorticity in the flow

and the buoyancy and drag force. When the bubble is in the vicinity of the wall, the film

pressure starts to increase, the corresponding force becoming much larger in intensity than

the buoyancy force, as noted by Klaseboer et al. [61].

As shown by Tsao & Kock [21] in Figure 2.19, regions of both high and low pressure

are present in the film as the bubble approaches the solid surface.This pressure gradient

allows the liquid film that is entrapped between the bubble and wall to drain along the wall

and also causes a local overpressure at the bubble center, resulting in the formation of the

dimple. This phenomenon was reported by Canot et al. [108], who noted that the size of

this dimple was dictated by the Weber number, with higher Weber numbers corresponding
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Figure 5.5: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 3.3 mm. The bubble rise distance is 25
mm.

to larger dimples.

In Figures 5.8 and 5.10 large shape changes were found to occur at heights above 25 mm,

with obscure shapes occurring at heights of 30 mm. Prior to these unusual shape changes

at 30 mm, it can be inferred that at heights of 25  Sz  30, the bubble was elongated2 in

both the x-z and y-z plane, with this elongation believed to be initiated upon release from the

growth orifice. As the bubble rises its surface area increases until a point is reached where

the surface area is too large, making the bubble’s shape unstable; this results in the bubble

reducing its velocity, while reverting its shape to that of a more stable sphere, which has the

lowest surface area per unit volume. This rapid shape change only occurs within the vicinity

of the solid surface. This instability is thought to result from a combination of the bubble

size and the pressure increase that occurs as the bubble approaches the surface.

As the bubble approached the surface the bubble’s upper surface was found to cup, cre-

2Elongation indicates that the bubble has a very low aspect ratio and is very flat.
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Figure 5.6: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 4.1 mm. The bubble rise distance is 25
mm.

ating a bowl like shape; this is not visible in Figures 5.8 and 5.10, as these are projection

outlines of the bubble’s shape. This cupping was noticeable due to the transparent nature of

the bubble, with the reflected dimple prior to impact shown in Figure 5.9. This cupping, al-

though not measured was visually apparent at heights just beyond 25 mm, immediately prior

to the complete flattening and inversion process. It was found that the larger the bubble, the

more significant the dimpling would be.

In addition to these baseline clean water tests, experiments were performed in contami-

nated water3. It was found that there was no obvious variation in bubble rise path, with only

minor differences being observed; these minor differences are discussed in later sections.

For the largest bubble in the present investigation, 4.1 mm, an unusual event occurs just

as the bubble reverts its shape from being an elongated ellipsoid to a more spherical shape;

3For the present study the contamination added to the purified water was hollow glass spheres, used for
PIV measurements.
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Figure 5.7: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 2.8 mm. The bubble rise distance is 35
mm.

a micro bubble was formed. This micro bubble detached from the rear of the main bubble

as shown in Figure 5.11. This event occurred due to the bubble’s deceleration followed by

a rapid shape change, subsequently followed by an acceleration stage as the bubble’s shape

transforms, resulting from an increased local pressure as the bubble neared the surface. The

detachment can be observed at the rear of the bubble as seen in the final bubble outline in

Figure 5.10, with the final bubble shape prior to detachment shown in Figure 5.11 (a); the

detached micro bubble can be seen in Figure 5.11 (b).

This micro bubble has a diameter of less than 1 mm, which indicates that it has a reduced
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Figure 5.8: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of 4
ms between red and black outlines for a bubble with a Deq of 3.3 mm. The bubble rise distance is 35
mm.

buoyancy force when compared to the large original bubble. This makes the small bubble

susceptible to the influence of local fluid motion, often moving in a direction opposing the

buoyancy force. This fluid motion was initiated by the larger main bubble.

The maximum observed horizontal displacement in both the Sx and Sy, direction was

found to be dependent on bubble diameter but never exceeded ±4 mm. However, for cases

where the fluid was contaminated a larger horizontal displacement of 5 mm was observed.

This is due to an increase in fluid shear at the bubble’s interface, resulting in greater path

deviation; once deviation, has begun due to instabilities in its rise.
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Figure 5.9: Bubble (Deq = 3.3 mm) and its reflection, its dimple is apparent in the reflected bubble
image.

5.1.2 Bubble Orientation Angle

Figures 5.12 and 5.13 illustrate the maximum absolute orientation angle relative to the hor-

izontal of a single bubble for every experiment performed in clean water and contaminated

water respectively. The figures include the five different release heights along with the vari-

ation in angles in both the x-z and y-z planes. Figures 5.12 and 5.13 represent the maximum

angle encountered but also, and more importantly, show the spread in the bubble equiva-

lent diameter data. For the largest bubble, 4.1 mm, large orientation angles are observed in

some cases (> 50�); this is believed to be due to the bubble inverting and thereby changing

the orientation of the major axis, relative to the horizontal. It is important to note that the

course each bubble took was entirely random and was dictated by minute instabilities during

the bubble’s departure and rise. These instabilities in the bubble’s rise are to be expected,

considering the bubble sizes in question.

Figure 5.12 for the clean water shows tight grouping with respect to the bubble equiva-

lent diameter for all three orifice sizes. A systematic reduction in the orientation angle for

an increase in bubble diameter from 2.8 mm to 3.3 mm is also evident. In contrast, Fig-

ure 5.13 illustrates a far greater spread in the bubble equivalent diameters, despite the fact

that the same orifice and injection systems were utilised for both tests, with the fluid being

the only variable. This would indicate that the contaminated fluid has a marginal influence

on the bubble growth process, although the overall trends are the same for both the clean

and contaminated fluid.
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Figure 5.10: Bubble boundary and centroid path for both the x–z and y–z planes at time intervals of
4 ms between red and black outlines for a bubble with a Deq of 4.1 mm. The bubble rise distance is
35 mm.

5.1.3 Aspect Ratio

Figures 5.14 and 5.15 illustrate the time varying aspect ratio (c) for the three different bub-

ble sizes and the five different heights for clean and contaminated water respectively. The

time in all cases is non-dimensionalized with respect to the maximum rise time for each

individual height. The bubble’s aspect ratio is a measure of oblateness, also known as flat-

tening. A value of one indicates that the bubble is a perfect sphere whereas a value less than

0.4 indicates that the bubble is elongated along the a and b ellipsoid axes.
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Figure 5.11: (a) Bubble with extended tail and (b) bubble and detached micro bubble.
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Figure 5.12: Maximum absolute orientation angle for all bubble release heights and all bubble sizes
in pure water. The symbols represent the different release heights, while the black and red colours
represent Sx and Sy planes, respectively. + is 10 mm, ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and 3 is
35 mm.

What is immediately apparent in Figure 5.14 (a)-(e) is the similarity among subfigures

for the portion of the time period that is common to all. Thus, the same peaks and valleys that

are obvious in Figure 5.14 (a) for the 10 mm rise height can be perceived at the beginning of

Figure 5.14 (b)-(e) for the longer rise heights. This indicates firstly that the bubble behaves in

a similar fashion as it rises and secondly, and more importantly, it indicates the repeatability

of the experiment. For each bubble diameter it was established through multiple experiments

that the bubble always exhibited the same trend, so it is sufficient to only illustrate one
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Figure 5.13: Maximum absolute orientation angle for all bubble release heights and all bubbles size
in contaminated water. The symbols represent the different release heights, while the black and red
colours represent Sx and Sy planes, respectively. + is 10 mm, ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm
and 3 is 35 mm.

example per height change in the discussion that follows.

Once the bubble departs the orifice it immediately reverts to a shape close to that of

a sphere; this can be inferred from the aspect ratio of near unity in the early stages of

Figures 5.14 and 5.15. As the bubble begins to accelerate vertically it also begins to flatten.

The amount of flattening was found to be related to the bubble diameter; the larger the

bubble the greater the degree of flattening i.e. the lower the aspect ratio. At a height of 35

mm (Figure 5.14 (e)), it can be seen that the bubble’s aspect ratio rises towards the end of

its rise path. An increase in local pressure between the bubble and the surface causes the

bubble to flatten as it nears the surface, resulting from the no-slip condition at the surface

interface. As the bubble’s outline is captured as a projected image, the newly created dimple

is not included in the bubble’s outline, causing the aspect ratio to be slightly overestimated

in the vicinity of the surface.

In the case of the 3.3 mm and 4.1 mm bubbles, this is due to the bubble rapidly changing

shape; this may be due to the bubbles being too “flat” and unstable, with the surface also

exerting an influence as the bubble approaches impact. For the small 2.8 mm bubble, a

steady increase in its aspect ratio was observed. This is perhaps due to the fact that the
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Figure 5.14: The time varying aspect ratio (c) for three bubble sizes in clean water, with the —
solid line representing Deq of 2.8 mm, – – dashed line representing, Deq of 3.3 mm and - – dot dash
representing Deq of 4.1 mm. The five different release heights of 10, 20, 25, 30 and 35 mm are shown
in (a) to (e) respectively.

bubble is no longer accelerating vertically and is in a quasi-static state in terms of velocity.

This allows the bubble to reduce its surface area to that of a sphere and become more stable.

Also evident from Figures 5.14 and 5.15 are considerable oscillations in the bubble’s

aspect ratio. Again these were found to be dependent on the bubble size, with a greater

number of peaks occurring for the smallest bubble. These peaks and valleys indicate that

the bubble’s velocity may also be varying significantly during its rise, with this point being

discussed further in the next section.
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A comparison of Figures 5.14 and 5.15 for purified water and contaminated water re-

spectively shows that, for the most part, they are visually similar. However, there is a differ-

ence to be found in the trace of the small 2.8 mm bubble. In subfigure (5.14 (e), 5.15 (e)) it

can be seen that the bubble’s aspect ratio is flatter i.e. the amplitude of the peaks are lower,

for the contaminated fluid from a dimensionless time of 0.7 onward, when compared to the

clean water. Likewise a slight shift in the time corresponding to the locations of the peaks

in the latter stages of the rise was found, although this difference was moderate.
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Figure 5.15: The time varying aspect ratio (c) for three bubble diameters in contaminated water —
solid line Deq of 2.8 mm, – – dashed line Deq of 3.3 mm and - – dot dash Deq of 4.1 mm. The five
different release heights of 10, 20, 25, 30 and 35 mm are shown in (a) to (e) respectively.
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5.1.4 Bubble Instantaneous Velocities

The instantaneous bubble velocity component have been calculated using the following

equations:

Vx(t) =
Sx(t +Dt)�Sx(t)

Dt
(5.1)

Vy(t) =
Sy(t +Dt)�Sy(t)

Dt
(5.2)

Vz(t) =
Sz(t +Dt)�Sz(t)

Dt
(5.3)

where Dt is 1 ms and Sx, Sy and Sz are the centroidal positions in the x, y and z directions,

respectively. The velocity magnitude is calculated using the following equation:

|V |=
�
V 2

x +V 2
y +V 2

z
�1/2 (5.4)

The effect of fluid contamination on the bubble’s terminal velocity4 has been the subject

of several investigations. Work by Clift et al. [19] and Bhaga & Weber [16] has shown that

the bubble’s terminal velocity depends only on three of the main dimensionless numbers:

Reynolds number, Morton number and Eötvös number. However, subsequent experiments

by Tomiyama et al. [41] found that the large scatter in their terminal velocities was primarily

due to initial release conditions, with small initial shape deformations resulting in low veloc-

ities and high aspect ratios, whereas large initial deformations resulted in higher terminal ve-

locities and flatter bubbles of lower aspect ratio. A similar study by Wu & Gharib [45] found

that the bubble detachment had a significant effect on the bubble’s rise velocity. Lesage &

Marois [109] determined experimentally, that even if the bubble growth was quasi-static the

pinch-off process was found to be a dynamic process, which could influence the bubble rise

velocity, resulting in the observations by Tomiyama et al. [41] and Wu & Gharib [45]. With

this knowledge the next section will report on the individual velocities recorded for the three

different bubble diameters in clean water.

4Terminal velocity is the bubble velocity reached when the drag force and buoyancy force are in equilibrium
and bubble is not longer accelerating, but rising steadily.
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5.1.4.1 Centroidal Velocity
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Figure 5.16: The time varying individual velocity components for a 2.8 mm bubble. The — solid line
is the vertical velocity Vz, – – dashed line is the horizontal y velocity, Vy and - – dot dash line is the
horizontal x velocity, Vx. The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in
(a) to (e) respectively.

Figures 5.16 to 5.18 illustrate the time varying individual instantaneous velocity com-

ponents for the 2.8 mm, 3.3 mm and 4.1 mm bubble respectively, at the five different release

heights. The solid line in each case relates to the vertical rise velocity, Vz, the single dashed

line relates to the horizontal velocity in the y-z plane, Vy, and the double dashed line is the

horizontal velocity in the x-z plane Vx, respectively. The results shown represent only a

small sample of the entire data collected, however it was found that variability in the instan-
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taneous velocity was very low; the same was evident for the bubble’s aspect ratio. Data in

Figures 5.16 to 5.18 correspond to testing in clean water.
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Figure 5.17: The time varying individual velocity components for a 3.3 mm bubble. The — solid line
is the vertical velocity Vz, – – dashed line is the horizontal y velocity, Vy and - – dot dash line is the
horizontal x velocity, Vx. The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in
(a) to (e) respectively.

As with the aspect ratio plots, all three data sets exhibit undulations in the vertical rise

velocity Vz. These undulations are linked to the previously mentioned aspect ratio fluctua-

tions, which will be discussed further in Section 5.1.4.3.

From Figures 5.16 to 5.18 it can be seen that the bubble very quickly gains momentum

upon leaving the growth orifice, with the time to reach a “stable” rise velocity being approx-
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imately 0.05 s for all three bubbles. A closer look at the initial stages of the bubble’s rise

shows a slight reduction in the instantaneous rise velocity at a time of less than 0.01 s. This

reduction is not apparent for the small 2.8 mm bubble, whereas this “spike” can be observed

for both the 3.3 mm and 4.1 mm bubble, being more prominent for the largest bubble. This

“spike” is thought to be related to the initial shape changes that occur upon departure from

the orifice, with the bubble’s tail retracting into the main bubble body upon departure.
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Figure 5.18: The time varying individual velocity components for a 4.1 mm bubble. The — solid line
is the vertical velocity Vz, – – dashed line is the horizontal y velocity, Vy and - – dot dash line is the
horizontal x velocity, Vx. The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in
(a) to (e) respectively.

At the beginning of the bubble’s rise significant acceleration takes place as the bubble’s
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velocity jumps from 100 mm/s to 200 mm/s in only 0.02 s. Beyond this point in time a lower

acceleration was observed. It can be seen from Figures 5.16 to 5.18 that a sharp drop in the

bubble’s vertical velocity, Vz, occurs once the bubble is near the solid surface, which may be

related to an increase in local pressure due to the surface, halting the bubble’s advance.

For the most part the horizontal velocity components are zero during the bubble’s vertical

rise, but once the bubble begins to tilt, the horizontal components of velocity increase, to

an approximate maximum of ± 100 – 150 mm/s; this is dependent on the bubble size and

random influences and instabilities. The velocity profiles shown in Figures 5.16, 5.17 and

5.18 are remarkably similar to data from Tomiyama et al. [41], shown in Figure 2.3 (b),

where large initial deformation of a 3 mm bubble occurs when the bubble leaves the injection

orifice. In Figure 2.3 (b) it is notable, that the bubble’s aspect ratio is similar to the present

study; this suggests that the bubble’s velocity and shape changes are related to the injection

process.

5.1.4.2 Maximum Rise Velocity

Figures 5.19 and 5.20 illustrate, for clean and contaminated water respectively, the maxi-

mum attained rise velocity (Sz,max). This is taken from Figures 5.16 to 5.18 for the clean

water case, and calculated in a similar manner for the contaminated water case. Firstly it

must be noted that the max rise velocity for five different heights has been included for

completeness, with the different heights being indicated in the figure captions. The data

are averaged for both the bubble equivalent diameter and maximum rise velocity and repre-

sented by the larger, red symbols. The two lines in Figures 5.19 and 5.20 represent data from

previous authors, with the most important being the data from Clift et al. [19] as indicated

by the – – dashed line. This information is for terminal velocity, when the bubble is in a

stable rise path. The present experimental data are for the maximum rise velocity; however,

the bubble’s path is quite stable5, thereby allowing a comparison to be made.

The figures also includes data from Velhuis [28], which are approximately 7% higher

than the data obtained by Clift et al. [19], demonstrating the variability in published results.

For both figures, if the lower release height data are neglected, trends and distinct grouping

are visible in this data. This grouping is very tight for the small bubble 2.8 mm, less so for
5The bubble’s path is stable, however the bubble itself is not, with its aspect ratio fluctuating during its rise.
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Figure 5.19: Maximum rise velocity (Vz,max) for each experiment in clean water. The five different
heights are represented as follows: + is 10 mm, ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and 3
is 35 mm. The larger red symbols represent the average for each individual height. The different
bubble diameters can be inferred from the data. The – – dashed line corresponds to terminal velocity
data from Clift et al. [19], while the - – dot dash line corresponds to terminal velocity data from
Velhuis [28].

the 3.3 mm bubble, and finally the 4.1 mm bubble appears to have two distinct groups. This

grouping in evidently related to the rise height, as a height of 20 mm or greater was needed

for the 2.8 mm bubble to reach its maximum rise velocity. For the 3.3 mm bubble, a height

of greater than 25 mm was necessary to reach maximum rise velocity while for the largest

bubble a height of greater than 30 mm was necessary.

As previously mentioned there is a spread in the equivalent diameter results between

the clean and contaminated water cases. It might be expected that this slight spread would

influence the bubble’s velocity. On the contrary, a closer inspection of Figures 5.19 and 5.20

reveals that when averaged for both Deq and Vz,max, both clean and contaminated water have

comparable values; this is a positive result for experimental repeatability, as it suggests that

small differences in water quality between tests will not significantly affect the results.

The most striking result in Figures 5.19 and 5.20 is the fact that the velocities are sig-

nificantly higher than those reported by literature, approximately 25% higher than those

reported by Clift et al. [19]. However, the previously mentioned work by Tomiyama et

al. [41] indicated that rise instabilities i.e. fluctuating aspect ratio, have a significant effect

125



5.1. RISING BUBBLE

2.5 3 3.5 4 4.5
200

220

240

260

280

300

320

340

360

380

D
eq

 [mm]

V
z,

m
ax

 [
m

m
/s

]

Figure 5.20: Maximum rise velocity (Vz,max) for each experiment in contaminated water. The five
different heights are represented as follows: + is 10 mm, ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and
3 is 35 mm. The larger red symbols represent the average for each individual height. The different
bubble diameters can be inferred from the data. The continuous line data is explain in Figure 5.19.

on the bubble’s velocity. It is possible that the velocities are higher due to the rapidly fluc-

tuating aspect ratios, although to test this hypothesis further experiments would have to be

performed that are outside the scope of this thesis. It must be noted however, that the max-

imum initial velocity in Figure 2.3 (b) (Tomiyama et al. [41]) is quite similar to the present

values, while in the latter stages of Figure 2.3 (b), at a height greater than 150 mm, the bub-

ble’s velocity settled at approximately 280 mm/s. This is the approximate value reported by

Clift et al. [19], which perhaps indicates that the bubbles in the present study would indeed

reduce in velocity if the impact surface was not present.

Similarly, work by Wu & Gharib [45] demonstrated the effect of different bubble in-

jection methods on the bubble rise velocity and aspect ratio. Wu & Gharib [45] noted that

the curvature at the bubble detachment point affected the axisymmetric surface wave, which

in turn propels the bubble to large initial velocities; with the larger orifice producing weak

perturbations upon detachment when compared to the small orifice with the same bubble

volume. As the three bubbles in the current set-up have the same injection rate but different

injection velocities, the effect of the gas momentum force might be a contributing factor,

although this has not been investigated for the current set-up.
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5.1. RISING BUBBLE

5.1.4.3 Velocity Fluctuation Frequency

Figures 5.21 and 5.22 illustrate the oscillation frequency in the bubble rise velocity (Vz)

for the three different bubbles in clean and contaminated water respectively. Only four rise

heights are exhibited here, as below 20 mm only one relevant peak in the rise velocity was

observed, therefore it is not possible to show data for the 10 mm release height.
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Figure 5.21: Rise velocity (Vz) oscillation frequency for the three different bubbles in clean water.
The data only contains four release heights, where ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and 3 is 35
mm.

It is immediately apparent that there is a relationship between the bubble equivalent

diameter and the oscillation frequency of Vz; the larger the bubble the lower the oscillation

frequency, for the range of bubbles sizes under consideration. An exponential function has

been determined separately for both the clean and contaminated water, as is shown below:

fVz = 269.67e�0.486·Deq (Clean water)

fVz = 250.04e�0.468·Deq (Contaminated water)

2.5  Deq  4.5

(5.5)

Again what is notably different between the clean and contaminated cases of Figures 5.21

and 5.22 respectively is the spread in the frequency data for each bubble size. However, this
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spread has little effect on the averaged data, which are utilised to determine the coefficients

in Eq. 5.5.
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Figure 5.22: Rise velocity (Vz) oscillation frequency for the three different bubbles in contaminated
water. The data only contains four release heights, where ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and
3 is 35 mm.

In order to determine the origins of the velocity fluctuations, the frequency mode (2,0),

which relates to surface oscillations from pole to pole, is quantified, utilising the following

equation from Lunde & Perkins [47] and Veldhuis [28, 110]:

f2,0 =
1

2p

s
12

p
2c2

m

(c2
m +1)3/2

s
s

rlr3
eq

(5.6)

where cm is equal to 1/c. As illustrated in Figure 5.14, the bubble’s aspect ratio, c, changes

significantly with respect to time, making it difficult to determine a realistic mean value,

as utilised by other authors. To overcome this difficulty two values of cm are chosen; the

minimum value and the mean value, which occurs in the central portion of the bubble’s rise.

The frequency results are presented in Table 5.1.

The calculated mode (2,0) frequencies from Equation 5.6, which are oscillations from

pole to pole, match very closely to the frequency of rise velocity oscillations shown in

Figures 5.21 and 5.22. Similarly, when Figures 5.21 and 5.22 are compared to Figure 2.7

from Veldhuis [28], the results again closely match. In Figure 2.7, it was noted that the
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Table 5.1: Calculated mode (2,0) frequency versus bubble equivalent diameter.

Deq cm,min cm,mean f2,0,min Hz f2,0,mean Hz

2.8 mm 2.63 2.38 68.7 70.8
3.3 mm 3.33 2.85 49.5 52.3
4.1 mm 3.84 2.85 33.8 37.8

velocity oscillation frequency, the wake production frequency and the mode (2,0) frequency

closely match. From this match, Veldhuis [28], suggested that the velocity fluctuations are

perhaps evidence that regions of separate vorticity are generated at the rear of the bubble

as it rises; this is similar to Figure 2.13 (f), which is for a 2.8 mm bubble. Mode (2,2)

frequencies are not compared to the present data, as this type of motion is usually related to

lateral bubble motion i.e. stable, cyclic zig-zagging or spiralling motion, which for the most

part is not present due to the reduced height in the present study.

5.1.5 Induced Forces Acting on a Rising Bubble

Figures 5.23 to 5.25 present both the drag and lift forces for bubbles of diameter 2.8 mm,

3.3 mm and 4.1 mm respectively versus the five different release heights. All data refers to

clean water conditions. The forces are shown in the laboratory frame of reference. For the

most part, as the bubbles rise vertically their lift force is zero, up until they begin to tilt. This

tilting begins due to instabilities in the bubble’s wake and shape. The lift force was extremely

small in all cases due to lack of significant path deviation, whether the path is spiralling or

zig-zagging. The maximum encountered lift force (FL) for bubbles of diameter 2.8, 3.3

and 4.1 mm was approximately 0.6⇥ 10�4 N, 1⇥ 10�4 N and 1.8⇥ 10�4 N, respectively.

These lift forces are comparable with the work of Veldhuis [28], however, they do not play

a significant role in the present study, due to the reduced release height.

The most significant aspect of Figures 5.23 to 5.25 is the variation in the bubble’s drag

force (FD), with large undulations being observed for all three bubbles. It is worth noting

that drag force is over-estimated in the vicinity of the solid horizontal impact surface i.e. the

bubble is subject to deceleration as it nears the surface. This is partially due to surface and

viscous influences and not necessarily to a rapid increase in the drag force, as suggested by

Figures 5.23 to 5.25.

129



5.1. RISING BUBBLE

0 0.01 0.02 0.03
−1

0

1

2

3

4
x 10

−4(a)

t [s]

F
 [

N
]

0 0.01 0.02 0.03 0.04 0.05 0.06
−1

0

1

2

3

4
x 10

−4(b)

t [s]

0 0.02 0.04 0.06 0.08
−1

0

1

2

3

4
x 10

−4(c)

t [s]

F
 [

N
]

0 0.02 0.04 0.06 0.08 0.1
−1

0

1

2

3

4
x 10

−4(d)

t [s]

0 0.02 0.04 0.06 0.08 0.1
−1

0

1

2

3

4
x 10

−4(e)

t [s]

F
 [

N
]

Figure 5.23: The time varying individual force components for a 2.8 mm bubble. The — solid line
is the drag force FD, the – – dashed line is the total lift force FL, both in the laboratory coordinates.
The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in (a) to (e) respectively.

The frequency of undulations of the drag forces shown in Figures 5.23 to 5.25 is in-

trinsically linked to the frequency of rise velocity fluctuation illustrated in Figure 5.21; this

link results from the change in both the bubble’s aspect ratio and acceleration as indicated

in Equations 4.10 through 4.14. The maximum drag forces6 for bubbles of diameters 2.8,

3.3 and 4.1 mm are approximately 2⇥ 10�4 N, 6⇥ 10�4 N, and 10⇥ 10�4 N. These drag

force magnitudes are difficult to compare to literature, mainly due to the absence of data

for bubbles with equivalent diameters similar to those in the present experiment; also, the

6These values are approximate and are observed between times of 10%–90% of the maximum time.
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Figure 5.24: The time varying individual force components for a 3.3 mm bubble. The — solid line
is the drag force FD, the – – dashed line is the total lift force FL, both in the laboratory coordinates.
The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in (a) to (e) respectively.

reduced release height hinders comparison.

Figure 5.26 illustrates the intrinsic link between the bubble’s aspect ratio, acceleration

and drag force for a 3.3 mm diameter bubble released 35 mm from the surface. The bubble’s

aspect ratio (c) already varies between 0 – 1, as does the dimensionless drag force shown

in Figure 5.26 (b). The bubble’s acceleration is shown on the right axis. Figure 5.26 (a)

illustrates the times when the bubble’s acceleration becomes negative, indicated by grey

vertical dashed lines; the bubble’s shape is depicted at the relevant times. The art work

depicting the bubble’s shape is significantly exaggerated, for illustrative purposes. The drag
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Figure 5.25: The time varying individual force components for a 4.1 mm bubble. The — solid line
is the drag force FD, the – – dashed line is the total lift force FL, both in the laboratory coordinates.
The five different release heights of 10, 20, 25, 30 and 35 mm, are shown in (a) to (e) respectively.

force, FD, is non-dimensionalized using the following equation:

FD =
FD

FDmax

(5.7)

However, it must be noted that extreme values of the drag force, when the bubble is in

the vicinity of the surface, are not used for non-dimensionalizing the data, just the maximum

drag force within approximately 10% – 90% of the total rise period.

From Figure 5.26 (a) it is apparent that there is a strong link between the bubble’s ver-
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Figure 5.26: (a) time varying aspect ratio (— solid line) and acceleration ( - – dot dash line) for
a 3.3 mm bubble released from 35 mm. The vertical grey dashed lines indicates the times that the
bubble’s acceleration reverts to being negative. The horizontal grey dashed line indicates when the
acceleration is zero, for clarity. The bubble’s shape is depicted at each relevant stage, with this shape
exaggerated for illustrative purposes. (b) is similar to (a) but the non-dimensionalized drag force (FD,
– – dashed line) is superimposed on top of the original data.

tical acceleration, AZ , and its aspect ratio, c. For example, at a time of around 0.03 s, the

acceleration of the bubble is zero; this coincides with a local peak in aspect ratio. Similar

observations can be made at times of 0.049 and 0.07 s. This zero acceleration is followed

by a deceleration as the bubble flattens, sketched in Figure 5.26 (a). Once flattened, shape

recovery begins, inducing a vertical acceleration of the bubble. This peaks just prior to the

bubble becoming circular again; this again coincides with zero acceleration, from where the

process repeats.

If the drag force experienced by the bubble is overlaid, as shown in Figure 5.26 (b), it is

apparent that the bubble’s acceleration is entirely dictated by the change in the aspect ratio

and drag force. After a time of 0.03 s the bubble starts to experience a deceleration; this is
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Figure 5.27: The time varying drag force, aspect ratio and acceleration for all three bubbles with
release height of 35 mm. The — solid line is the variation in aspect ratio c, the – – dashed line is the
dimensionless drag force FD and - – dot dash line is the vertical acceleration Az. (a) is Deq = 2.8 mm,
(b) is Deq = 3.3 mm and (c) is Deq = 4.1 mm.

induced by a rising drag force, which peaks at an approximate time of 0.034 s. As the drag

force reduces so does the deceleration. When the drag force is at a local minimum (0.044 s)

the acceleration is at a local maximum. This phenomenon, whereby an interplay of forces

and shape changes has been observed for all three bubble sizes, is more prevalent in the

centre of the bubble’s rise, where disturbance effects due to the injection and impact process

are not noticeable. These disturbances are observed in Figure 5.26 (a), for the first and last

grey vertical line, which are slightly shifted from the peak in aspect ratio at that time.
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Figure 5.27 demonstrates the variation in drag force, aspect ratio and acceleration for

all three bubbles with a release height of 35 mm. The same general trends are seen for all

bubble sizes, consistent with the discussion associated with Figure 5.26. However, for the

largest bubble slight discrepancies appear; these are believed to be related to the bubble rise

instabilities discussed previously for this bubble size.

5.2 Bouncing Bubbles

As the bubble approaches the surface, with a velocity higher than its terminal velocity, sym-

metric deformation of the bubble occurs. Some initial deformation occurs, often prior to

impact, which is evident on the upper surface of the bubble; this forms a bowl or cupped

surface, trapping fluid between the bubble and the surface as shown in Figure 5.9 and also

evident in Figure 5.11. The amount of cupping or dimpling was found to be a function of

bubble diameter; the larger the bubble the more pronounced the dimpling. This dimpling

effect is due to pressure differences within the regions encompassing the bubble and has

been discussed by a number of authors, such as Zapryanov & Tabakova [111] and Tsao &

Kock [21].

Once the bubble impacts the surface a further, significant amount of deformation occurs.

This deformation depends on the bubble size, velocity and fluid properties. Upon impact,

due to the bubble’s high impact velocity, the bubble becomes quite flat and elongated, with

a large surface area. The bubble then retracts from being an elongated unstable shape to

that of a spherical bubble. This retraction causes the bubble to rebound from the surface,

the maximum rebound distance depending on the bubble size, shape deformation and ini-

tial approach velocity. Once at a maximum rebound distance, its second approach occurs,

followed by a further bounce. The number of bounces is variable and is influenced by the

bubble size, impact velocity, fluid properties and impact surface properties. Subsequent to

the bouncing event, the bubble may oscillate on the surface for some time before attaching

and spreading along the surface.

In the present case, terminal velocity is not reached due to instabilities in the bubble’s

rise; this leads to a large fluctuation in the bubble’s rise velocity. These fluctuations are

influenced by the bubble’s aspect ratio, which is continually varying, triggered by the re-
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lease from the orifice. The next section will illustrate the influence these fluctuations in the

bubble’s rise velocity have on the impact process.
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Figure 5.28: Image sequence for a 2.8 mm bubble with a release height of 10 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

5.2.1 Bubble Position & Shape

As the bubble approaches the surface, a thin liquid film forms between the bubble and the

surface. Once the bubble impacts the horizontal surface, the bubble shape flattens consid-

erably. The surface tension energy stored within the flattened bubble is partially converted
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Figure 5.29: Image sequence for a 3.3 mm bubble with a release height of 10 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

to kinetic energy as the bubble springs back from the surface, the remainder being dissi-

pated by acoustic, viscous and thermal means. During the rebound from the surface even

more significant shape changes occur as the bubble tries to revert to a more spherical stable

configuration.

As previously mentioned, upon approach the bubble’s upper surface begins to dimple,

once it is close to the surface7. As the bubble gets ever closer, the bubble begins to flatten

7The distance from the surface at which dimpling begins was found to be influenced by a number of factors,
which include bubble size, centroidal velocity, aspect ratio, direction of tilt and release height.
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Figure 5.30: Image sequence for a 4.1 mm bubble with a release height of 10 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

even more, resulting from pressure variations, within the impact zone. This pressure varia-

tion is depicted in Figure 2.19 (Tsao & Kock [21]), with the pressure being the highest along

the centre line of the bubble; this results in the bubble spreading to take up a large area upon

impact. On impact with the surface, the bubble is not directly in contact with the surface;

instead a film of liquid separates the bubble from the surface.

Manica et al. [112] and Hendrix et al. [62] experimentally established that this film can

be as low as 3 – 4 µm in thickness, although this was for a bubble with a Deq of approxi-

mately 0.7 mm; this is a very small and stable bubble, outside the scope of the present study.
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Figure 5.31: Image sequence for a 2.8 mm bubble with a release height of 25 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

The dimpling of the bubble’s surface was visually observed for the current bubble sizes.

The height of the dimple was found to be quite small for low release heights and bubble

diameters, whereas the greater the release height the larger the dimple size8.

The next stage of the bouncing process, after the initial impact, is the rebound stage.

This involves the bubble recovering its shape, from that of a flat disk like bubble to a more

spherical bubble. For very small bubbles, similar to those presented in literature, this is

quite a stable process, however the larger the bubble, the larger the instabilities that can

8This is based on visual observations.
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Figure 5.32: Image sequence for a 3.3 mm bubble with a release height of 25 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

occur; large instabilities were observed for the current experiments. Figures 5.28 to 5.30

illustrate the bouncing process for the three bubble sizes of 2.8 mm, 3.3 mm and 4.1 mm,

for a single release height of 10 mm, respectively. A small black line (upper right corner of

every image) indicates the approximate location of the surface in the plane, with the time

after impact indicated on the lower left of each image9.

The rebound process is quite unstable, with its stability and symmetry being related to

the bubble size and the approach angle. When the bubble’s major axis is aligned with the

9Note that the axes change dimensions between figures, so as to allow the maximum field of view.
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Figure 5.33: Image sequence for a 4.1 mm bubble with a release height of 25 mm. The time between
images is 4 ms. On the right of each image a small horizontal line indicates the approximate location
of the contact line.

horizontal plane, then the rise path is vertical, therefore making it likely that the bubble’s

rebound is symmetric10. This symmetrical rebound process is apparent in Figures 5.28 to

5.30, where the approach height is low, 10 mm, with only a small asymmetry being observed

in Figure 5.28 for the smallest bubble.

As the rebound begins, a part of the surface energy is recovered back as kinetic energy.

The bubble edges begin to recover first, as the center portion of the bubble incurred less

10Even a vertical rise path does not fully ensure that the rebound process will be symmetric, as surface
impurities may affect the rebound process.
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initial surface deformation during the initial impact. As the rebound develops, the central

region lags slightly behind the bubble edges, which is thought to be due to an increased local

pressure below the bubble. This causes the centre portion to lag, creating a cupped surface,

opposite in form to the original dimple, before rapidly inverting. This inversion pulls in

the edges of the bubble ahead of the central region, which can be observed in Figure 5.28

between times of 6 and 10 ms. This process occurs at different times depending on bubble

diameter; this is at a time of 10 ms, 14 ms and 18 ms as depicted in Figures 5.28, 5.29 and

5.30, respectively. This process is followed by waves rippling up and down the bubble as

it bounces further away from the surface, before reaching a maximum rebound distance.

These waves continue, albeit less pronounced, as the bubble begins its next approach.

As the bubble begins its next approach, it again begins to flatten, although to a lesser

extent than the initial impact. This is followed by the same sequence of events as the initial

impact and rebound; however, variations in the bubble’s aspect ratio are far less pronounced.

For the first three cases illustrated (Figures 5.28 to 5.30), several bounces were observed: 4,

3 and 3 for the three different bubble sizes respectively. The final bounce was insignificant,

as the bubble just left the surface.

After the initial bouncing period the bubble was found to oscillate on the surface for

a period of time. This was followed by the bubble attaching to the surface, as the film of

fluid separating the bubble from the surface breaks. This attachment process was difficult

to observe; in some cases attachment began unevenly i.e. one side of the bubble began

attachment before the other, this would cause the bubble to oscillate in the Sx or Sy direction.

Figures 5.31 to 5.33 illustrate the bouncing process for the three bubbles sizes of 2.8 mm,

3.3 mm and 4.1 mm respectively, for a single release height of 25 mm. While the bouncing

process is broadly comparable to the lower height, a far less stable bouncing event occurs

in all cases. As previously mentioned, with a low release height the bubble’s major axis is

horizontal and parallel to the surface. In contrast, bubbles released from a higher release

height do not have major axes parallel to the surface; the smallest bubble has the largest tilt

angle relative to horizontal, reducing with an increase in bubble diameter.

This change in major axis tilt angle and its effect on the bubble impact can be inferred

from Figure 5.31, where a 2.8 mm bubble impacts the surface at an angle; the left hand

side of the bubble contacts the surface first, followed by the right hand side. This, in turn,
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dictates that the left hand side of the bubble is the first to depart from the surface, which

causes asymmetric waves to propagate over the bubble’s surface. What was also notable is

the different degrees of flatness between the bubble images of Figures 5.28 and 5.31 at a

time of -2 ms. The second bounce was found to be a more stable and symmetric process,

again similar to that of the lower release height of 10 mm.

Figures 5.32 and 5.33 demonstrate the effect of increasing the release height for the

larger bubbles, with some very unusual and complex bubble shapes being created as the

bubble rebounds from the surface. At times of 46 ms and 54 ms in Figure 5.33, two peculiar

shapes are formed; to the author’s knowledge these shapes have not been reported previously

in the literature. Through observation it is clear that the stability and symmetry of the

bouncing process is related to the bubble size and, more importantly, the bubble’s approach

velocity, shape and tilt angle.

5.2.2 Aspect Ratio, Velocity & Position During Bouncing Process

In order to investigate some dynamics of the bouncing bubble process, Figures 5.34, 5.35

and 5.36 illustrate the time varying bubble vertical position (Sz), aspect ratio (c) and the

bubble’s vertical velocity (Vz) for rise heights of 10 mm, 25 mm and 30 mm respectively.

The data sets are constructed from the images presented in Figures 5.28 to 5.30 (for 10

mm rise height) and 5.31 to 5.33 (for 25 mm rise height). The time of zero refers to when

the bubble makes initial contact with the surface. In order to display the bubble’s verti-

cal centroidal position, the data for both release heights are non-dimensionalized using the

following equation:

Sz =
Sz �Sz,max +10

10
(5.8)

This allows the bubble’s position to vary between 0 – 1. For instance, if the position

of the bubble is shown at a height of 0.7, this would indicate that the centroidal position of

the bubble is 3 mm away from its highest point. This highest point, Sz,max, is the maximum

centroidal position of the bubble, which depends on the bubble diameter. Similarly, a height

of 0.8 indicates that the bubble is 2 mm away from the surface.

Figure 5.34 illustrates that the maximum rebound distance for the bubbles is: 2.75 mm,
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Figure 5.34: The time varying position (Sz), aspect ratio (c) and centroidal rise velocity (Vz) for
the three different bubble diameters, with a release height of 10 mm. The — solid line is the non-
dimensionalized position, the – – dashed line is the aspect ratio and - – dot dash line is the rise
velocity. A time of zero refers to the moment when the bubble first comes in contact with the surface.
(a) Deq = 2.8 mm, (b) Deq = 3.3 mm and (c) Deq = 4.1 mm.

2 mm and 2.8 mm for the 2.8 mm, 3.3 mm and 4.1 mm bubbles, respectively. Similarly the

maximum rebound velocities for the three cases are 203 mm/s, 169 mm/s and 180 mm/s,

respectively. These maximum rebound velocities were found to have significant variation,

being dependent on the impact velocity, shape changes and impact angle. Another notable

feature is the bubble’s aspect ratio just immediately after impact (t ⇡ 0 s), with the largest

bubble having the lowest aspect ratio. The maximum rebound distance (Sz) occurs at similar

times of: 0.025 s, 0.025 s and 0.031 s for the bubbles of diameter 2.8 mm, 3.3 mm and 4.1
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mm respectively. What is notable is the rapid fluctuations in aspect ratio, centred around the

first peak in Sz, with fewer fluctuations being observed as the bubble size increases.

Both the 2.8 mm and 3.3 mm bubble, as seen from Figure 5.34 (a) and (b), respond quite

similarly, with the peaks in the bubble’s vertical position being closely aligned. However,

for the 4.1 mm bubble the period between peaks is longer. This was also reflected in the

settling time11, this being approximately 0.25 s for the 2.8 mm bubble, 0.3 s for the 3.3 mm

and 0.45 s for the 4.1 mm bubble.

Figure 5.35 illustrates comparable data for the three bubbles for a release height of 25

mm. There is a significant difference in bubble behaviour between the two release heights

of 10 mm and 25 mm; this can be inferred from the variation in the bubble’s dimensionless

height, during the initial bounce process. In general, the bubbles bounced further away from

the surface, due to the increased release height. Similarly, it was found that the bubbles took

longer to settle, with settling times of 0.25 s, 0.42 s and 0.55 s, the 2.8 mm, 3.3 mm and 4.1

mm bubble, respectively. The smallest bubble was found to have the same settling time as at

the lower release height. However, for the larger bubbles as the release height is increased,

so too is the time for the bubble to settle. This may be related to the larger instabilities

created upon impact. For both the 3.3 mm and 4.1 mm bubble, fluctuations in the bubble’s

velocity can be observed during the first bouncing event; the same trend is evident in both

plots but to different degrees. This is perhaps related to the unusual shape changes observed

in both Figures 5.32 and 5.33 at times centred around 30 ms and 42 ms.

Figure 5.36 illustrates comparable data for the three bubbles for a release height of 30

mm. In this case, the most noticeable difference when compared to the 25 mm release

height is the significantly reduced rebound distance. This indicates that significantly more

bubble deformation occurs upon impact, which reduces the bubble’s rebound height. In

Figures 5.34 to 5.36, and as shown earlier in Figures 5.16 and 5.18, the rise velocity for

each bubble size is very similar just prior to impact, with an increase of between 50 – 100

mm/s with increasing release height. This point being discussed further in Section 6.3.

Equation 5.9 is utilized to compare the bubble velocity before and after the collision

process, with Vdepart,max, being the maximum rebound velocity and Vrise,max, being the max-

11The time at which the bubble has settled is defined as when the vertical velocity, Sz, is approximately zero
and no longer oscillating.
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Figure 5.35: The time varying position (Sz), aspect ratio (c) and centroidal rise velocity (Vz) for
the three different bubble diameters, with a release height of 25 mm. The — solid line is the non-
dimensionalized position, the – – dashed line is the aspect ratio and - – dot dash line is the rise
velocity. A time of zero refers to the moment when the bubble first comes in contact with the surface.
(a) Deq = 2.8 mm, (b) Deq = 3.3 mm and (c) Deq = 4.1 mm.

imum approach or rise velocity. These values were chosen as reference values. The terminal

velocity would be the more usual reference velocity but, as referred to earlier, terminal ve-

locity is not achieved in the present study. A value of one indicates that the bubble has

achieved the same departure velocity as approach velocity, i.e. the coefficient of restitution

is one.
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Figure 5.36: The time varying position (Sz), aspect ratio (c) and centroidal rise velocity (Vz) for
the three different bubble diameters, with a release height of 30 mm. The — solid line is the non-
dimensionalized position, the – – dashed line is the aspect ratio and - – dot dash line is the rise
velocity. A time of zero refers to the moment when the bubble first comes in contact with the surface.
(a) Deq = 2.8 mm, (b) Deq = 3.3 mm and (c) Deq = 4.1 mm.

e =�
Vdepart,max

Vrise,max
(5.9)

Figure 5.37 illustrates the coefficient of restitution for all three bubble diameters and all

five release heights. It can be seen from Figure 5.37 that for the lower release heights there

is a higher coefficient of restitution, whereas the greater the release height the lower the

coefficient of restitution.
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Figure 5.37: Coefficient of restitution, (e) versus bubble equivalent diameter (Deq) for each experi-
ment in clean water. The five different heights are represented as follows: + is 10 mm, ⇥ is 20 mm,
⇤ is 25 mm, # is 30 mm and 3 is 35 mm. The larger red symbols represent the average for each
individual height. The different bubble diameters can be inferred from the data.

Some of the lowest values of e are, in fact, due to the bubble slowing down and inverting

just prior to impacting the surface; which was mentioned earlier. However, the overall

trend indicates that more of the bubble’s kinetic energy is dissipated into bubble surface

deformation for the larger release heights. This is consistent with the images shown in

Figures 5.28 to 5.33, with the bubbles being flatter for the larger release heights.

5.3 Closing Remarks

This chapter has examined the motion of three different sized bubbles released from five

different release heights, in both clean and contaminated water. Firstly, the bubble rise

through the test section has been investigated, with important aspects such as the bubble’s

shape and rise path being identified. Secondly, the motion of each bubble as it impacts a

solid horizontal surface is analysed, with important features and parameters being presented.

With regard to the rise path, this was found to be vertical up to a height which increased

with increasing bubble diameter; beyond this height, the bubble would tilt, changing its

direction. The angle of tilt was found to decrease with respect to increasing bubble size.
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The bubble’s aspect ratio was found to decrease during its rise, with regular oscillations

being observed. Similarly these oscillations were present in the bubble’s vertical velocity

component. The frequency of these oscillations has been measured and compared for both

clean and contaminated water. An exponential decrease in frequency was observed for an

increase in bubble size, with very little variability between the two water conditions. The

source of the oscillation was proposed to be a result of the injection process.

The relationship between the bubble’s aspect ratio, acceleration and the forces which act

on the bubble, was investigated next. The reference frame was converted to the Frenet-Serret

frame of reference for the determination of the forces which act on the bubble. A plausible

explanation was given with respect to the influence the drag force has on the rising bubble

with regards to the changing aspect ratio.

The final section of this chapter described the motion of the bubble as it impacts and

rebounds from a horizontal surface. The impact event was presented for all three bubble

sizes and two release heights. It was shown that the bounce event was sensitive to the bubble

size, the release height and also the approach angle of tilt. Similarly it was observed that the

greater the release height the longer it took for the bubble to fully settle on the surface.
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Chapter 6

Bouncing Bubble Local Heat Transfer

This chapter presents the local variation in surface temperature and convec-

tive heat flux associated with a single air bubble (2.8  Deq  4.1 mm) rising

through distilled water (for rise heights of 10, 20, 25, 30 and 35 mm) before

impacting and rebounding from a horizontal heated surface.

Firstly, the liquid natural convection will be presented, with measured values

compared to commonly referenced correlations. This is followed by the varia-

tion in both the maximum and minimum dimensionless surface temperature, as

the bubble rises, impacts and bounces on the surface; this is presented for the

full time period from when the bubble leaves the orifice up until the end of the

recorded sequence of 8 s. This is then followed by an investigation into the

variation in convective heat flux as the bubble impacts the surface. In order to

fully explore the complex convective heat transfer associated with the bouncing

process, point locations on the surface are chosen, with the temporal variation

in the convective and stored heat flux, along with the surface temperature, being

presented. The final stage is the presentation of the maximum and minimum heat

flux values for all the test conditions, along with their time of occurrence.

This chapter serves as a detailed introduction to the complex bouncing bub-

ble heat transfer enhancement. The following chapter will discuss the convective

heat transfer process due to the bubble’s wake.
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6.1. NATURAL CONVECTION

6.1 Natural Convection

When a surface is heated, a relative movement of fluid takes place between the bulk colder

fluid and the warmer fluid adjacent to the surface. A downward facing surface has the dis-

advantage of impeding the natural buoyancy effect, where warm rising fluid is impeded by

the surface; this results in the fluid moving horizontally along the surface before ascending

and or descending (if constrained) beyond the edge of the surface. As noted by Incropera et

al. [82], this form of natural convection is somewhat ineffective in terms of transferring

energy to the bulk fluid. In the present study the heated surface is submerged by 3 mm

(depicted in Figure 3.1), thereby restricting the ascension of warm fluid. This limits the

free convection flow and associated heat transfer. Circulation may occur although, due to

the short test duration, this effect it is likely to be very limited; this was confirmed by PIV

testing.

A number of Nusselt number correlations exist for downward facing heated surfaces,

although most relate to constant surface temperature boundary conditions instead of constant

heat generation. Incropera et al. [82] presents the following correlation:

NuL = 0.27Ra1/4
L (105  RaL  1010) (6.1)

where the Rayleigh number is defined in terms of a characteristic length, Lc, which, for a

horizontal plate is defined as

Lc =
As

P
(6.2)

where, As is the surface area and, P is the surface perimeter.

For the present study the surface boundary condition is approximated as constant heat

generation, thereby meaning that Equation 6.1 is not directly applicable. Also, Equation 6.1

assumes that there is infinite bulk fluid, whereas for the present study, the bulk fluid is

restricted within the small test enclosure and by the movable injection platform. Similarly,

the test surface itself is not square, which again inhibits fluid flow in one direction.

NuL = 0.58Ra1/5
L (106  RaL  1011) (6.3)
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Equation 6.3, experimentally established by Fujii & Imura [113], evaluates the fluid

properties at a modified film temperature defined as Ts � 0.25(Ts � T•) and determines

the volumetric thermal expansion coefficient, b, at the standard film temperature. Summa-

tion tables of available literature by Radziemska & Lewandowski [114] and Khalifa [115]

demonstrate the significant variation in available correlations, with most correlations being

evaluated for either circular or square downward facing, inclined and horizontal plates.

A study by Su et al. [116] for a downward-facing horizontal circular heated surface in

water with a variable confinement gap, shows the effect of confinement. Correlations were

developed, however, significant variations in experimental data were noted, demonstrating

that accurate and consistent Nusselt number correlations are difficult to obtain for this con-

figuration. From the study by Su et al. [116] two main correlations are recommended, which

are as follows:

NuL = 0.01037Ra0.4264
L (103  RaL  109) (6.4)

NuL = 0.006721Ra0.4264
L Pr0.4378 (103  RaL  109) (6.5)

In the present study the foil was heated by means of a constant current power supply,

which provided the surface with a constant current of 30.6 A. This gave a surface temperature

of approximately 50�C, although this varied slightly depending on the bulk fluid tempera-

ture, which was around 23�C. The experimentally generated heat flux is approximately 8.2

kW/m2, when losses to the surroundings by conduction to the stagnant air layer above and

by radiation, are accounted for. This gives an experimentally determined natural convection

heat transfer coefficient of around 300 W/m2K.

Table 6.1: Natural convection heat transfer for downward facing horizontal surfaces.

Equation Ra [-] NuL [-] hcorr [W/m2K] 1� hact
hcorr

[%]

Eq. 6.1 6.0⇥106 13.37 446 32.7
Eq. 6.3 6.5⇥106 13.38 451 33.5
Eq. 6.4 6.0⇥106 8.06 269 -11.5
Eq. 6.5 6.0⇥106 10.21 340 11.8

Table 6.1 compares the measured experimental heat transfer coefficient to that obtained
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6.2. SURFACE TEMPERATURE VARIATION (SPATIAL & TEMPORAL)

from correlations in the literature. Equations 6.1 and 6.3 do not account for restricted geome-

tries as reflected in the higher heat transfer predictions. However, Equations 6.4 and 6.5 do

account for confinement, while the latter includes the Prandtl number dependence on fluid

temperature, to further refine the correlation. The experimentally measured heat transfer co-

efficients from the present study lie within ±12% of the values predicted by Equations 6.4

and 6.5; this is consistent with the experimental uncertainty.

6.2 Surface Temperature Variation (Spatial & Temporal)

In this section, the effect on surface temperature due to the bubble’s motion will be dis-

cussed, with the later sections discussing convective heat transfer to the fluid. Firstly, the

surface temperature variation for the duration of the experiment will be analysed, with both

the maximum and minimum surface temperature being presented in a dimensionless format,

indicated by Equation 6.6.

Tm =
Ts,t=n �T•
Ts,t=0 �T•

(6.6)

Ts,t=n is the surface temperature at each time step, from t = 0 to t = 8 s, Ts,t=0 is the surface

temperature at the beginning of the test and T• is the bulk fluid temperature. The temporal

variations in the maximum and minimum surface temperature are not geometrically locked

to one location on the surface, but both temperatures relate to the most extreme temperature

at a particular instant in time (t = n). Increases in Tm are indicative of decreased heat trans-

fer whereas decreasing Tm is indicative of increased local heat transfer. During all of the

experiments the bulk water temperature was found to have an average value of 23.3�C with

a standard deviation of 2�C; this variation is due to the small volume of the tank, especially

with the release height of 10 mm. This slight variation in bulk temperature over the dura-

tion of all the experiments in turn dictates the approximate surface temperature, which also

varied slightly.
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6.2.1 Case 1: 2.8 mm Bubble

Figures 6.1 and 6.2 plot the maximum and minimum dimensionless wall temperature his-

tories from the time at which the bubble was released from the orifice to the end of the

recording, which is 8 s. Figure 6.1 relates to a 2.8 mm diameter bubble with a 25 mm release

height whereas Figure 6.2 shows data for a 2.8 mm diameter bubble released 30 mm be-

low the surface. As previously mentioned, increases in Tm are indicative of decreasing heat

transfer whereas decreasing Tm indicates improved local heat transfer. From Figure 6.1,

three regions have been identified with regard to the coupling of the fluid mechanics and

the heat transfer. The first regime corresponds to heat transfer due to natural convection to

water alone (Regime I). This regime extends from when the bubble departs from the orifice

until the bubble impacts the heated surface1. As mentioned, Tm is unity across the foil so

that Tmax = Tmin = 1 during the bubble release rise phase. The second regime extends from

when the bubble has initially impacted the surface until it becomes attached to the surface

(Regime II). This attachment time was determined from the moment the surface tempera-

ture began to rise, indicating that the liquid film separating the bubble from the surface had

broken. In some cases the attachment process may be visually observed, although this is

not always clear, especially for smaller bubbles. The final regime (Regime III) starts once

the bubble has attached to the surface and extends until the point at which the foil has again

reached steady state i.e. natural convection (Regime I). This may not be achieved by the end

of the 8 s test period. This chapter will focus on the effect of the bouncing bubble regime

(Regime II), while Chapter 7 will focus on investigating the fluid motion by means of PIV.

This section will focus on the temperature change for the larger release heights of 25 mm

and 30 mm. Similar Tm profiles occur for the lower release heights, however, for the 10 mm

release height, Tm, rarely dips below 0.7 during the bouncing period.

The natural convection regime lasts approximately 0.1 s, corresponding to the bubble

rise time with marginal differences between Figures 6.1 and 6.2, which is consistent with

different bubble rise times. The first major difference between Figures 6.1 and 6.2 is the

bouncing time, which is the time period when bubble is bouncing and/or oscillating on the

surface. The bouncing time is approximately 0.113 s and 0.076 s, for the 25 mm and 30

1Mild changes in temperature were found to occur approximately 5 ms prior to impact.
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Figure 6.1: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 2.8 mm bubble, released from a height of 25 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.

mm rise heights, respectively. This difference is a result of the variation in the rise path

with release height, with the bubble in Figure 6.2 impacting the surface at a greater tilt

angle, causing more bounce instabilities and surface deformation. This, in turn, reduces the

bubble’s bounce height and number of bounces observed.

In both cases the maximum temperature (Tmax) shows similar trends, with a sharp rise

upon attachment2 with the surface at the beginning of regime III. This is followed by a

couple of small peaks, with the only difference between Figures 6.1 and 6.2 being the more

defined local peaks in Figure 6.1. This may be related to greater and more defined bubble

oscillations for the lower release height, while the bubble is attached to the surface. In both

cases, the time scale associated with the temperature rise in regime III is very similar.

The minimum temperature (Tmin) plots again are remarkably similar in both cases, with

both displaying a very slight double dip at the intersection of regime II and III. This is

followed by a larger, more pronounced dip in the middle of regime III, mainly evident in

Figure 6.2. Within regime III, at approximate start times of 2 s (for 25 mm) and 3.5 s (for

2Attachment is defined when the thin layer of fluid separating the bubble from the surface breaks, thereby
beginning the attachment process.
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Figure 6.2: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 2.8 mm bubble, released from a height of 30 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.

30 mm), a plateau occurs, with minute undulations; this is present for the remainder of the

experiment.

6.2.2 Case 2: 3.3 mm Bubble

Figures 6.3 and 6.4 illustrate the maximum and minimum dimensionless surface temperature

for a 3.3 mm bubble, again with release heights of 25 mm and 30 mm, respectively. These

graphs show a notable increase in the bouncing time, when compared to the smaller bubble

of Figures 6.1 and 6.2. A sharp drop in temperature is noted at approximately 7 s in both

figures. This is due to the power supply being switched off prematurely and does not affect

the observed trends as this chapter is focused primarily on the direct bouncing of the bubble

(Regime II).

It is clear from Figures 6.3 and 6.4 that the maximum dimensionless observed temper-

ature for the 3.3 mm bubble is significantly higher than that associated with the 2.8 mm

bubble. This is perhaps due to the increased bubble size, which would inherently have a

larger footprint once the bubble is attached to the surface. Once the maximum tempera-
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Figure 6.3: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 3.3 mm bubble, released from a height of 25 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.

ture is reached, Figures 6.3 and 6.4 show that this stays relatively constant, with smaller

undulations when compared to the 2.8 mm bubble.

The most noticeable difference between the 2.8 mm and 3.3 mm bubbles is the significant

increase in time for the bubble bouncing event (Regime II). The bouncing duration is 0.47 s

for the 25 mm height and 0.35 s for the 30 mm height, increases of 76% and 78% respectively

relative to the smaller 2.8 mm bubble. However, when the small bubble was deemed to be

attached to the surface, it was observed that it continued to move very slowly in the direction

of motion that had prevailed prior to attachment; this did not occur with the larger bubbles.

The variation in minimum surface temperature (Tmin) was found to be entirely related to the

rising bubble motion and whether the bubble’s major axis tilted, causing the bubble’s path

to veer in random directions.

6.2.3 Case 3: 4.1 mm Bubble

Figures 6.5 and 6.6 illustrate the maximum and minimum dimensionless wall temperatures

for a 4.1 mm bubble, with release heights of 25 mm and 30 mm respectively. For this large
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Figure 6.4: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 3.3 mm bubble, released from a height of 30 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.
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Figure 6.5: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 4.1 mm bubble, released from a height of 25 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.
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bubble, Tmax was found to saturate the infrared camera; this is due to the low integration time

which was set at 0.8 ms, which results in a maximum observable temperature of 67�C. This

explains the uniform distribution of Tmax for much of the regime III. As the present focus is

on regime II, this camera saturation was deemed acceptable; an increased integration time

would reduce the sensitivity of the experiment and provide less information on the important

temperature changes during the bouncing sequence.
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Figure 6.6: Minimum surface temperature (— black) and maximum surface temperature (— red)
for a 4.1 mm bubble, released from a height of 30 mm. (I) is the liquid natural convection regime,
(II) bouncing bubble regime, (III) bubble attachment to the surface, with this region relating to
the bubble’s wake interacting with the surface heated surface and to fluid motion around the stable
bubble.

In Figures 6.5 and 6.6 the minimum surface temperature plots exhibit the same general

trends but with a significantly larger temperature drop and settling time for the 30 mm release

height. Overall, the 4.1 mm bubble showed more variability in surface temperature data over

the range of tests than either of the smaller bubbles. The most significant variation is in

regime III, which occurs after the bubble has attached to the surface. This regime was found

to be a complex and unsteady process, which in a majority of the experiments could be split

into two further regimes; this is discussed further in Chapter 7.
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6.3 Local Heat Flux Variation (Spatial & Temporal)

In order to evaluate the complex process of heat flow associated with a bubble impacting

the heated surface, the instantaneous bubble motion will be coupled with the instantaneous

convective heat flux, with images shown at 4 ms intervals. Results are shown here for the

three bubble sizes and for four release heights of 10, 20, 25 and 30 mm. In these images,

the time at which the bubble initially impacts the surface is taken at the new reference time

of 0 ms. Note also that the heat flux map limits vary between figures, so as to capture

significant changes. The figures shown here may not reflect the maximum or minimum

values encountered, which will be explored in a later section.

6.3.1 Case 1: 2.8 mm Bubble

Figures 6.7 to 6.10 illustrate the initial impact and subsequent rebound of a bubble with an

equivalent diameter of 2.8 mm released from heights of 10, 20, 25 and 30 mm, respectively.

The instantaneous convective heat flux is coupled with the location and shape of the bubble

as it impacts and bounces upon the horizontally heated surface. The time separation between

image pairs is 4 ms. The heat flux scale is displayed above each figure and varies depending

on the particular data.

Figure 6.7 illustrates the impact and two subsequent bounces of a 2.8 mm bubble upon

the surface, for a release height of 10 mm. The second bubble impact with the surface

occurs at a time of approximately 32 ms (Figure 6.7 (i)), whereas in Figures 6.8 to 6.10 for

the longer release heights this second impact of the small bubble occurs at approximately 36

ms. This process is influenced by the bubble approach velocity and the bubble’s coefficient

of restitution, as was illustrated in Figure 5.37. The third impact is only observable in

Figure 6.10 at a time of 56 ms, with the tests with shorter release heights experiencing the

third impact at a time later than 56 ms.

It is clear from the convective heat flux maps shown in Figures 6.7 to 6.10 that substan-

tial and distinct variation in convective heat flux occurs; this is considered to be related to the

bubble’s shape and the deformation which occurs at impact and during the bouncing events

that follow. From Figure 6.7 for the 10 mm release height, the bubble’s shape and the result-

ing convective heat flux maps were found to be symmetric both vertically and horizontally;
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this is a consequence of the approach shape and major axis angle of the bubble, which was

parallel to the surface upon impact. In turn, the bubble’s rebound was found to be symmetric

but with significant surface oscillations, relatively evenly distributed over both sides of the

bubble’s surface. It can be inferred from Figure 6.7 that the convective heat flux has distinct

regions of both high and low enhancement; in some cases a region of high enhancement at

one instant in time can exhibit particularly low convective heat flux at a later instant.

The maximum convective heat flux in this case (Figure 6.7) occurs at an approximate

time of between 2 – 4 ms and was found to be localised annularly at the extremities of

the bubble upon impact; this is primarily attributed to the bubble ploughing through the

thermal boundary layer. This ploughing has not been observed in the literature for bouncing

bubbles, although a similar situation exists for sliding bubble motion beneath a downward

facing heated surface. Qiu & Dhir [7] and Manickam & Dhir [8, 9] utilised holographic

interferometric to measure the local fluid temperature, which demonstrated the fluid motion

ahead of the sliding bubble as well as the unsteady wake at the bubble’s rear.

The central region, which is located beneath the bubble, was found to have a substantially

lower convective heat flux when compared to the edges of the bubble. This is perhaps due to

the cupping of the bubble upper surface upon approach to the surface, as noted by Zapryanov

& Tabakova [111] and Tsao & Kock [21] and observed in the present study. This results from

a viscous effect, trapping fluid between the deformable bubble and the rigid boundary. As

the bubble approaches the surface, the bubble must displace fluid in order to rise; this results

in higher pressure at the leading edge of the bubble, which has the effect of pushing fluid

to regions of lower pressure. This dimpling, in effect, protects the surface from the direct

impact of the bubble, thereby resulting in a lower observed convective heat flux in the centre

of the affected region. During the bubble rise fluid is displaced ahead of the bubble, which

might be expected to increase convective heat flux prior to the bubble directly impacting

the surface. In this instance a slight enhancement is shown in Section 6.2, due to the small

temperature changes.

At a time of 8 ms in Figure 6.7 (c), after the initial impact, an annular region of negative

heat flux may be observed, at the location of a region of previously high heat flux. This type

of heat transfer event coincides with the beginning of the bubble’s rebound from the surface.

This ring of negative heat flux steadily moves towards the centre of the test section, as the
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bubble continues its rebound from the surface. Similarly, a region of low heat flux may be

observed at a time of 32 ms as the bubble re-impacts the surface; this is believed to be warm

fluid re-impacting the surface, as a result of the bubble’s impact. At a time of 56 ms the heat

flux levels are quite low when compared to the high levels achieved upon impact. However,

although difficult to observe from the images, the convective heat flux is still higher than that

of liquid natural convection, as the bubble continues to bounce and oscillate on the heated

surface.

When Figure 6.7 is compared to Figures 6.8 to 6.10 for higher release heights of 20, 25

and 30 mm, it is clear that in those cases the bubble’s approach path is at an angle, with the

tilt increasing in severity with increasing release height. This tilt was referred to in Chapter 5

and found to be related to the bubble size and release height, with its direction being random.

If the bubble’s major axis is not parallel with the surface this usually indicates that the

bubble’s rise path is not vertical, but rather deviates on its final approach, as illustrated in

Figures 5.1 to 5.10. The major axis tilt angle varies in Figures 6.8 to 6.10, with Figures 5.12

and 5.13 having already demonstrated that with increasing release height there is an increase

in the major axis angle; the smaller bubble is more susceptible to this variation.

This tilt angle significantly affects heat transfer, both in terms of spatial and temporal

variation as well as the overall degree of enhancement. In Figure 6.8, a 2.8 mm bubble is

released from a height of 20 mm; when compared to the 10 mm release height, substantial

variations in convective heat flux levels occur. At a time of 4 ms, the lower release height

has a maximum convective heat flux following impact of 73 kW/m2 whereas the release

height of 20 mm has a maximum impact heat flux of 55 kW/m2.

Once the bubble begins to rebound from the surface, again low levels of localised nega-

tive heat flux can be observed in Figure 6.8. To the left of the impact zone a region of high

heat transfer develops between the times of 8 – 28 ms. Heat flux levels in this region far ex-

ceed that of the initial impact and are not directly related to the impact of the bubble but to

the wake which follows the bubble during its rise. This wake flow will be discussed in more

detail in Chapter 7. The pattern of heat transfer enhancement in Figure 6.8 is broadly similar

to that of Figure 6.7, although in this case the pattern is symmetric along the direction of

bouncing motion, which is at an angle along the surface.

During the rebound process the bubble with the higher release height undergoes far
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greater and more unstable shape changes, as detailed in Figures 5.28 to 5.33. This is de-

termined by a combination of impact velocity and impact angle. On the bubble’s second

approach to the surface (Figure 6.8 (h), 28 ms), a region of low heat flux was observed for

the lower release height in Figure 6.7, but in Figure 6.8 for the height of 20 mm, a small

region of positive enhancement can be observed at a time of 36 ms. This region of localised

positive enhancement may be due to the bubble returning to the surface and convecting cool

fluid towards the surface, with its absence in the lower release height perhaps a result of the

bubble only convecting warm boundary layer fluid, rather than cool bulk water. For lower

release heights the vertical bubble motion dictates that bubble rebounds back in the direction

it has come from, thereby halting and disturbing rising cool fluid, which is continually rising

due to its momentum. In the case of path deviation, the rebound is usually away from the

rise path of the bubble, thereby not significantly disturbing the rising cool fluid; this point

will be further analysed in Chapter 7, when the wake will be explored. At the beginning of

the second bouncing event low convective heat flux can be observed, as the bubble’s motion

drafts in warm boundary layer fluid. This is similar to the initial annular region of negative

heat flux, during the first rebound.

Figures 6.9 and 6.10 depict the bouncing event for a 2.8 mm bubble released from heights

of 25 and 30 mm, respectively. In both cases the bubble tilt has increased compared to the

lower heights, which results in a slight variation in the heat transfer patterns. As the bubble

approach is at an angle, it follows that the impact process varies from left to right in the case

of Figure 6.9. As the bubble impacts, the convective heat flux increases from left to right,

again in an annular fashion. This is followed by the bubble peeling away from the surface,

again starting from the left, resulting in a ring of low negative heat flux (Figure 6.9 (c), 8 ms)

in the region which was previously subjected to localised high heat flux. The maximum heat

flux observed during the impact process was approximately 65 kW/m2, which was followed

for a very brief period by a negative heat flux of approximately -5 kW/m2.

The enhancement due to the bouncing motion in this case is again overshadowed by the

effect of the wake, which impacts on the left hand side of the bubble, with a maximum value

of approximately 200 kW/m2 at a time of 6 ms. This wake begins to surround the impact

zone in a “c” shape, as the bubble retreats from the surface. When comparing the retreating

bubble’s shape in Figure 6.9 to that of Figures 6.7 and 6.8, it is noticeable that the bubble’s
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shape is asymmetric in the Sx plane, as a result of the uneven impact event. This in turn

causes the bubble to bounce along the surface, away from the main impact zone. Notably,

at the bubble re-impact time of 36 ms, a region of higher heat flux is again present; this is

followed by a period of low heat flux as the bubble begins its second bounce, which was

similarly observed for the 20 mm release height.

Figure 6.10 displays a far less regular heat transfer event, with the bubble impacting at

a higher major axis tilt, while bouncing a more significant distance away from the initial

impact zone. Despite the fact that the bubble’s initial impact is unstable, at a time of 12

ms the rebound event is quite stable; this is perhaps due to the bubble losing significantly

more kinetic energy to impact deformation. The maximum convective heat flux due to

the direct impact of the bubble is approximately 70 kW/m2, with a negative heat flux of

approximately -12 kW/m2 at 12 ms. This is thought be due to the faster initial rebound from

the surface, which pulls warm fluid atop the previously cooled annular region; this will be

discussed further in Section 6.4 and in Chapter 7. Again, the ensuing wake provides the

most significant enhancement in this case, reaching a maximum value of 210 kW/m2. At

a time of 28 ms in Figure 6.10 (h) a second zone of high heat flux appears at a position

of Sx = 2 mm. This separation of the rising wake has been observed for rising bubbles by

Sanada et al. [49] shown in Figure 2.14 and Figure 2.13 by Veldhuis [28], with this being

fully discussed in Section 7.2.2.
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Figure 6.7: Sequence of images depicting convective heat flux and bubble location for a 2.8 mm
bubble, released from a height of 10 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.8: Sequence of images depicting convective heat flux and bubble location for a 2.8 mm
bubble, released from a height of 20 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.9: Sequence of images depicting convective heat flux and bubble location for a 2.8 mm
bubble, released from a height of 25 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.10: Sequence of images depicting convective heat flux and bubble location for a 2.8 mm
bubble, released from a height of 30 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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6.3.2 Case 2: 3.3 mm Bubble

Figures 6.11 to 6.14 illustrate the initial impact and subsequent rebound of a bubble with an

equivalent diameter of 3.3 mm released from heights of 10, 20, 25 and 30 mm, respectively.

What is immediately evident is the similarities in the convective heat flux maps between the

larger 3.3 mm bubble and that of the 2.8 mm bubble. In Figures 6.11 to 6.13 the bubble

impacts the surface with a major axis angle which is approximately parallel to the heated

surface; this dictates the type of convection and bouncing that occurs. In the first case,

Figure 6.11, an annular heat transfer pattern is present. When this is compared with the

corresponding patterns in Figure 6.7 for the smaller bubble, it can be seen that the convective

heat flux maps have more variability now, in terms of annular variation, during the bouncing

event.

The duration of the initial convective enhancement is longer in this case due to the in-

creased duration of bubble contact with the surface, which is thought to be a result of the

increased footprint of the bubble upon impact. In Figure 6.11 the bubble only begins to

depart from the surface after 12 ms, whereas the smaller bubble begins its departure 8 ms

after the initial impact. At 12 ms, a spike in heat transfer can be observed at the centre of

the bubble. This is though to be a result of the bubble’s shape inversion, which occurs due

to the previously dimpled bubble inverting as it rebounds from the surface. This inversion

process accelerates trapped fluid contained within the dimple, which was captured prior to

impact, towards the surface. During this initial rebound a ring of negative heat flux, which

has a value of approximately -12 kW/m2, corresponds to a region which previously had a

positive enhancement with a maximum heat flux of 75 kW/m2. When the bubble re-impacts

the surface, the local enhancement at the centre is replaced by a reduction in convective heat

transfer; this occurs at around 30 ms. The second bouncing event has similar convective

enhancement patterns, with an annular region of higher local heat flux at a time of 36 ms,

followed by a region of low heat transfer at a time of 44 ms. However, the central region is

still subject to low, and intermittently negative, heat flux.

Figure 6.12 has similar features to that of the lower release height, although for the

identically sized bubble, the affected area is greater for the larger release height, with higher

heat flux levels being encountered. The increased area affected is a result of the bubble’s
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impact size, which is larger and flatter, due to the higher approach velocity. In this case, the

maximum convective heat flux on first impact is 42 kW/m2, followed by a lower heat flux

of -6 kW/m2. From Figure 6.12 it is evident that the maximum convective heat flux in this

case occurs between the times of 16 – 20 ms, with a symmetric, annular pattern. In the case

of the smaller bubble at the same release height (Figure 6.8), this enhancement was usually

asymmetric and to the side of the bubble as it bounced away from its impact zone. It is

considered that this annular region of enhancement at 16 – 20 ms is due to the bubble’s wake,

which flows around the bubble during the bubble’s rebound. This process can be inferred

at a time of 16 ms (Figure 6.12 (e)), where the bubble is elongated in the vertical direction,

with the outer boundary of the bubble corresponding to the beginning of the annular region

of high heat flux. This region of high heat flux continues to expand radially during the

bouncing event, with only slight movement towards the centre of the impact zone. The

bubble looks to be about to re-impact the surface at a time of 36 ms, however instead it

changes shape before actually impacting at 44 ms. At this time an annular region of low

heat flux occurs at the extremities of the new impact zone. An increase in convective heat

transfer from this second impact does not occur until a time of 52 ms, 12 ms after the impact.

This is due to the bubble beginning to bounce away from the surface again, drawing in cool

wake fluid.

Figure 6.13 illustrates a 3.3 mm bubble released from a distance of 25 mm. It was found

to have similar features to that of the bubble released from a 20 mm height in Figure 6.12,

with the only variation being the duration of certain key events. It is apparent that the bubble

impacts at a very slight angle, due to the slight asymmetry of the bubble’s shape during the

bouncing event. This, in turn, results in a heat transfer pattern which is not perfectly stable

and symmetric. Again the maximum convective heat flux occurs at a time of 12 ms, with a

value of 130 kW/m2. The remainder of the bouncing event is similar to that of the 20 mm

release height.

Figure 6.14 illustrates the bouncing event for a 3.3 mm bubble released from a height of

30 mm. In this case the bubble’s impact is at a slight angle, similar to that of the smaller

bubble, with the right hand side of the bubble impacting before the left. This type of impact

reduces the time in which the bubble is actually bouncing away from the surface as more

kinetic energy is transferred to deformation of the bubble surface, when compared to a direct
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impact. As in previous cases where the bubble has impacted at an angle, the ensuing wake

takes precedence over the direct impact process, with regions of low heat flux (8 ms) being

enveloped by the impacting wake, which is always opposed to the direction of motion of the

bubble. The wake develops around the bubble in a “c” shape, with the area directly beneath

the bubble being shielded due to the bubble rebounding. At a time of 16 ms, at the bubble’s

centre, a region of localised high heat flux can be observed, this again is perhaps due to the

inversion of the dimple created during the initial impact process. During the bubble’s second

approach to the surface, a second region of high heat flux is usually observed. However, in

this case the opposite occurs, with a few localised regions of negative heat flux appearing,

with values approaching -15 kW/m2 in Figure 6.14 (k). The region beneath the bubble

is due to the bubble pushing warm rather than cool fluid ahead of it as it re-impacts the

surface, while the symmetric3 regions either side of the bubble are thought to be a result of

circulating wake fluid, capturing warm boundary layer fluid, bringing it back towards the

cooled surface.

3Symmetric along the direction of motion of the bubble.
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Figure 6.11: Sequence of images depicting convective heat flux and bubble location for a 3.3 mm
bubble, released from a height of 10 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.12: Sequence of images depicting convective heat flux and bubble location for a 3.3 mm
bubble, released from a height of 20 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.13: Sequence of images depicting convective heat flux and bubble location for a 3.3 mm
bubble, released from a height of 25 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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Figure 6.14: Sequence of images depicting convective heat flux and bubble location for a 3.3 mm
bubble, released from a height of 30 mm, with a time separation of 4 ms between each image pair.
Each image pair illustrates the convective heat flux and bubble’s location, with the convective heat
flux scale being displayed above the images.
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6.3.3 Case 3: 4.1 mm Bubble

Figures 6.15 to 6.18 illustrate the initial impact and subsequent rebound of a bubble with an

equivalent diameter of 4.1 mm with release heights of 10, 20, 25 and 30 mm, respectively. In

each case, the bubble’s major axis upon impact is approximately parallel with the surface;

this accounts for the symmetry of the heat transfer patterns.

Figure 6.15 exhibits comparable convective heat flux structures to the smaller bubbles,

with the main variation being the increase in affected area. A maximum heat flux at impact

of 80 kW/m2 occurs at a time of 5 ms, with a reduced heat flux of -17 kW/m2 at a time of

13 ms. During the bubble’s second impact, a region of low heat flux can be observed, with a

minimum value of -15 kW/m2. Figure 6.16 depicts a 4.1 mm bubble released from a height

of 20 mm. The impact area is somewhat larger than that of the lower release height, similar

to the finding reported for the 3.3 mm bubble. Notably, the maximum convective heat flux

does not occur upon impact but instead as the bubble has begun its rebound from the surface;

this occurs at a time of 18 ms. At a time of 16 – 20 ms, the zone of maximum enhancement

extends from ±2 mm to ±4 mm, while the bubble extends to ±2 mm during this time period.

This suggests that wake fluid, which is continually rising, manoeuvres around the bubble,

even though the bubble is now moving in the opposite direction, away from the surface.

This cool fluid is now close to, but not in contact with, the surface. Between times of 16 –

20 ms the bubble shape becomes elongated in the vertical direction; this elongation causes

a suction, which pulls and accelerates the cool fluid against the surface. This suction effect

only influences fluid which is already above the bubble’s centroidal height in the vertical

direction (Sz). This fluid motion has been observed by means of the Schlieren effect, which

is present during some experiments, depending on lighting conditions; this point will be

examined in detail in Chapter 7. This region of high heat flux reduces over time, while

steadily spreading along the surface. In this case the development of the wake region is not

quite symmetrical but instead develops first on the left of the bubble, with this being due to

the very slight variation in the bouncing event from left to right. At a time of between 52 –

56 ms, the bubble impacts the surface for the second time and an increase in convective flux

is observable beneath the bubble.

For a release height of 25 mm, Figure 6.17 exhibits similar features to those reported
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for the lower release height of 20 mm, although with variations in the times at which events

occur. The maximum enhancement due to the direct impact of the bubble occurs at a time

of 5 ms, with a heat flux of 95 kW/m2. In this case extremely low convective heat flux

levels were observed at a time of 11 ms, with a minimum heat flux of -30 kW/m2. The

maximum heat flux level due to the wake impact occurs at a time of 23 ms, with a value

of approximately 190 kW/m2. As the bubble is close to re-impacting the surface at 48 ms,

zones of low heat flux are present with minimum values of -22 kW/m2. However, at a time

of 56 ms a small zone of negative heat flux with a value of -45 kW/m2 appears, coinciding

with the direct impact of the bubble on the surface. It is thought that this very low heat flux

may be due to warm boundary layer fluid, collected during the initial rebound, being pushed

towards the surface, causing a local and short term heating of the surface.

Figure 6.18 depicts the impact of a 4.1 mm bubble, released from a height of 30 mm.

With bubbles of this size the major axis is usually parallel with the surface upon impact,

although at a height of greater than 25 mm a sudden shape change occurs. This was seen

in Figure 5.10, and caused a reduction in the impact area of the bubble as it impacted the

surface. In this case the maximum convective heat flux occurs at a time of 11 ms, with a

value of 210 kW/m2; this high heat flux is a result of the combined effects of the rising wake

and bubble retraction. In this case very little enhancement is observed within the centre of

the bubble (8 ms); this maybe due to the unusual shape changes which occur prior to impact.

At times of between 20 – 28 ms, a secondary region of high heat flux is observable within

the central region of the impact zone. This is thought to be a result of the bubble pulling

inwards, removing the boundary layer, as it recovers its shape. At a time of 28 ms, an inner

ring appears, which is thought to be due to the inversion of the dimple. At a time of 56 ms, as

the bubble re-impacts the surface, an increase in heat flux is observed. As previously noted,

the final impact velocity increases slightly with increasing release height, which is thought

to be a contributing factor for the increased levels of convective heat flux upon impact.
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Figure 6.15: Sequence of images depicting (left to right) both bubble motion and convective heat
flux of a 4.1 mm bubble, released from a height of 10 mm with a time separation of 4 ms between
each image pair. Each image pair illustrates the convective heat flux and bubble’s location, with the
convective heat flux scale being displayed above the images.
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Figure 6.16: Sequence of images depicting (left to right) both bubble motion and convective heat
flux of a 4.1 mm bubble, released from a height of 20 mm with a time separation of 4 ms between
each image pair. Each image pair illustrates the convective heat flux and bubble’s location, with the
convective heat flux scale being displayed above the images.
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Figure 6.17: Sequence of images depicting (left to right) both bubble motion and convective heat
flux of a 4.1 mm bubble, released from a height of 25 mm with a time separation of 4 ms between
each image pair. Each image pair illustrates the convective heat flux and bubble’s location, with the
convective heat flux scale being displayed above the images.
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Figure 6.18: Sequence of images depicting (left to right) both bubble motion and convective heat
flux of a 4.1 mm bubble, released from a height of 30 mm with a time separation of 4 ms between
each image pair. Each image pair illustrates the convective heat flux and bubble’s location, with the
convective heat flux scale being displayed above the images.
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6.4 Temporal Heat Flux Variation

In order to evaluate the complex process of heat flow to and from the surface, in the pres-

ence of a bubble bouncing on the surface, specific locations of interest on the surface have

been chosen. A time trace of heat flux and temperature at these points will be presented in

the following section. Only data for bubbles released from a height of 25 mm will be pre-

sented in this section. The four points chosen are those which best represent the variation in

convective heat flux.

6.4.1 Case 1: 2.8 mm Bubble

Figure 6.19 shows the instantaneous convective heat flux at two distinct times for a 2.8 mm

bubble, with the first being 6 ms after the initial impact of the bubble (Figure 6.19 (a)), and

the second being the last moment that the bubble is not in contact with the surface; after this

time the bubble is either resting or oscillating on the surface (Figure 6.19 (b)). The bubble

in some cases was found to continually migrate along the surface, while oscillating, after

the initial bouncing events. To accompany these instantaneous images, the time varying

aspect of the convective heat flux will be explored, at the four points of interest marked in

Figure 6.19. Referring to Figure 6.20, the time period, (a), represents the impact process

up until the bubble initially rebounds from the surface. Period (b), extends up until a point

in time when the bubble no longer leaves the surface, which corresponds to the instant

illustrated in Figure 6.19 (b), while period (c), represents the remainder of the test period

shown. The direction of motion of the bubble in this case is at approximately 45 degrees,

with respect to Sx.

Figure 6.20 illustrates the time varying convective heat flux and surface temperature for

the first point of interest, which is marked as point (1) in Figure 6.19, and is at an approxi-

mate position of (3, -1.5) mm. The initial impact process was found to dictate the motion of

the bubble, as in this case the angular trajectory of the bubble results in the bubble moving

along the surface, initially bouncing, then reducing to oscillatory motion. Point (1) was at

the edge of the initial impact zone, but the bubble’s travel means that point (1) is at the cen-

tre of the final bounce location. The black solid line in Figure 6.20 (i), represents the time

varying convective heat flux, the red dashed line represents the change in the stored flux,
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with the horizontal line representing the generated heat flux before impact. Figure 6.20 (ii)

corresponds to the surface temperature at the same location. A significant variation in con-

vective heat flux can be observed in Figure 6.20 (i), with three distinct peaks in convective

heat flux being present. These peaks all have heat flux levels greater than 40 kW/m2, but

with distinct enhancement mechanisms in each case.
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Figure 6.19: Image pair depicting both convective heat flux and bubble location on the surface and
the points of interest (1, 2, 3 and 4). (a) corresponds to a time of 6 ms after impact and (b) corresponds
to the bubble approaching the surface for the final time after completing a number of bounces, which
in this case is 52 ms. The convective heat flux scale varies between the two cases, illustrating the
enhancement reduction with time. In this case the release height is 25 mm, with a bubble diameter of
2.8 mm.

The first notable peak in Figure 6.20 is due to the direct impact of the bubble, with point

(1) being at the edge of the impact zone. This peak is followed by a sharp drop in convection,

as the bubble begins to peel away from the surface. The initial impact and rebound process

is sketched in Figure 6.21 (a) – (b). In this case the convective heat flux drops to zero during

the initial rebound period (Figure 6.21 (b)) and only begins to rise again once the bubble
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has completely left the surface (Figure 6.21 (c)). From the beginning of time period b in

Figure 6.20, the heat flux steadily rises to a maximum at an approximate time of 35 ms after

the initial impact. This peak coincides with the bubble’s second impact on the surface, with

point (1) being beneath the bubble. As the bubble impacts for the second time its velocity is

significantly lower, which results in less spreading upon impact, as depicted in Figure 6.21

(d). The secondary smaller spike in convective heat flux at a time of 45 ms is thought to

be due to the centre of the new smaller dimple inverting as the bubble begins its second

rebound from the surface.

At a time of between 45 – 50 ms a spike of negative convective heat flux can be observed.

This coincides with a positive spike in the stored flux, which is greater than the generated

heat flux, along with a slight increase in the surface temperature at the same time. This

negative spike in convective heat flux is a result of the bubble rebounding from the surface,

drawing in warm boundary layer fluid, as depicted for the initial impact in Figure 6.21 (b).

The maximum convective heat flux during the re-impact was approximately 90 kW/m2,

with small annular regions of negative heat flux having a value of -12 kW/m2. At a time

of approximately 60 ms, a small peak in convective flux occurs, which is due to the bubble

impacting the surface for the third time. Again, this peak is followed by a period of reduced

convective heat flux as the bubble bounces on the surface but does not visibly separate from

the surface. This further bounce allows the bubble to move along the surface, almost as

if it were sliding but with oscillatory shape changes. As the bubble moves past point (1),

it creates a slight wake at its rear. This wake is responsible for the third peak at 95 ms in

Figure 6.20. The bubble moves only a few millimetres, however this is sufficient to drag in

steadily rising cooler wake fluid.

Figure 6.22 illustrates the time varying convective heat flux and surface temperature for

the second point of interest, which is marked as point (2) in Figure 6.19 at an approximately

position of (2.5, 1) mm. This point is initially positioned at the right side edge of the impact

zone away from the direction of motion of both the bubble and its wake. In Figure 6.22

(i), the sharp peak and dip in convective heat flux observable in time period a, are related

respectively to the impact and initial peeling away of the bubble as it rebounds from the

surface. The bubble and fluid motion during the rebound is depicted in Figure 6.21 (b), with

a shift in the thermal boundary layers being observed. At point (2) the convective flux rises
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Figure 6.20: Time trace of (i) heat flux and (ii) temperature at point (1), shown in Figure 6.19. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

sharply as the bubble impacts the surface. The peak in stored flux towards the end of time

period a, is due to warm fluid being drawn atop of the previously cooled surface; this heats

the surface locally, which is also evident in the temperature rise shown in Figure 6.22 (ii).

At the beginning of time period b, the convective heat flux begins to rise again, just as

the bubble departs from the surface; this is thought to be a result of the bubble’s wake. This

rising wake impacts initially on the left hand side of the bubble. However, as the bubble

186



6.4. TEMPORAL HEAT FLUX VARIATION

(a)

(c)

(b)

(d)

Figure 6.21: Sketches showing (a) the bubble approach (-4 – 0 ms prior to impact), (b) bubble initial
rebound from the surface (0 – 2 ms), (c) complete rebound from the surface (12 –14 ms) and (d) fluid
flow during bubble’s second impact (34 ms). The black circle indicates the approximate location of
point (1). The dashed bubble outline precedes the bubble outline with the solid line, which is the
main interest.

begins to rebound, the wake engulfs the other regions of the bubble’s initial impact zone, in

a “c” shape. The late stages of this process may be visualised in Figure 6.19 (b).

In Figure 6.22 (i), the secondary peak in period b at 35 ms, with a marginally higher

convective flux, occurs when the bubble impacts the surface for the second time, as depicted

in Figure 6.21 (d). At this moment, the bubble is at the outer edge of the initial impact

zone, with point (2) being outside the direct impact zone. The slight dip in heat flux at

an approximate time of 45 ms is primarily due to this secondary impact process drawing

both cool and warm fluid towards the surface, as the bubble prepares to bounce away a

second time. The localised peak in convective heat flux between 45 – 60 ms occurs as the

bubble rebounds from the surface, drawing in cool fluid. The dip at 65 ms coincides with

the final impact of the bubble; in this case the bubble has shifted its position, as previously

mentioned. The final peak at an approximate time of 75 ms is thought to be due to the

bubble’s oscillation, in which the bubble bounces, but not away from the surface, drawing

in fluid. This final peak is followed by a reduction in convective heat flux as the bubble has

moved away from the impact zone and is oscillating very slowly, with the only convection
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Figure 6.22: Time trace of (i) heat flux and (ii) temperature at point (2), shown in Figure 6.19. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

being liquid natural convection.

Convective heat flux and surface temperature for the third point of interest, point (3), are

illustrated in Figure 6.23. The initial location of point (3) is at the edge of the bubble’s initial

impact zone at a position of (-0.5, -1) mm. It is clear from Figure 6.23 that only two distinct

peaks are observable at this location. The first initial peak, with a modest heat flux value of

40 kW/m2, is a result of the initial impact of the bubble, as illustrated in Figure 6.21 (a).
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Figure 6.23: Time trace of (i) heat flux and (ii) temperature at point (3), shown in Figure 6.19. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

Point (3) is approximately located at the left hand side of Figure 6.21 (a). This point is

not the initial point of contact of the bubble against the surface but rather the continuation

of the impact process, as the bubble impacts from left to right4. After the initial impact a

more significant increase in convective heat flux is observable; this is contrary to the other

edge locations at which a significant decrease in convective flux occurred. This peak has

4The impact is along a 45 degree angle to the Sx direction.
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a maximum value of approximately 170 kW/m2 at point (3), and is a result of the impact

of the bubble’s rising wake, which impacts on the left of the contact zone as the bubble

moves right. After a time of 40 ms the convective heat flux returns to that of liquid natural

convection. After 40 ms, point (3) is no longer affected by the rolling wake vortex, which

spreads outwards along the surface, no longer affecting point (3), with this being evident in

Figure 6.20 (b) as point (3) is inside the rolling vortex.
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Figure 6.24: Time trace of (i) heat flux and (ii) temperature at point (4), shown in Figure 6.19. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.
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The final point of interest, point (4), is located slightly left of centre during the initial

impact, at a position of (0.2, 0) mm. The bubble’s direct impact with the surface occurs

at a time of 0 ms, while a slight increase in convective heat flux is observable 5 ms prior

to impact, demonstrating that the bubble pushes fluid ahead of itself, during its rise. In

Figure 6.24 (i), the initial spike in heat flux within time period a, is a result of the initial

impact. It is notable that the time to reach this maximum is longer than that for a similar

spike in Figure 6.22, with this being a result of point (4) being positioned slightly inside

the impact rim. As the bubble begins to rebound from the surface, a drop in convective

cooling is observed. However, no negative heat flux is observed, which is due to the sudden

impact of the bubble’s wake. This wake is directed by the bubble’s rebound towards point

(4), resulting in the second increase in convective heat flux. The negative dip at 35 ms was

found to be a result of the bubble’s second impact. Thus, point (4) is outside the second

impact zone and therefore not subject to significant enhancement due to the second impact.

Instead a reduction in heat flux occurs, as warm fluid is pushed into the region where the

initial wake impacted. This region was subject previously to high levels of heat flux, which

caused a drop in local surface temperature, so subsequent heating by warm boundary layer

fluid is plausible. This marginal increase in temperature may be noticed at a time of 35 ms

in Figure 6.24 (ii).

The convective heat flux peak at around 45 ms occurs as the bubble begins to bounce

away from the surface for a second time; again the direction of the bouncing is away from

point (4). This movement away causes an enhancement followed by a slight reduction, at

the end of time period b, which is the re-impact time. Finally, as in the case of Figure 6.22,

the broad peak in heat flux in time period c is due to the bubble oscillating on the surface.

After 120 ms the local convective heat flux settles to that of liquid natural convection.

6.4.2 Case 2: 3.3 mm Bubble

Figure 6.25 illustrates the convective heat flux for a 3.3 mm bubble released from a height

of 25 mm at two distinct times, with the first being 6 ms after the initial impact of the bubble

(Figure 6.19 (a)), and the second being the last moment that the bubble is not in contact with

the surface (106 ms); after this time the bubble is either resting or oscillating on the surface
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(Figure 6.25 (b)).
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Figure 6.25: Image pair depicting both convective heat flux and bubble location on the surface and
the points of interest (1, 2, 3 and 4). (a) corresponds to a time of 6 ms after impact and (b) corresponds
to the bubble approaching the surface for the final time after completing a number of bounces, which
in this case is 106 ms. The convective heat flux scale varies between the two cases, illustrating the
enhancement reduction with time. In this case the release height is 25 mm, with a bubble diameter of
3.3 mm.

Figure 6.26 illustrates the time varying heat flux and surface temperature at the first point

of interest, marked as point (1) in Figure 6.25 at an approximately position of (2.2, -1.6) mm.

Point (1) is at the outer edge of the bubble during the initial impact, and just outside the final

location of the bubble. As in the previous example, the black solid line represents the time

varying convective heat flux, the red dashed line represents the change in the stored flux,

with the horizontal line representing the generated heat flux. Figure 6.26 (ii) corresponds to

the surface temperature at that location.

During the time period a, two distinct peaks are present. The first peak, with a maximum

amplitude of 40 kW/m2, is again the result of the bubble’s direct impact on the surface. The
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shape of the bubble’s impact is sketched in Figure 6.27 (a), from which it is clear that

more significant shape changes occur when the 3.3 mm bubble is compared to the smaller

2.8 mm bubble. Firstly, the bubble’s path in this example is vertically orientated, which

results in a symmetrical heat transfer pattern; this may be inferred from Figure 6.25 (a).

The increased bubble volume has an effect on the bubble’s impact shape, causing more

spreading, in essence increasing the impact area. This increased impact area also affects the

volume of trapped fluid at the centre of the bubble, illustrated in Figure 6.27 (a), with the

depth of the trapped fluid being greater.

The large spike in convective flux at around 15 ms is perhaps due to the bubble’s wake,

which is continually rising as the bubble impacts and rebounds. This wake is unable to

impact the surface initially due to the size of the bubble, which spreads outwards on impact.

However, as the bubble retracts, this allows the wake access to the surface. During the

retraction process (Figure 6.27 (b)) the wake hugs the bubble’s edge, slipping in between

the boundary layer fluid and the bubble. With this retraction a reduction in convection would

be expected; instead a substantial increase in convective heat flux occurs, reaching a value

of 120 kW/m2. A significant drop in surface temperature is also evident in Figure 6.26 (ii).

As the bubble continues to recover its shape a secondary dimple is formed, as illustrated

by the dashed bubble cross section in Figure 6.27 (b). The two dimples are visible due to

the transparent nature of the bubble, and at their closest are 0.3 mm away from each other.

The sudden change in the bubble’s shape propels the cool fluid onto the surface, causing

an annular enhancement region. This region does not extend beyond the extremities of the

bubble depicted in Figure 6.27 (b) (solid line), which is also evident in Figure 6.13. As

the bubble retracts in time period b, the spike in convective flux steadily reduces to very

low values, which is caused by the repeated bouncing of the bubble in the same region, not

allowing cooling fluid access to the surface. Instead, the local fluid is recycled, while being

continuously heated by the surface.

Figure 6.28 illustrates the convective heat flux and surface temperature for the second

point of interest, marked as point (2) in Figure 6.25 at an approximately position of (-1.2, 1)

mm. The initial location of point (2) is inside the annular ring where the highest convective

heat flux occurs at impact. At this point an immediate increase in convective heat flux does

not occur. Instead, a gradual increase is observed, which may be seen in time period a.
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Figure 6.26: Time trace of (i) heat flux and (ii) temperature at point (1), shown in Figure 6.25. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

This altered trend results from the dimple created during the impact process. As the bubble

begins its retraction from the surface, the edges of the bubble are drawn across the surface,

which is consistent with the steady increase in convective flux. The dip in convective flux

that follows is again due to the continuation of the rebound process.

The large spike in heat transfer at the beginning of time period b, is related again to the

rising wake being propelled against the surface as the bubble rapidly changes shape. The
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(a) (b)

Figure 6.27: Sketches showing (a) the bubble approach (-4 – 0 ms prior to impact), (b) bubble initial
rebound from the surface (8 – 16 ms). The dashed bubble is the bubble’s shape and position prior to
the solid solid outline. The black circle indicates the approximate location of point (1).

large dip in convective flux, at a time of 50 ms, coincides with the bubble’s second impact. A

sharp rise in the surface temperature is observable in Figure 6.28 (ii), at the same time. Point

(2) is at the outer edge of the bubble during its second impact, with the reduction in heat

flux thought to be caused by warm fluid, entrained during the initial rebound, now being

propelled back to the surface. This is consistent with the increase in surface temperature

at point (2) at around 50 ms. The entrainment of fluid in this way has been observed by

Beer [117] and Lucic et al. [118].

At a time of 55 ms an increase in the convective heat flux is observable, which is thought

to be due to the new dimple, created on the second impact, inverting. This may propel cool

fluid against the surface, extending steadily outwards. This spike in heat flux falls off as the

bubble bounces for the second time, re-impacting at a time of 80 ms. This time coincides

with the reduced convective heat flux, approximately half that of liquid natural convection.

The small peak at a time of 95 ms is again a result of the bubble’s rebound from the surface.

What is notable in this case is the extent of time period b, being almost double that for the

smaller 2.8 mm bubble. The very small peaks at 125 and 160 ms are a result of the bubble

oscillating on the surface, with the peaks coinciding with the bubble’s rebound. This is

similar to the previous case at 95 ms, although the bubble does not leave the surface in these

cases.

Figure 6.29 depicts the convective heat flux and surface temperature at the third point

of interest, initially located at (-0.8, -2) mm. Point (3) is located within the annular region

where the maximum enhancement occurs upon impact, while also being at the edge of the

formed dimple. This results in a heat transfer pattern similar to that of point (1), with the
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Figure 6.28: Time trace of (i) heat flux and (ii) temperature at point (2), shown in Figure 6.25. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

only discernible difference occurring at a time of 95 ms, where a slight peak in heat flux

occurs. This peak is related again to the bubble bouncing away from the surface. These

undulations were not observed in Figure 6.26 as point (1) is slightly further away from the

centre of the bubble.

Point (4), data for which are shown in Figure 6.30, is located at the approximate centre

of the impact zone, as shown in Figure 6.25. This point is always beneath the bubble, as
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Figure 6.29: Time trace of (i) heat flux and (ii) temperature at point (3), shown in Figure 6.25. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

the bubble does not drift significantly in any direction. During the initial impact, point (4)

is located at the centre of the dimple. The exact fluid temperature within the dimple is not

known, although it is believed to contain a mixture of warm trapped boundary fluid along

with cool fluid collected prior to impact.

The first initial spike in heat flux, during time period a, is linked to the dimple. It has

already been shown that the direct impact of the bubble significantly enhances heat transfer.
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Figure 6.30: Time trace of (i) heat flux and (ii) temperature at point (4), shown in Figure 6.25. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

In this case, the surface is mostly separated from the bubble by the dimple, but the centre of

the dimple does tip the surface i.e. partial inversion, observable for a few milliseconds. This

partial inversion is cut short by the rebound process and the hemispherical dimple returns as

depicted by the dashed line in Figure 6.27 (b). This point then experiences a quick reduction

in convective heat flux as the centre of the dimple is no longer in contact with the surface;

the edges of the bubble are drawn inwards, mixing the fluid within the dimple and causing
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the reduction observed. The second spike is also due to the dimple; in this case, the dimple

fully inverts as depicted in Figure 6.27 (b), pushing the trapped fluid towards the surface.

The broad time period of raised heat flux, between the times of 20 – 40 ms, occurs as the

bubble is bouncing on the surface, with its re-impact corresponding to a the dip at 45 ms.

The large spike in heat flux at a time of 50 ms is a result of the direct impact of the bubble.

Again, due to the bubble’s size a small dimple is formed upon re-impact. After a time of 60

ms, the undulations are similar to those of Figure 6.28 and are due to the bubble bouncing

and oscillating on the surface. As point (4) is directly beneath the bubble more significant

undulations occur than at the peripheral locations.

6.4.3 Case 3: 4.1 mm Bubble

Figure 6.31 illustrates the convective heat flux for a 4.1 mm bubble released from a height

of 25 mm at two distinct times, with the first being 6 ms after the initial impact of the bubble

(Figure 6.31 (a)), and the second being the last moment that the bubble is not in contact with

the surface (50 ms); after this time the bubble is either resting or oscillating on the surface

(Figure 6.31 (b)). This larger bubble is broadly similar to the 3.3 mm bubble, however the

bubble impact is at a slight angle, while the centre of the bubble does not impact at the

centre of the test section. This results in an asymmetric bouncing event which is evident in

Figure 6.31.

Figure 6.32 shows the convective heat flux and surface temperature at the first point of

interest, marked as point (1) in Figure 6.31 at an approximately position of (-0.4, 2.6) mm;

this is just at the edge of the bubble during the initial impact. Notable, the initial impact

process (time period a) has a longer duration when compared to those of the smaller bubbles.

This longer duration also changes the profile of the initial spike in heat transfer, producing a

feature of longer duration but with similar amplitude. Similarly, the reduction in convective

heat flux occurs for a longer time period. At the beginning of time period b, a significant

increase in convective heat transfer occurs. This significant increase in convective heat flux

is due to the bubble’s wake as will be shown and discussed in Section 7.2.3. As sketched for

the smaller bubbles, during the retraction process the continually rising wake is propelled

towards the surface as the bubble retracts and rebounds from the surface. In the present
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Figure 6.31: Image pair depicting both convective heat flux and bubble location on the surface and
the points of interest (1, 2, 3 and 4). (a) corresponds to a time of 6 ms after impact and (b) corresponds
to the bubble approaching the surface for the final time after completing a number of bounces, which
in this case is 50 ms. The convective heat flux scale varies between the two cases, illustrating the
enhancement reduction with time. In this case the release height is 25 mm, with a bubble diameter of
4.1 mm.

case the wake initially impacts at a time of 15 ms, in the annular region outside the impact

zone; with the bubble’s continued retraction the wake is pulled further inwards atop point

(1). This enhancement process steadily reduces as the bubble continues to bounce, up until

the re-impact at 52 ms. The effect of re-impact is not evident until 55 ms, due to the spatial

distance between the point of first impact and the location of point (1).

In Figure 6.32, the slight peak in convective heat transfer at a time of 70 ms is due to the

bubble beginning to bounce away from the surface. In this case, the second bounce of the

bubble lasts for only 2 – 3 ms, with the bubble only marginally leaving the surface. After a

time of 90 ms, very little variation in heat transfer is observed, with just a small reduction

in liquid natural convection. At this time the bubble has moved to the right away from point
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(1), with the only convection being slowly drifting fluid.
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Figure 6.32: Time trace of (i) heat flux and (ii) temperature at point (1), shown in Figure 6.31. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

Convective heat flux and surface temperature for point (2) are shown in Figure 6.33, with

this position again being at the edge of the bubble’s impact zone at (2.6, -2.4) mm. Even

though points (1) and (2) are both in the contact zone, as seen from Figure 6.31, point (2)

on the right hand side of this zone experiences convective heat fluxes that are some 25%

higher than at point (1) on the left during the initial impact. This was found to be due to the
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irregular impact process. Similarly, a higher negative heat flux occurred on the right hand

side. The second peak is remarkably similar to that of Figure 6.32 for point (1), having a

steep incline and a somewhat gradual decline; this enhancement was attributed to the bubble

wake.

At a time of approximately 65 ms, a significant reduction in convective heat flux occurs.

At this time the bubble has re-impacted the surface, while having shifted its position slightly

to the right in the direction of point (2). This shifting causes a “c” shaped region of high

heat flux on the left hand side of the bubble and a “c” shaped region of low heat flux on

the right hand side, which is consistent with the dip observed in Figure 6.33 at point (2), on

the right. This region of very low convective heat flux must be a result of warm fluid being

drafted onto the surface as a sudden increase in the surface temperature is observable at 65

ms.

At times of 100 and 140 ms, similar patterns in heat transfer occur. The enhancement

process is the same in each case, but with a variation in the amplitude of the bubble motion.

As the bubble oscillates in the positive Sx direction, warm fluid is collected and then pushed

towards the surface. This reduction in heat transfer coincides with the bubble returning to

surface. At each instant a visible jump in surface temperature occurs. At a time of 170 ms,

the bubble begins to attach to the surface, with the apparent rupture of the thin layer of fluid

separating the bubble from the surface, accompanied by the bubble spreading across the

surface. This event does not appear in the short time frame shown for the smaller bubbles

which is 180 ms.

Point (3), data for which are shown in Figure 6.34, is located at (-1.2, -2.2) mm, which

is inside the initial impact bubble ring. As this point is inside the initial annular region of

high heat transfer, the first spike in heat flux has two stages, with levels of 30 kW/m2 and

50 kW/m2, respectively. The first stage corresponds to the direct bubble impact, while the

latter stage is due to the bubble’s retraction, moving across point (3), as it begins its rebound

from the surface. The secondary spike at 35 ms is again due to the impact of the bubble’s

wake. The reduction in heat transfer at the end of time period b occurs due to the re-impact

of the bubble against the surface. Due to the larger size of the bubble, the time for the entire

bubble to settle before rebounding again is longer than 11 ms; this settling results in the

undulation in the convective heat flux between the times of 60 – 70 ms. At a time of 90 ms,
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Figure 6.33: Time trace of (i) heat flux and (ii) temperature at point (2), shown in Figure 6.31. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

a peak in heat transfer occurs, followed by a steady reduction before stabilising to liquid

natural convection levels. This peak and gradual reduction is due to the bubble’s motion

from left to right in the Sx plane, creating a wake at the rear of the bubble; a similar feature

was seen in Figure 6.20 at point (1) for the 2.8 mm bubble.

Figure 6.35 shows the heat flux and surface temperature at point (4), which is located at

the centre of the test surface, almost at the centre of the bubble impact zone. The convective
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Figure 6.34: Time trace of (i) heat flux and (ii) temperature at point (3), shown in Figure 6.31. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

heat flux in time period a is significantly different from that of points (1) – (3), with two

peaks of positive convective heat flux, and no negative peak within time period a. The initial

peak, with an approximate value of 20 kW/m2, is linked to direct bubble impact but for a

point within the dimple. Due to the size of the bubble, 10 ms passes before this peak heat

flux is reached. At 25 ms, the large increase in convective cooling is related to the inversion

of the bubble’s dimple. This inversion process pushes a mixture of warm boundary layer
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Figure 6.35: Time trace of (i) heat flux and (ii) temperature at point (4), shown in Figure 6.31. The
time begins from when the bubble impacts the surface. The upper graph illustrates the change in
surface heat flux, with the lower graph illustrating the change in surface temperature. The — solid
line represents the convected heat flux, with the – – dashed line being the stored flux. a, b and c
represent distinct bubble motion periods, with a corresponding to the impact, up until the bubble
leaves the surface. Period b, extends from when the bubble leaves the surface up until the bubble
no longer bounces away from the surface, with c corresponding to the time the bubble is no longer
moving away from the surface, while still oscillating.

fluid and cooler wake fluid against the surface, locally increasing heat transfer.

At approximately 55 ms, a significant reduction in convective cooling occurs; this coin-

cides with the second impact of the bubble. Warm boundary layer fluid, captured during the

rebound process, is thought to be convected by the bubble, which results in a local surface

temperature rise. Two similar peaks in convective cooling occur at 85 and 120 ms, and are

though to be the result of the oscillation process; in each case, the centre of the peak coin-
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cides with the bubble’s centroid being the furthest away from the surface. As the bubble has

moved from left to right, point (4) is no longer directly beneath the bubble, but instead to

the rear of the bubble; this results in different convective cooling, when compared to point

(2) at the leading edge of the bubble in Figure 6.28. The final peak at 145 ms, is a result

of a similar process, to that observable at an earlier time of 90 ms in Figure 6.29. This

enhancement is due to the motion of the bubble from left to right, causing a slow moving

wake to form, which steadily reduces as the bubble settles on the surface. This type of wake

is similar to wakes observed for sliding bubbles under low inclination angles. However, in

this case the velocity of the bubble is extremely low, making any comparison to available

literature difficult.

6.5 Maximum Convective Heat Flux
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Figure 6.36: Maximum convective heat flux, for all three bubble sizes and heights. The symbols
represent the different release heights, while the black and red represent tests one and two: + is 10
mm, ⇥ is 20 mm, ⇤ is 25 mm, # is 30 mm and 3 is 35 mm. The corresponding occurrence times are
tabulated in Table 6.2.

Figure 6.36 illustrates the maximum convective heat flux achieved in all testing, versus

the bubble diameter and release height. Figure 6.36 contains results of two tests under

identical conditions. The corresponding occurrence times are tabulated in Table 6.2. For the
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Table 6.2: Time since initial bubble impact for the maximum convective heat flux, plotted in Fig-
ure 6.36 to occur.

Deq + 10 mm ⇥ 20 mm ⇤ 25 mm # 30 mm 3 35 mm

2.8 mm 5 ms 15 ms 7 ms 6 ms 7 ms
2.8 mm 4 ms 12 ms 8 ms 5 ms 13 ms

3.3 mm 4 ms 19 ms 21 ms 14 ms 10 ms
3.3 mm 4 ms 19 ms 19 ms 10 ms 8 ms

4.1 mm 6 ms 19 ms 24 ms 12 ms 14 ms
4.1 mm 6 ms 14 ms 25 ms 11 ms 9 ms

small 2.8 mm bubble, two distinct groups of data form. The first grouping is for the lower

release heights of 10 and 20 mm, which achieve maximum heat fluxes of around 70 – 90

kW/m2. The remaining release heights reach heat fluxes above 200 kW/m2. As previously

shown, the maximum enhancement occurs either due to the direct impact or the impact

of the bubble’s wake. For the release height of 10 mm, the maximum heat flux generally

corresponds to direct impact of the bubble. For release heights greater than 20 mm the

impact of the bubble’s wake results in the maximum convective heat flux. If the bubble tilts

upon impact the wake enhancement will occur earlier. However, at a height of 20 mm in

this case, the wake enhancement occurs later; this is because the bubble partially blocks the

wake access to the surface, which is dependent on the impact angle and bounce trajectory of

the bubble. This is evident in Table 6.2, when comparing occurrence times for the 2.8 mm

bubble.

In the case of the 3.3 mm bubble, three closely defined groups again appear. The lowest

enhancement is for the 10 mm release height, which occurs at a time of 4 ms; this is as-

sociated with the direct bubble impact against the surface, disturbing the thermal boundary

layers. The second group includes the 20 and 25 mm release heights, with a maximum heat

flux occurrence time of 19 ms; this is related to the wake impacting annularly around the

bubble. The final group results in the highest convective heat flux and occurs at intermediate

times; this is due to the increased bubble angle of tilt which leads to the wake reaching the

surface faster. For the largest bubble, 4.1 mm, a clear separation in the data occurs, with the

only grouping occurring for nominally identical tests. Again, the convective heat flux for the

10 mm release height is related to the direct impact of the bubble, with the remaining values

being directly related to the bubble’s wake, impacting around the bubble. All three bub-
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ble sizes have comparable maximum convective heat flux, with the main difference being

both the duration of enhancement and the enhancement affected area. A significant scatter is

present in Figure 6.36, although this is to be expected considering the different enhancement

mechanisms which are responsible for the maximum heat flux and the variability in bubble

motion observed.

6.6 Closing Remarks

This chapter has examined the enhancement in convective heat transfer from a metal hor-

izontal surface during the impact and bouncing process for three different sized bubbles

released from four different release heights in uncontaminated fluid. Firstly, liquid natural

convection from the surface has been explored, as this provides a baseline for this study.

This is followed by an investigation into the change in dimensionless surface temperature,

from the moment the bubble leaves the growth orifice up until the end of the recording. The

next section provides detailed description of the local variation in convective heat flux, dur-

ing the impact process, with the final section detailing the temporal variation in convective

heat flux at specific locations during the initial impact period.

It was found that the bouncing bubble process could be split into three different regimes

by viewing the variation in the surface temperature and relating it to the bubble’s motion.

The first regime is liquid natural convection and begins once the bubble is released from

the growth orifice and extends up until the bubble impacts the surface. The second regime

relates to the direct bouncing of the bubble upon the surface and extends from the moment

of impact up until the bubble attaches itself to the surface. The final regime is related to

the bubble’s wake, which extends from the moment of attachment up until the end of the

experiment. In most cases, the bubble’s wake was observed to disrupt the boundary layer

prior to the bubble being attached to the surface.

In the next section, examples of the convective enhancement were presented for the

different bubble sizes and four different release heights of 10, 20, 25 and 30 mm. It was

clear from the images that substantial variation in convective heat flux occurs, with both

high and low heat flux levels being observed. These variations were found to be due to rapid

movements of the bubble, during the impact and rebound processes. If the rise path of the
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bubble was not vertical, the bubble’s wake was found to be always displaced in the opposite

direction to the bubble’s motion. In the case where the bubble rise was in a vertical path, the

bubble’s wake interacts with the bubble bouncing motion, enhancing heat transfer further.

The next section reported on the temporal variation in both the surface temperature and

the convective heat flux. Distinct locations were chosen for analysis, with each location

having a different profile. Sketches depicting the bubble’s motion and local fluid movement

were presented, showing key moments in the bouncing process. The final section of this

chapter looked at the minimum and maximum heat flux and the times at which these heat

flux levels occurred, relating these levels to different enhancement mechanisms. The maxi-

mum observed convective heat flux was 253 kW/m2, for a 4.1 mm bubble, released from a

height of 35 mm.

Once the bubble has impacted the surface a substantial variation in convective heat trans-

fer occurred. This variation was found to be either spatially symmetric or confined to annular

regions, both within the confines of the bubble and the ensuing wake. Within an area close

to the bubble, substantial and rapid fluctuations in convective heat flux were observed, being

linked to the direct motion of the bubble. On some occasions negative heat flux was ob-

served, indicating that warm liquid was momentarily in contact with the previously cooled

surface. This occurred most notably upon the initial rebound of the bubble from the surface.

However, it was found to occur also during the re-impact and bouncing process, although

the affected area was found to be lower in these cases.

Due the bubble’s size, a fluid dimple formed when the bubble was in the vicinity of the

surface. This fluid dimple was found to initially retard enhancement in the bubble’s centre,

although during the bubble’s rebound from the surface, the captured fluid was propelled

towards the surface due to the inversion of the bubble back to a spherical shape, further

enhancing convective heat transfer. Overall the bubble motion was found to enhance con-

vective heat transfer quite significantly. However, it was found that the ensuing wake was

found to have the greatest convective enhancement, both spatially and temporarily. Two dis-

tinct modes of wake enhancement were found to occur, both being related to the tilt angle of

the bubble upon impact. If the bubble’s impact was parallel with the surface then its wake

created an annular region of cooling around the bubble, whereas if the bubble impact was

at an angle then the wake was displaced to one side of the bubble, creating a “c” shaped
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cooling region. Chapter 7 will focus on the bubble’s wake, as a link to the local fluid motion

is key to the understanding of the enhancement levels encountered in this chapter.

210



Chapter 7

Fluid Flow Field Around Bouncing

Bubble

This chapter presents the general features of the wake created by a rising air

bubble. The local fluid velocity and direction will be investigated and presented

in the form of instantaneous streamlines, velocity vectors and vorticity plots.

Firstly, the fluid motion both ahead of and behind the rising bubble is ex-

plored by means of PIV. This is followed by the exploration of different aspects

of the ensuing wake and how different bubble paths and shape changes result in

different levels of heat transfer enhancement, both spatially and temporally. The

final section will explore the flow responsible for secondary enhancement after

the bubble has attached to the surface.

This chapter serves as an introduction into the complex fluid flow field around

a bouncing bubble.

7.1 Bubble Rise & Impact

In this section instantaneous fluid velocity, velocity streamlines and vorticity data will be

presented for all three bubble sizes of 2.8, 3.3 and 4.1 mm for a release height of 30 mm. As

observed by some authors, the wake structure of a bubble may be split into two regions: the
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primary and secondary wakes [18]. The primary wake is the region of the wake which may

be considered to be still attached to the rear of the bubble, while the secondary wake consists

of fluid structures which are shed from the primary wake and may not follow the bubble’s

direction directly. Secondary wake structures consist either of a standing eddy structure or,

more commonly, fluid structures which are shed from the path of the bubble as presented by

Veldhuis [28].

This section presents the results of Particle Image Velocimetry (PIV) measurements of

the fluid direction and velocity in the x-z plane; the main focus is on the primary wake,

immediately at the rear of the bubble. All tests were performed with simultaneous heat

transfer measurements. As the laser light sheet is shone from left to right in the x-z plane,

the bubble blocks and reduces the laser light intensity on the right hand side of the plane

i.e where Sx is positive. This causes spurious vectors and structures, which are not part of

the localised fluid motion, to appear. As shown in previous chapters, the bubble undergoes

significant shape changes during its rise and, in particular, upon impact and rebound. As

the bubble shape becomes more spherical, while still being illuminated by the light sheet,

the bubble itself acts as a large seeding particle; this spherical shape induces Mie scattering,

resulting in a “flash” of light, which consumes an area much larger than the bubble itself.

This again causes spurious vectors and artificial flow structures. With the present set-up,

these anomalies are unavoidable and are an inherent problem with two phase flow PIV.

Where possible, images with Mie scattering due to the bubble are not presented, instead a

similar image at a later time is presented.

The approximate location and maximum extremities of the bubble have been inferred

from the raw PIV images and will be depicted by means of an ellipse; this is not the exact

outline of the bubble. The interior of this ellipse contains velocity vectors, which, in fact,

represent the bubble’s velocity. This is due to the fact that the glass tracer particles stick to

the bubble and are, in turn, illuminated, allowing the bubble’s velocity to be inferred. The

following sections will explore the wake generated by the three different bubble sizes.
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Figure 7.1: Instantaneous streamlines around a 2.8 mm bubble, released from a height of 30 mm, at a
time of 24 ms prior to impact. The approximate outline of the bubble is illustrated by means of a red
ellipse. The surface is at Sz =30 mm.
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Figure 7.2: Instantaneous velocity vectors and vorticity (wy) around a 2.8 mm bubble, released from
a height of 30 mm, at a time of 24 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red. The spurious vectors are evident on the bubble’s right hand side.

7.1.1 Case 1: 2.8 mm Bubble

This section presents the instantaneous velocity streamlines and vorticity data for the flow

around a 2.8 mm bubble at different times during the bubble’s rise. For all cases shown the
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surface is at 30 mm. Figure 7.1 illustrates the velocity magnitude, |Vf |, of the fluid, with

the instantaneous streamlines superimposed, at a time of 24 ms prior to impact against the

heated solid surface. The bubble is 8 mm from the surface at this instant. As the major axis

is parallel with the surface at this particular instant, there is a symmetry in the streamline

and velocity data1. Figure 7.2 illustrates the same 2.8 mm bubble at the same time, with

vorticity (wy) and velocity vectors being depicted.

In these figures, it is clear that high levels of velocity and vorticity are present both

ahead and behind the bubble, with an area extending to 1 mm ahead of the bubble having a

significant forward fluid motion. The fluid at the rear of the bubble, extending over a 1 – 2

mm region, is significantly affected by the bubble’s presence. In Figure 7.1, the streamlines

ahead of the bubble indicate that the far field fluid is affected by the presence of the bubble,

as it is constrained between the surface and the rising bubble. Fluid at the side of the bubble

flows around the edge and collects at the rear of the bubble. This creates a region of fluid

circulation, which is highlighted by the streamlines and high counter clockwise vorticity at

the bubble’s left hand edge. This shear flow combines with the rest of the bubble’s wake at

the rear of the bubble.

Figures 7.3 and 7.4 illustrate the same 2.8 mm bubble but at 12 ms prior to impact on the

surface, with the bubble’s centroid being at Sz = 25.5 mm. The bubble’s major axis in this

case has begun to tilt, by approximately 2�. This shift results in slightly higher fluid velocity

on the left hand side of the bubble. The streamlines in Figure 7.3 indicate, that the fluid

is still flowing around the bubble, although the rear primary wake is no longer symmetric,

as can be inferred from Figure 7.4. In this case, a kink in the primary wake occurs, with

the more dominant structure occurring on the left hand side of the bubble. This instability

initially occurs at a time of 18 ms prior to impact, which corresponds to a height (Sz) of

approximately 22.5 mm. In Figure 7.4 it can be seen that the line of no vorticity is centred

to the left of the central axis (Sx) at 22.5 mm, but that this region of zero vorticity at a height

of 24 mm is centred in the positive Sx direction. It is thought that this shift at the rear of the

bubble causes the bubble to turn.

Figures 7.5 and 7.6 illustrate the flow field around the 2.8 mm bubble, 6 ms prior to

1The fluid motion on the right hand side of the bubble can not be completely determined due to the laser
light being blocked by the bubble itself.
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Figure 7.3: Instantaneous streamlines around a 2.8 mm bubble, released from a height of 30 mm, at
a time of 12 ms prior to impact. The approximate outline of the bubble is illustrated by means of an
red ellipse.
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Figure 7.4: Instantaneous velocity vectors and vorticity (wy) around a 2.8 mm bubble, released from
a height of 30 mm, at a time of 12 ms prior to impact. The approximate outline of the bubble is
illustrated by means of an black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

impact. In this case the surface can be inferred at a height of 30 mm, 2 – 3 mm above the

bubble position. The bubble’s major axis was found to be at an angle of approximately

10� from the horizontal, with the bubble’s centroid moving away from the centre of the test
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Figure 7.5: Instantaneous streamlines around a 2.8 mm bubble, released from a height of 30 mm, at a
time of 6 ms prior to impact. The approximate outline of the bubble is illustrated by means of an red
ellipse.
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Figure 7.6: Instantaneous velocity vectors and vorticity (wy) around a 2.8 mm bubble, released from a
height of 30 mm, at a time of 6 ms prior to impact. The approximate outline of the bubble is illustrated
by means of an black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is coloured red.

section. The direction of motion in the y-z plane is unknown as only a single camera is

utilised in the current PIV set-up. In the region ahead of the bubble, the fluid no longer has

a vertical escape route, therefore fluid must move either to the left or right of the bubble,

to regions of lower pressure. In Figure 7.5, it can be seen that the fluid divides in this way
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Figure 7.7: Instantaneous velocity vectors and vorticity (wy) around a 2.8 mm bubble, released from
a height of 30 mm, as the bubble impacts the surface. The approximate outline of the bubble is
illustrated by means of an black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

at a position of (-0.5, 29) mm, even though two thirds of the bubble is to the right of this

position.

Figure 7.7 shows the vorticity and velocity vectors as the left hand edge of the bubble

impacts the surface. At this point in time it is clear that much of the bubble is to the right of

the centre line, while a significant portion of the wake has a direct path to the surface. The

direction of this rising wake is still along a vertical path. What is notable in Figure 7.7 is

the extent of the wake, which is still rising as the bubble impacts the surface. As shown in

Chapter 5 the bubble achieves its maximum rise velocity approximately 50 ms into its rise

(Figure 5.16), with the majority of the wake being created after this time; this wake is what

is visible for 20  Sz  28 mm in Figure 7.7. Interestingly, in Figure 7.7 the trailing wake

exhibits separated regions of higher vorticity.

Figure 7.8 illustrates the same time frame as Figure 7.7, although in this case the instan-

taneous convective heat flux along the line coincident with the laser light sheet is shown, in

conjunction with the velocity magnitude and velocity streamlines. Again the approximate

outline of the bubble is shown in red. In this case the bubble has only tilted in the x-z plane.

This was inferred from the IR images. One noticeable feature is the spike in convective flux
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Figure 7.8: Instantaneous streamlines around a 2.8 mm bubble, released from a height of 30 mm, as
the bubble impacts the surface. The upper graph is the instantaneous convective heat flux along a line
coincident with the laser light sheet. The approximate outline of the bubble is illustrated by means
of a red ellipse.

where the first edge of the bubble impacts the surface. This spike is thought to be initiated

by the bubble impact and further enhanced by the bubble’s wake. The wake is evident in

Figure 7.8, as the region of high velocity at the rear of the bubble. As the bubble impacts at

an angle, its impact position is to the right of the ensuing wake and is thought to displaced

the majority of the thermal boundary layer, reducing its thickness. This is believed to allow

the cool wake fluid access to the surface, thereby facilitating strong convective cooling.

Figure 7.9 illustrates the continued impact of the bubble on the surface, 1 ms after the

first edge of the bubble impacted the surface. In this case the bubble has shifted slightly to

the right, expelling warm boundary layer fluid to the right of the bubble. What is notable at

this time is that, adjacent to the surface at (-1, 29.5) mm, velocity vectors indicate that fluid

is pulled towards rather than pushed away from the bubble. A rapid decrease in convective
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Figure 7.9: Instantaneous velocity vectors and vorticity (wy) for flow around a 2.8 mm bubble, re-
leased from a height of 30 mm, 1 ms after the initial impact of the bubble. The upper graph is the
instantaneous convective heat flux along a line coincident with the laser light sheet. The approximate
outline of the bubble is illustrated by means of a red ellipse.

flux is expected to result from warm boundary layer fluid being pulled across a previously

cooled region of the surface. However, in this case the boundary layer fluids to the left of the

bubble has been replaced by cool wake fluid due to the impact angle of the bubble. Hence,

the lateral fluid moment shown in Figure 7.9 is, in fact, cool fluid being drawn along the

surface, thereby increasing convective heat flux.

Figure 7.10 illustrates the continued impact of the bubble on the surface, 3 ms after the

first edge of the bubble was impacted. Firstly, the main difference in terms of convective

heat flux is an increase in the peak heat flux amplitude, when comparing Figures 7.9 and

7.10. The left hand spike in Figure 7.10 is thought to be from the initial impact being re-

convected by the bubble’s rebound motion, while the second, lower peak may result from

the continued impact of the bubble. In this case, the infrared images pointed towards the
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Figure 7.10: Instantaneous velocity vectors and vorticity (wy) for flow around a 2.8 mm bubble,
released from a height of 30 mm, 3 ms after the initial impact of the bubble. The upper graph is the
instantaneous convective heat flux along a line coincident with the laser light sheet. The approximate
outline of the bubble is illustrated by means of a red ellipse.

presence of an impact dimple; this can be inferred from Figure 7.10 as the PIV plane passes

though the centre of the bubble’s impact zone. At the rear of the bubble, it appears that

perhaps a toroidal vortex is still present at an approximate height of 28 mm. The main

portion of the wake has shifted a little closer to the surface, while the portion of the wake

which impacted first is disrupted by the rebound of the bubble into the wake; this, in turn,

stops the convective enhancement for a few milliseconds.

7.1.2 Case 2: 3.3 mm Bubble

Figures 7.11 and 7.12 illustrate the velocity magnitude, streamlines and vorticity for the

flow field around a 3.3 mm bubble released from a height of 30 mm. The time in this case

is 24 ms prior to impact and the bubble is at approximately 8.5 mm below the test surface.
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Figure 7.11: Instantaneous streamlines from a 3.3 mm bubble, released around a height of 30 mm, at
a time of 24 ms prior to impact. The approximate outline of the bubble is illustrated by means of a
red ellipse.
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Figure 7.12: Instantaneous velocity vectors and vorticity (wy) around a 3.3 mm bubble, released
from a height of 30 mm, at a time of 24 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

When comparing this 3.3 mm bubble to the 2.8 mm bubble at the same time prior to impact

(Figures 7.1 and 7.2), the larger bubble is noticeably wider, while being similar in height.

The fluid velocity at the rear of the 3.3 mm bubble is significantly higher, with maximum
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values of around 350 mm/s, compared with 270 mm/s behind the 2.8 mm bubble. The extent

of the 3.3 mm bubble’s wake is also marginally (1 mm) longer2. The streamline patterns are

remarkably similar for the two cases, with the main variation being the density of streamlines

at particular locations.
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Figure 7.13: Instantaneous velocity vectors and vorticity (wy) around a 3.3 mm bubble, released
from a height of 30 mm, at a time of 18 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

For the 3.3 mm bubble featured in Figure 7.11, the wake structure is asymmetric at a

time of 24 ms prior to impact, while at a time of 26 ms (not shown here) a symmetric wake

structure was apparent. As noted in Chapter 5, during the bubble rise the bubble’s shape

continually oscillates. Also, the lateral extremities of the bubble shift from being above

the centroid to being below the centroid, which suggests that the edges of the bubble move

almost separate to the centroidal movement. This causes regions of higher vorticity to roll

off the bubble’s edge, which become entangled in the wake. As can be seen in Figure 7.12

at a position of (0, 19.5) mm, small counter rotating vortices appear. As these are against the

direction of the main flow, they are forced to reverse and follow the ensuing wake within 1

ms; this partial flow separation occurred periodically during the bubble’s rise.

Figure 7.13 illustrates the vorticity and velocity vectors for the 3.3 mm bubble 6 ms later

2The length of the wake is defined as a zone with a velocity of greater than 150 mm/s.
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Figure 7.14: Instantaneous velocity vectors and vorticity (wy) around a 3.3 mm bubble, released
from a height of 30 mm, at a time of 12 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

in its rise. Again similarities arise with Figure 7.12, with the same small counter rotation

vortices being engulfed by the larger toroidal vortex. This vortex pair is at a height of

Sz = 21.5 mm, while in Figure 7.12, this joining event occurs at a height of Sz = 19.5 mm.

These structures are continually generated as the bubble’s shape varies; this is consistent

with the variation in the bubble’s aspect ratio (c) shown in Figure 5.15 for contaminated

fluid.

In Figure 7.14, 6 ms later, the bubble changes shape and direction. As previously dis-

cussed in Section 5.1, if the bubble becomes increasingly elongated during its rise, it will

suddenly almost stop and revert to a more spherical shape. A very approximate bubble shape

is illustrated in Figure 7.14. In this case the bubble moves out of the laser plane slightly, all

the while shifting to the right.

7.1.3 Case 3: 4.1 mm Bubble

Figures 7.15 and 7.16 illustrate the velocity magnitude, streamlines and vorticity for flow

around a 4.1 mm bubble released from a height of 30 mm. The time shown is 42 ms prior to

impact, which is early in the bubble’s rise. Notably, the affected area due to the rising bubble
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Figure 7.15: Instantaneous streamlines in the flow field around a 4.1 mm bubble, released from a
height of 30 mm, at a time of 42 ms prior to impact. The approximate outline of the bubble is
illustrated by means of a red ellipse.

ωy [1/s]

−0.25

−0.2

−0.15

−0.1

−0.05

0

0.05

0.1

0.15

0.2

0.25

Sx [mm]

S z [m
m

]

−6 −5 −4 −3 −2 −1 0 1 2 3 4 5 6
12

13

14

15

16

17

18

19

20

Figure 7.16: Instantaneous velocity vectors and vorticity (wy) from a 4.1 mm bubble, released from
a height of 4.1 mm, at a time of 42 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

is significantly larger, when compared to the smaller bubbles. This is evident in comparing

the streamline patterns in Figure 7.15 with those for the previous two bubbles in Figures 7.1

and 7.11 (at a different time). The streamlines in Figure 7.15 extend to ±6 mm, well beyond
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Figure 7.17: Instantaneous streamlines around a 4.1 mm bubble, released from a height of 30 mm, at
a time of 24 ms prior to impact. The approximate outline of the bubble is illustrated by means of a
red ellipse.
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Figure 7.18: Instantaneous velocity vectors and vorticity (wy) around a 4.1 mm bubble, released
from a height of 30 mm, at a time of 24 ms prior to impact. The approximate outline of the bubble
is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise is
coloured red.

the zone affected for the smaller bubbles. At this particular time period, the wake at the rear

of the bubble appears steady and symmetrical, extending a significant distance behind the

bubble.
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Figure 7.19: Instantaneous velocity vectors and vorticity (wy) for flow around a 4.1 mm bubble,
released from a height of 30 mm, at a time of 12 ms prior to impact. The approximate outline of the
bubble is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise
is coloured red.
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Figure 7.20: Instantaneous velocity vectors and vorticity (wy) for flow around a 4.1 mm bubble,
released from a height of 30 mm, at a time of 6 ms prior to impact. The approximate outline of the
bubble is illustrated by means of a black ellipse. Clockwise vorticity is coloured blue, anti-clockwise
is coloured red.

In contrast, Figures 7.17 and 7.18, for a time of 24 ms prior to impact, illustrate a far

more turbulent wake, with regions of high turbulence. What is notable is the change to a
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less elongated bubble shape, with the high velocity region of the wake being separated from

the bubble. Again, as shown in Chapter 5 the oscillation frequency for this larger bubble is

significantly lower than that for the smaller bubbles (Figure 5.21).

Figure 7.19 illustrates the vorticity at a time of 12 ms prior to impact. It is clear that

counter rotating vortices are interacting with one another at the rear of the bubble. Thus, at

a position of (0, 23.5) mm in Figure 7.19, two small vortices, which appear to be opposing

the main flow direction in this zone, are surrounded by the main circulation toroidal vor-

tex. Again it is evident that the bubble is less elongated than at the earlier times shown in

Figures 7.15 and 7.16.3

Figure 7.20 illustrates the vorticity at a time of 6 ms prior to impact and 6 ms after that

shown in Figure 7.19. In this case the region of opposing vorticity discussed in relation to

Figure 7.19 has shifted slightly to a position of (0, 24.5) mm. The exact source of these

vortices is thought to be the periodic and rapid change in the bubble’s shape as it rises

through the fluid.

As the bubbles in this study are quite large, while also having high initial rise velocities,

a significant amount of fluid is entrained at the rear of the bubble. This region, in which

vortices are formed and subsequently shed, is known as the primary wake [18], as shown

in Figure 2.8. These shed vortices form the far wake and continue to rise and mix with the

surrounding fluid as the bubble rises. The primary wake was found to have the highest fluid

velocity, with a fall-off in velocity with distance from the bubble’s rear.

7.2 Wake Development

In this section the wake ensuing from the bubble will be explored, both from a fluid flow and

convective heat transfer perspective. The development of the bubble’s wake has been shown

to be dictated by the size of the bubble and the oscillation of the bubble’s shape as it rises

through the test section, with its impact angle/major axis angle being of most importance. It

is this angle which will determine the wake’s direction relative to the surface and the level

and affected area of enhancement. This section will mainly focus on the wake produced

3The illustrated ellipse is not the true bubble shape, it is merely an indicator of the centroid and extent of
the bubble’s edges. The actual outer tips of the bubble may be above or below the bubble’s centroid.
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by a bubble which impacts at an angle, with the final section exploring the enhancement

due to bubbles which impact the surface with a major axis parallel to the surface. The

convective enhancement will be presented for a slice of the surface along the direction of

motion of the bubble, and will show the local temporal variation in the convective heat flux

and dimensionless surface temperature. In some cases the slice, Ssl , might be aligned with

the Sx direction, although this will not always occur. This temporal variation in convective

heat flux and temperature will be used in conjunction with instantaneous 2D surface maps,

and with fluid velocity and streamline data at appropriate points in time.

The convective heat flux and surface temperature are shown at a specific instant in time,

however in order to get a sufficient pixel shift in the post processing of the corresponding

PIV data, Dt was varied depending on the pixel shift observed.

7.2.1 Case 1: 2.8 mm Bubble

Figure 7.21 illustrates the instantaneous convective heat flux and dimensionless surface tem-

perature (Equation 6.6) along a line on the surface for a 2.8 mm bubble with a bubble release

height of 30 mm. Data are plotted at 2 ms intervals for a period from 0 – 20 ms after the

initial impact. The line, one pixel in width, along which the data are plotted is marked in

Figure 7.22, which shows the instantaneous convective heat flux and dimensionless surface

temperature at 10 ms after impact.

It is apparent in Figure 7.21 that a significant variation, both spatial and temporal, in

convective heat flux occurs. Within this time frame, 0 – 20 ms, the bubble’s impact and

rebound process is captured. The left hand side of the bubble was found to impact first at

Ssl = -0.5 mm, before the right hand side of the bubble impacts. The impact zone extends

as far as 3 mm, with the impact wash extending to 4 mm. In this particular example, the

featured slice along the surface happens to be through the central region of the bubble,

where the impact dimple is present, as the bubble motion was found to be confined in the Sx

plane. This results in a limited convective enhancement within the central region, which is

also highlighted by the local peak in surface temperature at a distance of around 1 – 2 mm.

The direct enhancement due to the bubble is evident up until a time of 6 – 8 ms. At 8 ms,

the bubble has fully departed the surface, with an approximate centroidal position of (1.6,
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Figure 7.21: Convective heat flux and dimensionless surface temperature along a defined slice of the
surface, with data shown at 2 ms intervals, during a time period of 0 – 20 ms, where 0 ms correspond
to the impact of the bubble on the surface. Bubble diameter = 2.8 mm with a release height of 30 mm.

28.7) mm in the x-z plane. At this particular time the convective heat flux begins to reduce at

a position of Ssl = -0.5 mm in Figure 7.21, while the surface temperature continues to drop.

However, the temperature drop per millisecond is reduced, which can be inferred due to the

closer temperature lines.

Figure 7.22 illustrates the instantaneous convective heat flux and dimensionless surface

temperature at a time of 10 ms after the initial impact, with the black line indicating the

location and direction of the surface slice featured in Figure 7.21. It is immediately evident

that the left hand zone has significantly higher convective heat flux spatial variations, with

the right hand side exhibiting low negative heat flux values. As previously discussed, the
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Figure 7.22: (a) Convective heat flux and (b) dimensionless surface temperature for a 2.8 mm bub-
ble, at a time of 10 ms after the initial impact. The black line indicates the surface slice shown in
Figure 7.21. Bubble diameter = 2.8 mm with a release height of 30 mm.

maximum convective enhancement due to the direct impact of the bubble was found to be

100 kW/m2; this indicates that in Figure 7.22 the very high enhancement observed on the

left hand side is wake related rather than a result of direct bubble enhancement. In order to

explore further the effect of the wake, the instantaneous streamlines and fluid velocity at a

time of 8 ms are presented4 in Figure 7.23.

In Figure 7.23 the main region of relevance for heat transfer enhancement is the negative

Sx direction. This is because the region between 0 – 4 mm contains the bubble, and beyond

4 mm in the positive x direction any apparent fluid motion is in fact a loss of correlation

between images, due to the bubble blocking the laser light sheet. The majority of the fluid

within the plot is undisturbed, but the main wake created during the bubble rise can be

inferred at a position of 0 mm. In the zone where the bubble is present, centred on Sx = 2

mm, the rebound of the bubble pushes fluid back into the bulk fluid. This fluid motion is

evident due to the streamline direction at an approximate position of (3, 26) mm in the x-z

plane.
4At a time of 10 ms the bubble’s shape is spherical, causing a flash of laser light which affects the PIV

correlation resulting in a significant amount of spurious vectors. Therefore a time of 8 ms is presented instead.
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Figure 7.23: Instantaneous streamlines for a 2.8 mm bubble, released from a height of 30 mm, at a
time of 8 ms after impact.

The portion of the wake which is of interest for enhancement is that positioned at the

surface, around Sx = 0 mm. This portion of the wake impacts extremely quickly, as the

bubble has shifted its rise position as the bubble direction changes, which is to be expected

as a bubble of this size would have a final spiral path. Once the wake impacts the surface,

any boundary layer fluid within the impact zone is thought to be expelled from the region.

In the next phase the bubble begins to rebound from the surface, which, in turn, causes

a portion of the impacted wake to be drawn away from the surface. This results in a re-

circulation zone at a position of (-2, 29) mm in Figure 7.23. This zone recombines with the

wake which is continuing to rise, further reducing the surface temperature. This is consistent

with the surface temperature plot shown in Figure 7.21, with the recirculating fluid and fresh

cool wake impacting the surface in both the positive and negative Ssl direction. In terms of

enhancement levels, the maximum convective heat flux occurs at a time of 6 ms, with a value

of approximately 170 kW/m2.

Figure 7.24 illustrates the instantaneous variation in the convective heat flux and dimen-

sionless surface temperature along the same line on the surface between the times of 20 –

60 ms. In this case the time interval between frames is increased to 4 ms, to account for the

reduced fluid velocity. The bubble diameter is 2.8 mm and the release height is 30 mm, as

before. At a time of 20 ms, the bubble was found to be at a position of (2.4, 27.5) mm in

231



7.2. WAKE DEVELOPMENT

−6 −4 −2 0 2 4 6 8 10
−20

0

20

40

60

80

100

q" co
nv

 [k
W

/m
2 ]

 

 
20 ms
24 ms
28 ms
32 ms
36 ms
40 ms
44 ms
48 ms
52 ms
56 ms
60 ms

−6 −4 −2 0 2 4 6 8 10

0.2

0.4

0.6

0.8

1

Ssl [mm]

T m
 [−

]

Figure 7.24: Convective heat flux and dimensionless surface temperature along a defined slice of the
surface, during a time period of 20 – 60 ms. The convective flux scale is lower in this case. Data
shown at a 4 ms interval, for a 2.8 mm bubble and a release height of 30 mm.

the x-z plane, before re-impacting at a time of 34 ms. At a time of 45 ms, the bubble begins

its second bounce, with its re-impact occurring at a time of 59 ms at a new position of (3.7,

28.6) mm, in the x-z plane. The bouncing event dictates the variation in convective heat flux,

in the zone between 2 mm and 6 mm. Notably, both negative and positive convective heat

flux occur in the time period shown, with the negative convective heat flux thought to be

due to warm boundary layer fluid being convected towards the surface, due to the bubble

motion.

As observed in Figure 7.21, the convective enhancement was found to be moving in two

directions along the featured line, both towards and away from the bubble. This enhance-
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ment structure continues in Figure 7.24, although as time continues the enhancement levels

reduce steadily from 100 kW/m2 at 20 ms to 30 kW/m2 at a time of 60 ms, at the left hand

side of the wake (Ssl < 0 mm).
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Figure 7.25: (a) Convective heat flux and (b) dimensionless surface temperature for a 2.8 mm bubble,
at a time of 30 ms after the initial impact. Bubble release height is 30 mm.

As the bubble in this particular case has shifted to the right, away from its initial impact

zone, this exposes the surface to the continually rising wake. This sideways motion was

found to drag the continually rising wake to this newly exposed zone, resulting in a rapid

reduction in temperature. This rapid reduction in surface temperature is apparent between

the limits of Ssl = 0 – 3 mm in Figure 7.24. This region was the initial impact zone, which

was within the bubble’s impact dimple and therefore did not experience a significant drop

in temperature until this moment.

Figure 7.25 illustrates the convective heat flux and dimensionless temperature map for

the entire surface at a time of 30 ms. In Figure 7.25 (a), it is clear that the wake has spread

symmetrically either side of the chosen line. Two zones have significant convective heat

flux, these being the bouncing bubble region (Sx ⇡ 3 mm) and the zone affected by the wake

(Sx ⇡ -2 mm). Figure 7.26 illustrates the streamlines and velocity magnitude at the same

time of 30 ms. An increased time step of 2 ms was used for the PIV testing in this case,
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Figure 7.26: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 30 ms after impact.

allowing the continually rising wake to be more defined. In Figure 7.26 the splitting of the

wake is evident, with regions of circulation at Sx = -2 mm and Sx = 1 mm, respectively.

Figure 7.27 illustrates the convective heat flux and surface temperature for the same

surface slice, but in this case the time period runs from 60 to 140 ms; with an increased

time step of 8 ms for clarity. During this time period the bubble was found to be oscillating

on the surface, moving from Ssl = 3.7 mm to Ssl = 6.3 mm. This lateral motion results in

an enhancement akin to a bubble sliding beneath an inclined surface, although in this case

the motion is slow and the bubble’s shape is oscillatory. At a position of Ssl > 3 mm in

Figure 7.27, a significant dip in convection occurs at a time of 60 ms, in a zone between the

edge of the bubble and its centroid; this results from warm fluid being forced onto the surface

due to the bubble’s motion. This drop in convection is immediately followed by a spike in

enhancement, which steadily reduces and shifts from a maximum at Ssl = 3 mm towards a

lower peak at Ssl = 5 mm. This convective cooling results from the primary wake generated

by the sliding, oscillating bubble, that draws cool fluid from the continually rising wake,

along the surface. It is difficult to observe the fluid motion ahead of the bubble. However,

as the bubble slides it continually oscillates; this is thought to pull and push the undisturbed

boundary layer fluid slightly ahead of the bubble.

Notably at a time of approximately 100 ms the surface temperature increases slightly, just
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Figure 7.27: Convective heat flux and dimensionless surface temperature along a define slice in the
surface, during a time period of 60 – 140 ms. The convective flux scale is lower in this case. Data
shown at a 8 ms interval, for a 2.8 mm bubble and a release height of 30 mm.

observable at Ssl = 4 mm, followed by a steady and more pronounced increase as its position

shifts to Ssl = 6 mm. The maximum expected dimensionless surface temperature of Tm = 1

is determined by liquid natural convection. However, in this particular case, it is the air

within the bubble, which is in contact with the surface, which causes the observed increase

in temperature. This temperature increase coincides with a reduction in the convective heat

flux, which can be inferred at a time of 140 ms, in the region defined by Ssl = 6 – 8 mm.

The shift in position is simply due to the motion of the bubble. In this case it is thought that

the liquid film which separates the bubble from the surface is still intact, as the bubble slides

along the surface.
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Figure 7.28: (a) Convective heat flux and (b) dimensionless surface temperature for a 2.8 mm bubble,
at a time of 100 ms after the initial impact.
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Figure 7.29: Instantaneous streamlines for flow around a 2.8 mm bubble, released from a height of
30 mm, at a time of 100 ms after impact. (a) left region of recirculation, (b) main rising wake, (c)
mixing region and (d) fluid motion linked to sliding/bouncing bubble motion.

Figure 7.28 illustrates the convective heat flux and dimensionless temperature at a time

of 100 ms. At a position of (4, 0) mm in Figure 7.28 (a), a small region of locally high
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convective heat flux occurs. This is thought to be due to the sliding motion of the bubble

in the positive Sx direction. Although difficult to see in this map, a small region of low

convective heat flux occurs at a position of (6, 0) mm, corresponding to the current location

of the bubble. The fluid motion at 100 ms is illustrated in Figure 7.29, with a correlation

separation time Dt of 8 ms. In Figure 7.29 four distinct regions of fluid flow are present: the

main rising wake, the left region of circulation in the negative Sx direction, the fluid motion

parallel with the surface in the direction of the bubble’s motion in the positive Sx direction,

and a mixing zone located at (5, 24) mm in the x-z plane.

The left most region identified as point (a) in Figure 7.29 is mostly comprised of re-

circulating fluid, with a portion of the fluid being expelled to the bulk fluid. The right most

wake, which is indicated by streamlines parallel to the surface, point (d), is again thought to

be a result of the sliding motion of the bubble, drawing the rising wake along the surface.

The final flow region identified, point (c), consists of two counter rotating vortices at (5, 24)

mm, and was created during the initial bubble rebound from the surface; this highlights the

high velocity during the bubble’s rebound from the surface. The direction of this vortex pair

is though to be dictated by the bubble rebound process and by the rising wake, which causes

some deflection. The local fluid temperature in this mixing zone is not known; however,

visual observations indicate that density variations are present, indicating that a portion of

this wake contains some boundary layer fluid.

Figure 7.30 illustrates the convective enhancement and dimensionless surface temper-

ature between times of 140 – 260 ms in the same test, with a time step of 12 ms. From

Figure 7.30 three zones of convective cooling are evident, these being the left hand wake,

the central region and a region of enhancement at around (4 – 8) mm in the positive Ssl di-

rection. The region centred on Ssl = -4 mm represents wake continually spreading along the

surface, albeit significantly more slowly than in the previous time frames. The convective

enhancement is only twice that of liquid natural convection, with a value of less than 20

kW/m2. In the central region, -2  Ssl  4 mm, the convective heat flux is at the level of

liquid natural convection. This is not sufficient to match the heat generation, resulting in

a steady increase in Tm, as seen in Figure 7.30. In this case the initial surface temperature

prior to impact is approximately 53�C.

The convective heat flux beneath the bubble is approximately half that of liquid natural
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Figure 7.30: Convective heat flux and dimensionless surface temperature along a defines slice in the
surface, during a time period of 140 – 260 ms. The convective flux scale is lower in this case. Data
shown at a 12 ms interval, for a 2.8 mm bubble and a release height of 30 mm.

convection. At a time of 140 ms, the bubble is positioned at Ssl = 6.2 mm, before moving to

the position Ssl = 7.7 mm at a time of 260 ms, leading to an increase in surface temperature

of around 3�C. As the bubble is continually moving, the increase in surface temperature is

reduced by the bubble’s wake, which steadily reduces in strength as the bubble’s velocity

decreases. This wake is again evident in Figure 7.31 (a) at a position of Sx = 6 mm, at a time

of 150 ms. Again the reduced convective heat flux beneath the bubble can be just detected

ahead of the ensuing wake in Figure 7.31 (a).

Figure 7.32 illustrates the streamlines and fluid velocity at a time of 150 ms, with a time

step of 12 ms. In this case, five regions of fluid circulation are observable. The first four
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Figure 7.31: (a) Convective heat flux and (b) dimensionless surface temperature for a 2.8 mm bubble,
at a time of 150 ms after the initial impact. (i) is the wake enhancement and (ii) is the bubble location.
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Figure 7.32: Instantaneous streamlines around a 2.8 mm bubble, released from a height of 30 mm, at
a time of 150 ms after impact.

are similar in origin to those observed in Figure 7.29 and described above. The two counter

rotating vortices originally at (5, 24) mm, have now shifted to (6, 23) mm. The additional

region of high velocity occurs at a position of (1, 24) mm, with a clockwise rotating vortex to
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the left. This region of fluid moving away from the surface is thought again to be produced

by the rebounding bubble; as it is directly opposing the rising wake a significantly sized

vortex is created, which deflects the rising wake.
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Figure 7.33: Convective heat flux and dimensionless surface temperature along a define slice in the
surface, during a time period of 260 – 460 ms. The convective flux scale is lower in this case. Data
shown at a 20 ms interval, for a 2.8 mm bubble and a release height of 30 mm.

Figure 7.33 illustrates the convective heat flux variation between 260 and 460 ms. During

this time period the bubble only moves 0.3 mm, with its final position being at approximately

8 mm. The film separating the bubble directly from the surface is thought to rupture at a time

of 340 ms. This rupture results in an increase in the surface temperature beneath the bubble,

which is evident in Figure 7.33 from a time of 340 ms onwards. Notably, the convection at

Ssl = -6 mm, although at heat flux levels just above liquid natural convection, is responsible
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for a reduction in surface temperature. The central zone can be seen to begins its recovery

towards the original surface temperature, the beginning of which is seen in Figure 7.34.
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Figure 7.34: (a) Convective heat flux and (b) dimensionless surface temperature for a 2.8 mm bubble,
at a time of 300 ms after the initial impact.
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Figure 7.35: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 300 ms after impact.

In order to understand this recovery in temperature the temporal response of the sys-
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tem is assessed, based on the water thermal diffusivity, a, and the thermal boundary layer

thickness, d. Thus, the response time for the boundary layer to redevelop (twater = a/d2) is

of the order of twater = 38 ms, indicating that the surface should recover more rapidly than

observed here. The reason for slow recovery in surface temperature may be due to the con-

tinually shifting wake, shown in Figure 7.35, where significant fluid motion is still taking

place, disrupting the outer thermal boundary layers.

This example of the wake is for the 2.8 mm bubble at a release height of 30 mm; similar

processes occur as the release height is increased. Also, larger bubbles which impact at

an angle produce similar convective heat transfer patterns to those shown in this example,

although with an increased affected area. In the next section an example will be presented

whereby the separate regions of vorticity in the wake impact the surface separately, with this

type of convection being evident in Figure 6.10 for a 2.8 mm bubble.

7.2.2 Case 2: 3.3 mm Bubble

As the bubble size is increased, the extent of the wake or impact zone is much larger, with

the wake having a slightly greater enhancement effect. This may be inferred from the area of

disturbed fluid as the bubble rises through the test section, which increases with increasing

bubble volume. Although the area affected increases, the way in which this occurs is the

same as described in the previous section for the 2.8 mm bubble. In this section the wake

of a 3.3 mm bubble, released from a height of 35 mm, will be presented. This was found

to be an unusual case, where the wake appears to partially separate from the upon impact.

This situation was not observed during PIV experiments for the lower release height of 30

mm, so the following section will only show the bubble’s position by means of the camera

images.

Figure 7.36 illustrates the time varying convective heat flux and dimensionless surface

temperature for a 3.3 mm bubble, released from a height of 35 mm. The direction along

the surface investigated by the slice line is marked on Figure 7.37 and is in the bubble’s

wake impact and travel direction. During the bubble’s rise, above a height of 25 mm, the

bubble’s major axis tilts, as the bubble moves in the negative Sx and positive Sy direction.

Furthermore, at a height approaching 30 mm, the bubble veers further in the negative Sx
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Figure 7.36: Convective heat flux and dimensionless surface temperature along a defined slice in the
surface, with a time separation of 1 ms, during a time period of 0 – 10 ms, 3.3 mm bubble, rise height
of 35 mm.

direction, although not displayed here. The rapid change of direction is perhaps due to the

increase in pressure ahead of the bubble and the fact that the bubble’s shape was found to be

very elongated. This rapid change in direction is followed by a rapid change in the bubble’s

shape. The shape and location of the bubble at impact is shown in Figure 7.38 (a). Notably,

the bubble’s centroid is at approximately Sx = -4 mm.

In Figure 7.36, two main zones of cooling occur, one being due to direct impact of the

bubble (Ssl = 2�5 mm), with the second being around (Ssl = 6�9 mm), during the first 7 ms

after the initial impact. These two cooling zones can be inferred from Figure 7.37 at a time

of 8 ms; with the bubble’s impact being the left most zone. At a time of 8 ms, the separation
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Figure 7.37: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 8 ms after the initial impact. The black line indicates the slice shown in Figure 7.36.
(i) points to the symmetric zones of low convective flux and (ii) is the approximate location of the
bubble.
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Figure 7.38: Bubble images at (a) Impact and (b) 8 ms after impact for a 3.3 mm bubble, released
from a height of 35 mm.
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region between the two zones begins also to experience an increase in convective cooling.

The bubble’s position at 8 ms is shown in Figure 7.38 (b), with the bubble having shifted its

position by 1 mm in the negative Sx direction. The bubble’s shape also undergoes a rapid

change, with the “vertical” right hand edge, rolling to the left hand side (Figure 7.38 (a)–

(b)). This causes an increase in the convective cooling, although two symmetrical regions of

low convective flux are observable in Figure 7.37, either side of the line, at the initial impact

zone.

In Figure 7.36 the highest convective heat flux occurs at a time of 8 ms. The peak

heat flux falls off steadily after this, while the zone of enhancement increases as the wake

continues to impact the surface. The separation of the main wake from the bubble is thought

to be entirely due to the rapid movement of the bubble prior to impact. The bubble’s impact

zone and the wake impact zone do not stay separate for a long period as the wake is drawn

towards the bubble’s location; also, between the time period of 7 – 10 ms, the bubble moves

slightly to the left (negative Sx). The entrainment effect of the bubble was captured in the

previous example. In this particular case the bubble does not bounce away from the surface,

but rather slides, while irregular waves travel on the bubble’s surface.

Figure 7.39 illustrates the instantaneous distribution of convective heat flux and dimen-

sionless surface temperature, between time of 10 – 30 ms. During this time period significant

variations in the convective heat flux occur, with the central zone between the initial bubble

impact and wake impact zone undergoing the biggest change in surface temperature. At a

time of 16 – 18 ms, at a position of Ssl = 2 mm, a reduction in convective heat flux occurs;

this is thought to be due to bubble induced re-circulation of warm boundary layer fluid,

along with bubble shape changes. Figure 7.40 illustrates the convective heat flux and sur-

face temperature at a time of 22 ms after the initial impact, with the corresponding bubble

location being presented in Figure 7.41 (a).

Interestingly, the impacted wake is split into three regions, illustrated in Figure 7.40 (a).

The first of those zones (i) is centred at around (-2, 2) mm in the Sx and Sy directions,

mirrored either side of the line. The second wake region (ii) is the initial impact zone

centred at (1, 0) mm, while the final zone (iii) lies just ahead of this. This last zone is

again centred on the featured line but with a low level of enhancement along the line itself.

This zone impacts the surface separately from the initial wake, before eventually combining
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Figure 7.39: Convective heat flux and dimensionless surface temperature along a define slice in the
surface, with a Dt = 2 ms, during a time period of 10 – 30 ms.

with the initial impact wake. This event can be inferred from Figure 7.39 at Ssl = 10 mm,

although the central zone along the slice is not as prominent a feature as the side zones. This

separation feature is more evident at a time of 25 ms, as illustrated by Figure 7.42, with the

new zone being slightly separated from the initial impact wake, as seen in both the heat flux

and temperature maps.

Figure 7.43 illustrates the instantaneous variation in convective heat flux and dimension-

less surface temperature between times of 30 – 70 ms. At a time of 42 ms, at a position of

Ssl > 8 mm, the two separate wakes are seen to merge into a single wake, which continues

to spread along the surface. In this case the bubble does not continually slide along the sur-

face, which is known to cause a trailing wake. Instead, the bubble moves very little, edging
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Figure 7.40: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 22 ms after the initial impact. The three separate zones are depicted in (a).
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Figure 7.41: Bubble images at (a) 22 ms and (b) 30 ms after impact for a 3.3 mm bubble, released
from a height of 35 mm.

towards Ssl = 0 mm. The high levels of convective flux at approximately Ssl = 2 mm, are

thought to be due to the spreading wake impacting the bubble’s edge, with the bubble being
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Figure 7.42: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 25 ms after the initial impact. The black line indicates the slice shown in Figure 7.39.

attached to the surface during this particular time period.

Once the wake impacts the bubble in this manner, it continues to flow around the bubble

before dissipating. This flow can be inferred from Figures 7.44 and 7.45, where the surface

slice only cuts through the edge of the bubble’s final resting position. As the starting position

of this line is inside the edge of the bubble, the increase in surface temperature at a time of

70 ms is observable. This increase in surface temperature coincides with a decrease in the

convective heat flux, within the bubble’s footprint, which is evident in Figure 7.45 (a) at a

time of 200 ms.

Figure 7.45 illustrates the convective heat flux and dimensionless surface temperature

at a time of 200 ms after the initial impact. At this stage the bubble has attached itself to

the surface, as evident from Figure 7.45 (b), where the dimensionless surface temperature is

greater than one. In this case, the wake is observed to spread latterly, initiated by two zones

of high convective heat flux (⇡25 kW/m2) that can be seen in Figure 7.45 (a). This portion

of the wake spreads latterly, finally stopping 1.2 s later.

During the spreading of the wake, the convective heat flux levels in the central region

correspond to liquid natural convection, as seen in Figure 7.46. The peak heat flux at the
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Figure 7.43: Convective heat flux and dimensionless surface temperature along a defined slice in the
surface, with a Dt = 4 ms, during a time period of 30 – 70 ms.

left hand side of Figure 7.46 coincides with the wake pushing against the side of the bubble

whereas on the right hand side a region of negative heat flux, coinciding with an increase in

the surface temperature, occurs at approximately Ssl = 12 mm. In order to examine further

this reduction in convective heat flux, a second surface slice, during the same time period

70 – 170 ms, is taken at approximately 90� from the initial slice line. This new slice line is

illustrated in Figure 7.47 at a time of 110 ms.

From Figure 7.47, the reduction in convective heat flux is found to be confined to three

small locations, directly behind a region of high heat flux. One such zone is at the lead-

ing edge of the wake, point (i), along the original slice line, illustrated in previous figures,

whereas the other two zones are at positions of (0, -3) mm and (2, 2) mm, point (ii). Con-
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Figure 7.44: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 50 ms after the initial impact.
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Figure 7.45: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 200 ms after the initial impact.
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Figure 7.46: Convective heat flux and dimensionless surface temperature along a defined slice in the
surface, with a Dt = 10 ms, during a time period of 70 – 170 ms.

vective heat flux and surface temperature along the new slice are illustrated in Figure 7.48.

Regions of increased surface temperature and reduced convective heat flux are evident, par-

ticularly between Ssl = 6 – 8 mm, where the main wake, appears to roll over the slice line.

The impact of the wake is symmetric along the original slice line, although the right hand

side of the wake along the original slice line is slightly stronger, with this being possibly

due to disturbances during the original rise of the bubble.

The explanation for the regions in which the surface temperature increases is thought to

be circulation of boundary layer fluid. As the wake spreads out along the surface, a rolling

vortex is created. This vortex rotates in such a way as to lift boundary layer fluid ahead of

it. This fluid motion has been observed with a reduced light intensity which permitted the
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Figure 7.47: (a) Convective heat flux and (b) dimensionless surface temperature for a 3.3 mm bubble,
at a time of 110 ms after the initial impact. The black line indicates the slice shown in Figure 7.46.
The zones of negative heat flux are shown in (a).

different fluid temperatures to be visualised5. The diameter of the rolling vortex, was found

to measure approximately 1 – 2 mm.

Figure 7.49 (a) illustrates the main impact wake and the vortex rollup at an approximate

time of 10 – 20 ms after the initial impact. In this case, the rollup vortex can be inferred to be

separated from the surface; this may be due to the continually rising main wake, which slides

underneath the rolling vortex, as highlighted by the black circle. The vortex at this point is

still pulling the boundary layer fluid away from the surface, but is unable to re-impact the

surface due to the main rising wake.

As the wake continues, two changes occur: firstly, the rising wake velocity reduces, as

inferred from PIV data, and secondly the rollup vortex moves further away from the main

rising wake, which was visually observed from fluid density gradients. This is depicted in

Figure 7.49 (b), with the rollup vortex being slightly further away from the main wake. At

the point of interest, the black circle, it is clear that the main rising wake is no longer separat-

ing the rollup vortex from the surface. Instead, the warm boundary layer fluid is transported
5This reduced light resulted from the delamination of one of the nine LED lights from the circuit board,

resulting in a slightly reduced light intensity at the impact surface.
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Figure 7.48: Convective heat flux and dimensionless surface temperature along a defined slice on
the surface, with a Dt = 10 ms, during a time period of 70 – 170 ms. This example is in a different
direction to that shown in Figure 7.46.

(a) (b)

Figure 7.49: (a) initial rising wake impact and rollup (b) rising wake and rollup at a time period after
the initial impact. The distance from the wake to vortex centre is slightly greater in case (b).

from the front of the vortex to its rear, which now impacts the surface. The further the vortex

travels, the more boundary layer fluid will be pulled on top of the previously cooled surface,
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Figure 7.50: Instantaneous streamlines of a 3.3 mm bubble, released from a height of 30 mm, at a
time of 50 ms after impact. (i) rising wake, (ii) rolling vortex.
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Figure 7.51: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 80 ms after impact.

as the distance from the main rising wake increases. Again, three of these rolling vortices

are labeled in Figure 7.47.

Figures 7.50 and 7.51 illustrate the streamlines for a 3.3 mm bubble released from a

height of 30 mm at two instances. In Figure 7.50 the left most vortex is similar to that

observed in Figure 7.44, with the main portion of the wake at Sx = 0 mm continuing to

254



7.2. WAKE DEVELOPMENT

feed into the left vortex. In this case the bubble has shifted to the right. After 30 ms in

Figure 7.51, there is a noticeable change in the vortex structure, with the fluid at Sx = �5

mm being convected to the right, to an approximate position of Sx = �3 mm. This type of

fluid motion is thought to cause the reduction in convective heat flux which was observed in

Figure 7.47.

7.2.3 Case 3: 4.1 mm Bubble

In this section, the wake from a 4.1 mm bubble will be investigated. As previously reported

for the 2.8 mm bubble, if the bubble impacts at an angle, the ensuing wake impacts and

develops in the direction away from the bubble. This holds true for all bubble sizes tested

if the impact is at a significant angle, which causes path deviation. The amount of path

deviation and the variation in bubble size will dictate the area affected by the bubble and its

ensuing wake.

In cases where a bubble rose vertically, with the bubble’s major axis being approximately

parallel to the heated surface, then the enhancement due to the ensuing wake was found

to be approximately annular. This type of convective enhancement pattern was found to

occur more for larger bubbles whose rise path was less susceptible to deviation. In order to

interpret this form of wake motion, both PIV data and favourable Schlieren effects will be

utilised, to visually interpret the combined bubble and wake motion.

Figures 7.52 to 7.58 illustrate the initial rebound of a 4.1 mm bubble, released from a

height of 20 mm, between the times of 0 – 13 ms. These images are of interest due to

the observable temperature gradients, as a result of reduced lighting, and allow a partial

insight into the fluid motion during the initial impact and rebound event. The impact wake

and bubble were found to be symmetric and approximately central in the test section. The

variation in the fluid density, which is coupled to the wake impact, is evident at either side

of the bubble in Figures 7.52 to 7.58.
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Figure 7.52: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 0 ms and
(b) 1 ms.
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Figure 7.53: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 2 ms and
(b) 3 ms.
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Figure 7.54: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 4 ms and
(b) 5 ms.
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Figure 7.55: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 6 ms and
(b) 7 ms. (i) dark fluid, (ii) inner vortex and (iii) outer vortex.
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Figure 7.56: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 8 ms and
(b) 9 ms.
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Figure 7.57: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 10 ms and
(b) 11 ms.
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Figure 7.58: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 12 ms and
(b) 13 ms.

In Figure 7.52 at a time of 1 ms, a region of counter clockwise fluid motion occurs on

the right hand side of the bubble at a position of Sx = 4 mm, with the opposite occurring

on the left hand side. This rotation of fluid was found to be linked to the bubble’s rebound.

Between times of 2 – 3 ms (Figure 7.53) this vortex grows slightly extending beyond Sx = 4

mm as the bubble pulls inwards. Figure 7.54 illustrates the bubble motion at 4 and 5 ms;

in this case a secondary vortex appears due to the continued retraction of the bubble. This

vortex is located between the bubble and the original vortex, although difficult to observe.

The original vortex on the bubble’s right hand side was found to be rotating in a counter

clockwise direction. The direction of the new inner vortex is again counter clockwise on

the bubble’s right hand side, with the outer vortex being pushed towards the surface. This,

in turn, changes the rotation direction of the outer vortex to that of a clockwise rotating

vortex. The inner vortex was found to grow in size between times of 4 – 13 ms, which may

be inferred from Figures 7.54 to 7.58. At times of 10 – 13 ms, just visible in Figures 7.57

to 7.58, at a position of Sx = 3 mm, a region of “dark” fluid visually appears at the edge

of bubble, ending between the inner and outer vortex, which is depicted in Figure 7.55 (a).

This stream of fluid actually begins earlier, but is difficult to identify. It was found to initiate

at the outer corner of the bubble, the point furthest from the surface, and is thought to be the
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stream of fluid which reverses the direction of the original outer vortex.
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Figure 7.59: (a) Convective heat flux and (b) dimensionless surface temperature for a 4.1 mm bubble,
at a time of 10 ms after the initial impact. The black line indicates the slice shown in Figure 7.60.

Figure 7.59 illustrates the convective heat flux and dimensionless surface temperature at

a time of 10 ms for the 4.4 mm bubble impacting from a height of 20 mm. The direction and

location of the following surface slice is shown, which cuts through the centre of the impact

zone. Figure 7.60 illustrates the convective heat flux and dimensionless surface temperature

between the time of 0 – 20 ms. Once more the symmetry of the cross section is noteworthy.

In Figure 7.60, two different enhancement zones are present; the first is due to the bubble’s

impact, with the second being assumed to be a result of the wake. As the bubble impact and

developing wake is symmetric, one side will be commented on. The effect of the bubble

impact and the beginning of its rebound is evident between the limits of Ssl = 1.5 – 3 mm.

The initial impact edge of the bubble is at Ssl = 3 mm; as the release height is low the

enhancement is insignificant until a time of 4 – 6 ms. The initial impact convective heat

flux has a maximum of approximately 40 kW/m2 at 6 ms. As the edges of the bubble pull

inwards this ring of convective enhancement shifts inwards, being at a position of Ssl = 1.5

mm at a time of 20 ms. Notably, as the edges of the bubble move inwards, the region where

the initial impact occurred experiences a reduction in convective heat flux as the surface
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temperature rises slightly. This region of low convective heat flux is thought to be related to

the counter clockwise inner vortex, visible in Figure 7.57. From Figure 7.59, the outer ring

of negative convective heat flux at a time of 10 ms is evident, as the bubble begins to recover

its shape.
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Figure 7.60: Convective heat flux and dimensionless surface temperature along a defined slice on the
surface, with a Dt = 2 ms, during a time period of 0 – 20 ms.

At the outer regions (3 – 4.5 mm) of enhancement in Figure 7.60, the impact of the wake

can be inferred to begin at a time of 12 ms. This is related to the flow field shown in Fig-

ure 7.58, whereby the “dark” cool fluid forces itself between the inner and outer vortices.

The outer initial vortex appears not to enhance or reduce heat transfer during the initial im-

pact and rebound, as it is thought that this vortex is slightly separated from the surface. Once

the ensuing wake (dark fluid) impacts the surface, the convective heat flux increases signifi-
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cantly, to levels just above 150 kW/m2, in a short time period. The peak in enhancement in

Figure 7.60 occurs between the times of 16 – 18 ms, while at a time of 20 ms, the peak is

depressed slightly.
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Figure 7.61: Convective heat flux and dimensionless surface temperature along a define slice in the
surface, with a Dt = 2 ms, during a time period of 20 – 40 ms.

Figure 7.61 illustrates the convective heat flux and dimensionless surface temperature

between times of 20 – 40 ms. The bubble was found to completely rebound from the sur-

face at a time of 23 ms as illustrated in Figure 7.62; again the bubble’s rebound process

was found to be symmetric. During the time period shown in Figure 7.61, after 23 ms the

bubble is away from the surface. In this case, the impacted wake was found to spread only

slightly beyond ±4 mm; instead, it appears that the wake actually shifts inwards, as far as

±2 mm. This rapid shift inwards is thought to be due to the bubble’s shape change. Thus,
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Figure 7.62: Impact of a 4.1 mm bubble released from a height of 20 mm, (a) at a time of 21 ms and
(b) 23 ms.

the bubble originally extended as far as ±3.5 mm (Figure 7.52), which is reduced to ±2 mm

(Figure 7.62). Notably, the enhancement zone did not extend inside the extremities of the

bubble, which in this case is ±2 mm.

(a) (b)

Figure 7.63: Bubble outline and approximate fluid motion at a time of (a) 14 ms and (b) 19 ms.

This wake motion is thought to result from the actual shape of the bubble prior to leav-

ing the surface, together with the influence of the fluid which is trapped within the impact

dimple. The outline of the bubble at two time periods of 14 and 19 ms is sketched in Fig-

ure 7.63. In Figure 7.63 (a), both the inner and outer vortex are present, as inferred from
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the temperature gradients. As the bubble has retracted from its impact shape, the lower

edges pull inwards, in turn, this drags the inner vortex inwards. In this case the rising wake

continues its rise path around the bubble as depicted.

Figure 7.63 (b) illustrates the bubble at a time of 19 ms. At this instance the bubble has a

vertical height of 5 mm, with an approximate width of 4 mm at its widest. As the bubble has

pulled inwards, this results in the rising wake (dark fluid), which was impacting in-between

the two vortices, being pushed away from the surface. Thus, during the impact process, two

dimples form on the bubble’s surface: one between the bubble and the surface, the second at

the bubble’s lower edge. Both dimples can be clearly seen at a time of 9 ms in Figure 7.56

(b). As the bubble continues its retraction, this lower dimple inverts, expelling captured

wake fluid, back against the continually rising wake. This reversal of fluid is furthered by

the bubble rebounding into the rising wake, which disconnects the ensuing wake from the

enhancement zone as illustrated in Figure 7.63 (b).
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Figure 7.64: (a) Convective heat flux and (b) dimensionless surface temperature for a 4.1 mm bubble,
at a time of 30 ms after the initial impact.

Once the bubble has left the surface at a time of 22 ms, the zone extending beyond ±3

mm experiences a continued temperature reduction, as illustrated in Figure 7.61. This peak

steadily shifts inwards to ±2 mm at a time of 40 ms, all the while steadily reducing. The
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source of this enhancement has been inferred from a single PIV test in which the bubble

bounced in a similar fashion to that shown here. Between the time period of 20 – 40 ms,

the outer vortex on the right hand side rotates in a clockwise direction; this rotation moves

fluid towards the void left by the bubble’s shape recovery. In Figure 7.62 (b), the vortex is

located at approximately (4, 19) mm, while the “void” is at (2.5, 18) mm. This vortex motion

(clockwise) combines with the motion of the bubble to cool the surface, by circulating fluid

into the void. The fluid which is pulled inwards is the bulk fluid which is adjacent to the

boundary layer; this is likely to be a mixture of both warm and cool fluid. The extent of the

wake may be perceived from Figure 7.64 at a time of 30 ms.
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Figure 7.65: Convective heat flux and dimensionless surface temperature along a defined slice on the
surface, with a Dt = 4 ms, during a time period of 40 – 80 ms.

The bubble’s dimple was found to be fully inverted at a time of 21 ms, resulting in both
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increases and decreases in convective heat flux which are observable within the limits of ±2

mm in Figure 7.61, while the main portion of the wake does not encroach inside this limit.

This limit again was found to be the minimum width of the bubble upon rebound from the

surface.

At a time of 40 ms as seen from Figure 7.61, the convection has reduced significantly.

As inferred from PIV images, this is due to the vortex shifting further outwards, reducing

in strength, and due to the fact that the bubble is no longer pulling inwards. This lower

enhancement may also be linked to the inversion of the bubble’s impact dimple, which is

thought to contain both warm boundary layer fluid and cool bulk fluid.
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Figure 7.66: (a) Convective heat flux and (b) dimensionless surface temperature for a 4.1 mm bubble,
at a time of 50 ms after the initial impact.

Figure 7.65 illustrates the variation in the convective heat flux and dimensionless surface

temperature between the times of 40 – 80 ms for the 4.1 mm bubble and a 20 mm release

height. During this time period the bubble re-impacts the surface at a time of 48 ms before

rebounding from the surface again at a time of 70 ms. The initial re-impact at 48 ms causes

an increase in the convective heat flux in the central region, while at the bubble’s edge

negative heat flux occurs. This ring of negative heat flux is evident in Figure 7.66 (a) at

a time of 50 ms. This re-impact causes both enhancement and reduction of heat transfer,
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particularly at a position of ±2 mm. At this position, there is initially positive enhancement

of approximately 40 kW/m2; as the bubble re-impacts the surface, the edges of the bubble

impact this region with a greater velocity than the main portion of the bubble. This causes

the rapid decrease in convective heat flux at this point, as warm fluid is forced against the

surface, to an approximate value of -35 kW/m2. As the bubble rebounds from the surface,

this region experiences positive enhancement of approximately 30 kW/m2, which steadily

reduces over time. The bubble re-impacted the surface once more at a time of 94 ms (not

shown), which was again found to affect the convective enhancement. During this time

period the outer vortex, Ssl > 4 mm, cools the surface slowly, with the height of the vortex

increasing in size to a diameter of 2.5 mm. Eames & Dalziel [119] investigated the flow

around a rigid sphere impacting a solid surface. It was found that when the sphere made

contact with the wall, a wake vortex, initially located at the rear of the sphere, was able to

shroud the sphere and to impact on the wall. This generated a secondary vortex ring which,

together with the initial wake, was found to push liquid radially outwards. Images captured

by Eames & Dalziel [119] were found to be consistent with the results observed in this study.

7.3 Secondary Enhancement

Once the bubble had settled on the surface, a region surrounding the bubble experienced

a drop in temperature. This drop in temperature was found to develop slowly, in contrast

with the enhancement due to the bubble’s impact and ensuing wake. This late enhancement

process was found to be related to the bubble size and the final shape which the bubble took

upon attachment to the surface. For study of this phenomenon a release height of 30 mm will

be presented, for which the ensuing wake significantly affects the surface convective heat

transfer. When the bubble was released from a height of 10 mm, the enhancement due to the

wake was found to be limited, while the secondary enhancement was found to be similar to

the example that follows.

Figure 7.67 illustrates the surface temperature at times of 0.197 s and 0.332 s after the

initial impact of the 2.8 mm bubble, with a release height of 30 mm. The location of the

bubble can be inferred from the increase in the surface temperature beneath the bubble

(white zone). The green and blue circles indicate the point locations for which the temporal
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Figure 7.67: Surface temperature at a time of (a) 0.197 s and (b) 0.332 s for a 2.8 mm bubble, with
a release height of 30 mm. The green circle (left) corresponds to the black line in Figure 7.68, while
the blue circle (right) corresponds to the red line in Figure 7.68. The location of the bubble may be
inferred from the increase in surface temperature (white zone).
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Figure 7.68: Temporal variation in surface temperature at two particular positions marked in Fig-
ure 7.67. The black line corresponds to the green point on the left of the bubble while the red line
correspond to the blue position on the bubble’s right. The vertical lines correspond to specific times
illustrated in the following figures.
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variation in surface temperature is shown in Figure 7.68; the black line corresponds to the

green point on the left of the bubble while the red line corresponds to the blue position to

the bubble’s right. The vertical lines correspond to the surface temperature maps that follow.

In conjunction with discrete temperature maps, the velocity magnitude and streamlines are

also presented. As the fluid velocity is very low at this stage, the Dt between PIV correlation

images changes with time. Figure 7.69 illustrates the velocity magnitude and streamlines at

a time of around 0.197 s. The red circle indicates the approximate location of the bubble,

while the vertical lines indicate the locations where the temperature is plotted in Figure 7.68.

Note that as the Dt between correlations is 10 ms in Figure 7.69, the bubble has shifted 0.13

mm to the right6 during the period over which the PIV data are collected, as indicated by the

direction of the streamlines and the velocity.
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Figure 7.69: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 0.197 s after impact.

In Figure 7.68 two different temperature reduction processes are evident. On the left

hand side of the bubble (black line), an initial spike in temperature occurs, with this being

due to the bubble sliding over this position. This temperature increase is followed by a rapid

reduction in temperature, due to the ensuing wake enveloping the left hand portion of the

bubble. This behaviour can be inferred from Figure 7.67, which corresponds to the first two

6During the PIV measurement period, the location of the bubble in red, has shifted 0.13 mm to the right of
the image shown, as the second correlation image is at a time of 0.207 s.
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vertical lines in Figure 7.68. During this early period, the temperature change on the right

hand side of the bubble is quite small. This is due to the location of the bubble; as indicated

by the red vertical lines in Figures 7.69 and 7.70, the bubble has only begun to affect the

second point of interest at a time of 0.322 s (second vertical dashed line in Figure 7.68).

|Vf | [mm/s]

0

2

4

6

8

10

12

14

16

18

20

Sx [mm]

S z [m
m

]

−5 −4 −3 −2 −1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
20

21

22

23

24

25

26

27

28

29

30

Figure 7.70: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 0.322 s after impact.
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Figure 7.71: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 0.397 s after impact.
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After 0.322 s, the surface temperature on the right hand side of the bubble begins to drop,

up until a time of approximately 1 s. This drop in temperature was found to result from a

counter rotating vortex at the right hand side of the bubble. This vortex is evident in Fig-

ures 7.70 and 7.71 at times of around 0.322 s and 0.397 s, respectively. The vortex appears

to be rotating about a point at (10.5, 28) mm in Figure 7.70; in fact, this vortex extends much

closer to the surface than observed here. As the bubble blocks the laser sheet in this region,

the cross correlation is quite low; thus, the actual extent of the counter clockwise vortex

is inferred from raw images. This vortex is thought to draw in cool fluid while expelling

warm boundary layer fluid. On the left hand side of the bubble in Figures 7.70 and 7.71, the

ensuing wake is clearly evident, being partially deflected by the bubble into the bulk fluid.
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Figure 7.72: Surface temperature at times of 1.034 s and 1.365 s. The green circle (left) corresponds
to the black line in Figure 7.68, while the blue circle (right) corresponds to the red line in Figure 7.68.
The location of the bubble may be inferred from the increase in surface temperature (white zone).

Figure 7.72 illustrates the surface temperature map at times of 1.034 s and 1.365 s,

which are the next two times marked on Figure 7.68. Figures 7.73 and 7.74 respectively

illustrate the velocity magnitude and streamlines at each of these times. In Figure 7.72 the

cooling associated with the wake is not “separated” from the bubble zone, while within a

zone surrounding the bubble a ring of lower temperature is evident at both times featured.

271



7.3. SECONDARY ENHANCEMENT

In Figure 7.73 the counter rotating vortex that was located to the right of the bubble is no

longer present. This change occurs in conjunction with a change in fluid direction within

the bulk fluid region below the bubble; this is now moving towards the surface. This fluid

moves mostly to the right hand side of the bubble first, causing the continued drop in surface

temperature that is evident there from Figure 7.68 (red line). The surface temperature on the

left hand side of the bubble (black line, Figure 7.68), reaches a local peak at 1.365 s (fourth

vertical line in Figure 7.68); this coincides with the creation of a counter clockwise vortex

on the left hand side of the bubble, evident in Figure 7.74.
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Figure 7.73: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 1.034 s after impact.

Figure 7.75 illustrates the surface temperature map at times of 1.714 s and 1.955 s,

corresponding to the next two times marked on Figure 7.68. During this time period, the

surface temperature continually drops, with both the left and right hand side of the bubble

having the same temperature at 1.955 s. The velocity streamlines at these times of 1.714

s and 1.955 s, are illustrated in Figures 7.76 and 7.77, respectively. The vortex on the

left hand side of the bubble has grown significantly in size, although its effect on reducing

the surface temperature is minimal. The fluid motion on the bubble’s right hand side also

has a minimal effect on the surface temperature after 1.955 s. This fluid velocity of 4 – 5

mm/s is thought to be too low to penetrate the thermal boundary layer, which is continually

recovering. In Figure 7.77, at a time of 1.955 s, the thermal boundary layer is evident, to a
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Figure 7.74: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 1.365 s after impact.

depth of approximately 1 mm.
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Figure 7.75: Surface temperature at times of (a) 1.714 s and (b) 1.955 s. The green circle (left)
corresponds to the black line in Figure 7.68, while the blue circle (right) corresponds to the red line
in Figure 7.68. The location of the bubble may be inferred from the increase in surface temperature
(white zone).
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Figure 7.76: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 1.714 s after impact.
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Figure 7.77: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 1.955 s after impact.

Figure 7.78 illustrates the surface temperature at times of 2.727 s and 4.318 s, which are

the final two times marked in Figure 7.68. From 2.727 s onwards the surface temperature

continually rises, while the affected area reduces in size. The surface temperature within the

attached zone was found to change from 58�C to 60�C. The corresponding streamline and

velocity maps are shown in Figures 7.79 and 7.80. Both of these figures show limited fluid
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motion within the region of the bubble, except for liquid natural convection.
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Figure 7.78: Surface temperature at times of (a) 2.727 s and (b) 4.318 s. The green circle (left)
corresponds to the black line in Figure 7.68, while the blue circle (right) corresponds to the red line
in Figure 7.68. The location of the bubble may be inferred from the increase in surface temperature
(white zone).
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Figure 7.79: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 2.717 s after impact.
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Figure 7.80: Instantaneous streamlines of a 2.8 mm bubble, released from a height of 30 mm, at a
time of 4.318 s after impact.

In order to quantify the significance of this secondary heat transfer, the maximum tem-

perature drop at the rear of the bubble, away from the effect of the ensuring wake, was

examined for every experiment conducted. The is reported in Table 7.1, together with the

attached bubble diameter and the outer diameter of the cooled zone. The results reported in

Table 7.1 include the mean and standard error for each bubble diameter.

Table 7.1: Secondary heat transfer: temperature change (DT ), outer diameter cooling extent (Do),
internal diameter of the bubble’s contact zone (Di) and the affected area (Aa f f ).

Deq [-] DT [�C] Do [mm] Di [mm] Aa f f [mm2]

2.8 mm µ 6.51 7.68 1.80 43.77
Sx̄ 0.17 0.18 0.22 2.22

3.3 mm µ 7.10 8.59 3.12 50.41
Sx̄ 0.32 0.31 0.26 3.95

4.1 mm µ 6.63 9.51 5.19 48.79
Sx̄ 0.37 0.44 0.57 9.55

The maximum temperature difference (DT ) between the minimum at the rear of the

bubble and the undisturbed surface temperature has a mean value for all experiments of

6.75± 0.37�C, with all three bubbles experiencing a similar temperature drop. The outer

diameter, Do, is the diameter of the maximum region affected by the secondary heat transfer
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and Di, is the diameter of the contact patch, when the bubble is fully attached to the surface,

i.e. where the surface is in contact with the air within the bubble.

The affected area, Aa f f , as described in Equation 7.1, is the total area affected by the

secondary heat transfer. From Table 7.1, it can be seen that the mean values of affected area

are quite similar, for all three bubble sizes investigated.

Aa f f =
p
�
D2

o �D2
i
�

4
(7.1)

Considering the significant variation in the bubble sizes and contact zones, the similarity

in area affected suggests that another parameter must affect the generation of the vortex at

the rear of the bubble. It is thought that the parameter of influence here may be the contact

angle, which is the angle between the bubble and the surface, measured on the water side.

The contact angles were found to be approximately 30�, 40� and 55� respectively, for the

bubbles of diameters 2.8 mm, 3.3 mm and 4.1 mm. The role of the contact angle requires

further investigation; however, in a case where the contact angle was found to be 90�, no

secondary heat transfer occurred. This secondary enhancement associated with the attached

bubble was found to last for 8 – 12 s. If a bubble for which secondary enhancement occurred

was left attached to the surface and the surface was subsequently let cool and then heated

again, no secondary convection occurred.

Although speculative, an argument can be put forward for the role of the bubble contact

angle following attachment. Thus, the vortex which is created at the rear of the bubble

is thought to be a result of the bubble’s contact angle, as the wake impacts the left hand

side of the bubble. For contact angles of less than 90�, a vortex with a clockwise rotation

wants to begin but instead the wake continually forces fluid into that region. As the wake

continually pushes the left hand side of the bubble, fluid moves around the bubble, which

can be observed from the measured drop in surface temperature. Once the vortex is at the

rear of the bubble, it is now a counter clockwise rotating vortex in the x-z plane, which is

what is captured by the PIV set-up.
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7.4 Closing Remarks

This chapter has examined the flow field and bubble behaviour associated with convective

heat transfer enhancement for three different sized bubbles released from various heights. In

the first section, the wake at the rear of the rising bubble is explored by means of PIV. This

is followed by a detailed analysis of the wake ensuing from a 2.8 mm bubble, by linking

PIV measurements to temporal variation in convective heat flux. The next section examines

the situation in which the ensuing wake impacts the surface separate from the bubble impact

zone. This is followed by the examination of the symmetric wake from a 4.1 mm bubble. The

final section explores secondary heat transfer, which occurs after the bubble has impacted

the surface.

During the bubble’s rise significant wake structures were found to develop at the rear

of the bubble, instigated by the change in the bubble’s aspect ratio. Variations in aspect

ratio and bubble velocity have been linked to the bubble’s departure conditions, as shown by

Tomiyama et al. [41] and Wu & Gharib [45]. As the bubble’s volume is increased the size of

these structures and the length of the wake increased. It is clear that the wake impact results

in the highest convective heat transfer; the main portion of the wake is deflected away from

the bubble, while a small portion of the wake follows in the direction of bubble. Notably,

a significant amount of high velocity fluid is directed into the bulk fluid, mainly due to the

rebound of the bubble from the surface.

In cases where large bubble deformations occur, the wake can become partially separated

from the bubble, impacting in separate zones. Similarly, the previously observed wake

structure at the rear of the rising bubble may, in some cases, result in separate cooling

zones on the surface. In cases where the wake spreads significantly along the surface, a

situation can arise in which a rolling vortex which initially cooled the surface becomes

counter productive, convecting warm boundary layer fluid on top of the previously cooled

surface. If a bubble impacts the surface evenly, the cooling pattern is symmetric, while

being split into two regions. The inner region is a result of the bubble impact, while the

outer region was found to be due to the ensuing wake, moving around the bubble.

Once the bubble is attached to the surface, a region surrounding the bubble experiences

a slight level of cooling; this may be related to the bubble contact angle, which might be
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responsible for a vortex structure surrounding the bubble. The affected area was found to be

very similar for all the bubble sizes investigated, while all had approximately the same level

of cooling.
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Chapter 8

Discussion

The convective enhancement effects of a single bouncing air bubble are extremely complex

and require a deep understanding of the bubble’s shape, as well as of the flow structures

created in the bubble’s wake, both prior to and during the impact process. Chapter 5 has

outlined the bubble’s motion, projected shape, shape oscillations, centroidal velocity, and

forces experienced by the bubble during its rise. The key bubble and fluid parameters for

the present study are presented in Table 8.1.

Table 8.1: Bubble and fluid parameters for the current set-up.

Equivalent diameter Deq [mm] 2.8 3.3 4.1
Bubble volume [µl] 11.5 18.8 36.1
Max velocity |V | [mm/s] 350 360 340
Reynolds number Re [-] 1143 1385 1625
Morton number Mo [-] 1.43⇥10�11 1.43⇥10�11 1.43⇥10�11

Eötvös number Eo [-] 1.069 1.485 2.293
Weber number We [-] 4.8 5.9 6.6
Oscillation frequency fVz [Hz] 69 54 37

The majority of researchers have explored the motion and velocity of bubbles which are

far from their point of introduction to the flow [28, 41, 44]. In these cases, the bubble is

in a steady state regime, with no further changes in its oscillation path or terminal velocity

being observed. In the present case the maximum height a bubble can achieve before im-

pacting the solid surface is 35 mm; this indicates that the bubble is in a transient state, as

established by the work of Tomiyama et al. [41]. Although conditions are more variable, the
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study of bubbles in restricted situations is important as heat exchangers and other practical

applications often involve spatial constraints.

As the bubble motion is in a transitional phase in the present study, its rise velocity is

significantly higher (20 – 30%) than that reported in the literature [19, 28]. This higher

velocity does, however, match the work of Tomiyama et al. [41], for large initial shape fluc-

tuations. This was found to be the case for the bubbles in the present study, as the increased

velocity coincided with a decrease in the bubble’s aspect ratio. During the bubble’s short

rise, it was found to accelerate and decelerate a number of times; this was linked to the drag

force experienced by the bubble, instigated by shape changes. This rapid change in accel-

eration induces shape oscillations from pole to pole, which are known as f2,0 oscillations,

with the frequency of oscillation in the bubble’s rise velocity (Vz) being found to match the

prediction of Lunde & Perkins [47] and the experimental data of Veldhuis [28]. This f2,0

frequency was found to predict regions of separate vorticity at the bubble’s rear [28, 49],

which are most evident when the bubble’s rise path is not rectilinear. These regions of sep-

arate vorticity were visually observed at the bubble’s rear in the present study, by means

of PIV. Interestingly, the appearance of separate regions of cooling only occurred when the

bubble’s path significantly changed from vertical, allowing the regions to stay separate from

one another. Other shape oscillations, along the bubble’s equator and known as f2,2 oscil-

lations, are usually related to bubble secondary motion, which may include a spiral or a

zig-zag path. In the current study, this shape oscillation did not appear due to the restricted

height, as no secondary motion occurred.

In the next phase of the study the bubble’s bouncing sequence was investigated. The

majority of studies in the literature investigate bouncing bubbles with either small equivalent

diameters (Deq) or in fluids with low Morton numbers [12, 13, 26]. This, in effect, reduces

the bubble’s surface oscillations, terminal velocity and rebound velocity; this also affects the

bubble’s rise path, producing linear rise paths. Furthermore, this ensures that the bubble’s

rebound from the surface is axisymmetric. This reduced shape oscillation upon impact and

rebound facilitates investigation of the energy conversion process, from kinetic to surface

deformation [12, 13, 21]. When the bouncing process thus described in the literature is

compared to that in the present study it is evident that the present bubbles undergo very

significant shape changes during the bouncing process; only at low release heights is the
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process axisymmetric and stable. Even when the process is axisymmetric, it is still difficult

to compare shape oscillations to those reported in the literature, simply due to the bubble’s

velocity and shape upon impact, as the bubble is in the transitional stage of its rise here.

As the bubbles in the present study are large, they are more susceptible to pressure

variations which alter the bubble’s shape. The pressure distribution upon approach to the

surface is depicted by Tsao & Kock [21], with a high pressure region in the central zone

ahead of the bubble. This causes the bubble to “sense” the surface prior to impact, resulting

in a significant change in the bubble’s shape. This is partially evident as the fluid ahead

of the bubble moves to the low pressure regions, either side of the bubble, as observed by

means of PIV measurements. This pressure variation results in the formation of a dimple on

the top surface of the bubble upon impact [21, 62, 111], with the largest bubble having the

largest dimple. Again, as the bubble begins its rebound from the surface a secondary dimple

forms, although in this case, on the bubble’s lower surface. To the author’s knowledge this

has not been reported in previous literature. In terms of the total number of bouncing events

which occurred following the initial impact, this was found to be related to the initial impact

velocity and shape change; the less surface deformation which was experienced, then less

of the kinetic energy was found to be dissipated and more bounces occurred.

To the author’s knowledge the convective heat transfer associated with direct bouncing of

a single bubble on a heated horizontal surface has not been studied. The convective heat flux

linked to the direct impact and rebound of a single bubble was detailed in Chapter 6, with

spatial and temporal aspects being investigated. The variation in bubble size and release

height played a significant role in the convective heat transfer enhancement. A bouncing

bubble was found to reduce significantly the surface temperature for approximately 8 –

10 s; however, the surface temperature increases beneath the bubble, once it is attached to

the surface, after the bouncing event has occurred.

In terms of convective enhancement due to the bouncing bubble, this was found to be

very significant, although small regions of local reduction in heat transfer were also ob-

served. The enhancement was found to be related to the bubble’s major axis angle. Thus, if

the bubble’s impact was direct and approximately axisymmetric, then the rim of the bubble

either side of the dimple would have the highest level of convective heat flux as the bubble

cuts through the thermal boundary layer, with only the boundary layer within the extremi-
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ties of the bubble experiencing an enhancement. In this case, the bubble’s rebound would

combine with the ensuing wake, creating an annular region of very high convective heat flux

enhancement, extending from the bubble’s minimum rebound width to a maximum distance

that varies with bubble’s size.

In the case where the bubble’s impact is at an angle, again an annular impact zone ap-

pears, although this is usually overshadowed by the impacting wake. This wake impacts

at the bubble’s edge, creating an initial “moon” shaped enhancement zone. For example,

if the bubble tilts to the right, then more often than not the bubble will continue to bounce

to the right, with the wake usually impacting on the bubble’s left hand side. The extent of

the enhancement is partially related to how far the bubble impacts away from the centre of

the test surface, which depends on the bubble’s major axis angle. From the three different

bubble sizes studied, the appearance of the wake was found to be dependent on the bubble’s

release height. For the lowest release height of 10 mm, the bubble’s impact was almost al-

ways axisymmetric for all three bubble sizes, indicating that the rebound path of the bubble

is directly into the path of the rising wake. The wake at this release height is assumed to

have a low velocity, which is consistent with there being no firm evidence of the ensuing

wake reaching the surface for a release height of 10 mm.

As the release height increases, so does the bubble’s velocity. Notably, it is the smallest

bubble which begins its path deviation first. It is this path deviation which significantly

enhances heat transfer. In the case of the largest bubble, 4.1 mm, minimal path deviation

was observed because of the small rise height. Thus, the same wake patterns were not

observed as for the smaller bubbles.

As previously mentioned, transient regions of negative heat transfer (heating, rather than

cooling, of the surface) were found to occur during the bubble’s impact and rebound. The

first occurs immediately after the bubble has impacted the surface, with the second usually

occurring during the second impact with the surface. This phenomenon is of particular

interest as the process was both visually observed, due to favourable temperature gradients,

and identified by means of PIV analysis. As the bubble initially impacts the surface, the

bubble deforms, thereby cooling the surface beneath the bubble. As the bubble’s retraction

begins, its edge was found to draw in warm boundary layer fluid. This event occurs very

rapidly (< 2 ms), with the warm fluid being drawn atop the previously cooled surface,
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resulting in a short term increase in the surface temperature. This usually occurs in an

annular region, although if the wake impacts at the bubble’s edge then this event will not

be observed in that particular region. Notably, in a zone of negative heat flux the lateral

conduction was found to be two orders of magnitude lower than the convective component.

The second occurrence of negative heat transfer corresponds to the bubble re-impacting

the surface. As the bubble bounces away from the surface, a mixture of both warm and

cool fluid is collected between the heated surface and the bubble’s upper surface. As the

bubble re-impacts the surface, the local convective heat flux in this region may be positive

or negative, depending on the instantaneous local fluid to surface temperature difference.

As the Biot number for the paint layer was found to be marginally high, rapid changes in

surface temperature may, in some cases, be attenuated with their maximum value not being

detectable using the current set-up.

Chapter 7 has examined important aspects of the bubble wake and its effect on convective

heat transfer. Firstly, at the bubble’s rear, regions of separate vorticity were found to occur;

these can be linked to the oscillation of the bubble and the previously mentioned vibration

modes. These separate zones become more apparent with larger bubbles. In order to fully

appreciate the enhancement effect of the bubble’s wake, convective heat flux and surface

temperature were observed as a function of time, on a line along the surface in the direction

of the wake movement. This analysis was combined with instantaneous 2D surface maps

and streamline and velocity maps.

The bubble’s wake was found to spread significantly in the opposite direction to the bub-

ble’s direction of motion, with a smaller portion of the wake being dragged in the direction

of the bubble. The fluid streamline data allow for an interesting perspective in terms of bulk

fluid motion, with the bouncing motion resulting in significant fluid motion away from the

heated surface. During the bubble’s rise, the two larger bubbles were found to be very un-

stable beyond a height of 30 mm; this was attributed to the bubble being very elongated or

flat. This results in the bubble rapidly changing shape, which reduces its velocity and, in

the majority of cases, results in the bubble shifting its position. If this shift in position is

significant, the ensuing wake is almost separated from the bubble, although only for a short

period of time.

As the wake spreads along the surface, it was found that if the wake spread too far from
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the centre of the test section, the rolling vortex could convect warm boundary layer fluid on

top of the previously cooled region, thereby briefly reheating the surface. Once the bubble is

attached to the surface, a ring of secondary cooling occurs; this may be related to the bubble

contact angle with the surface. As the bubble is now attached to the surface, air within the

bubble increases in temperature, creating a local “hotspot” on the surface lasting for the

duration of the experiment.
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Chapter 9

Conclusions

9.1 Conclusions

The characteristic behaviour of a single bubble released from an orifice, which then rises and

impacts a solid surface, has been experimentally investigated. The rise motion and bouncing

behaviour of the bubble, together with the associated convective heat transfer to the surface

form the basis for this study, along with investigation of the developing flow field around

the bubble.

In order to interpret the current experimental findings, a comprehensive review of the

relevant literature has been performed. This includes an in-depth review of bubble detach-

ment, bubble rise, impact and coalescence and convective heat transfer resulting from bubble

motion.

In order to investigate the effect of a single bubble, an experimental apparatus has been

designed and built. This apparatus allows for interchangeable growth orifices, variable ori-

fice to surface release heights and alternate surface conditions. The interchangeable orifices

of diameter 0.5, 1 and 2 mm produce bubbles of equivalent diameter 2.8, 3.3 and 4.1 mm

respectively. The release heights investigated were 10, 20, 25, 30 and 35 mm. In order to

analyse the experimental results, application specific computer code was developed. The

first stage of this code is used to analyse the data from the high speed images; this results

in the detection of the bubble and its motion through the test section. The second part of

the code was used to determine the energy flow within the solid surface, with the outcome
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being the heat convected to the bulk fluid.

Detailed results for bubble motion after departure have been presented. This motion in-

cludes the rise and bouncing of the bubble, on both adiabatic and heated surfaces, in clean

and contaminated fluid. The surface temperature has been measured with an IR camera pro-

viding a spatial resolution of 203 µm at a frequency of 1 kHz. This was used in conjunction

with two high speed cameras, with a spatial resolution of 39 µm, which track the bubble’s

motion as it leaves the orifice, rises and impacts on the heated surface. Synchronised PIV

and heat transfer testing has also been performed for a single release height of 30 mm. De-

tailed results are presented for cases which best represent the overall data collected. The

following section proposes additional work that could be performed to further the current

understanding of bouncing air bubbles.

In terms of convective enhancement due to a single bouncing bubble, this was found

to be very significant. Increases in both bubble diameter and release height significantly

affected local heat transfer, although small regions of local reduction in heat transfer were

also observed. The maximum instantaneous heat flux encountered for the direct impact

of a bubble was approximately 100 kW/m2, however, the maximum enhancement due to

the bubble’s wake approached 250 kW/m2. The enhancement due to the bubble’s wake

was found to be linked to the bubble size, release height and impact angle of the bubble.

Throughout the bouncing process, isolated zones of transient heating, rather than cooling,

of the surface were evident. This phenomenon was believed to result from warm fluid being

convected onto a zone which previously experienced convective cooling, causing a local

increase in surface temperature. Once the bubble became attached to the surface, a local

region surrounding the bubble experienced a small level of cooling, which is thought to be

dependent on the bubble contact angle with the surface. This attachment results in a local

reduction in instantaneous heat flux beneath the bubble itself, with the air within the bubble

being in direct contact with the surface.

9.2 Future Work

Significant work has been performed on a single bouncing bubble. However, compared to

studies in the literature even the smallest bubble tested, 2.8 mm, is quite large. This makes it
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difficult to relate the current findings to existing literature. The bubbles in the present study

also have significant shape oscillations. It would be of interest to assess the enhancement

associated with similar sized bubbles, but without shape oscillations as demonstrated by

Tomiyama et al. [41], in Figure 2.2.

PIV measurements were found to be somewhat hampered by the bubble itself, as a sig-

nificant amount of scattering of light occurs as the bubble bounces on the surface. This

issue could be addressed by utilising Rhodamine B seeding particles rather than hollow

glass spheres. Thus, Rhodamine B absorbs light with a wavelength of 540 nm and emits

light at 625 nm. The green spectrum ranges from 495 – 570 nm, with the emitted light being

in the orange to red spectrum ranging from 570 – 750 nm. Therefore, once a band pass filter

is applied to the camera the flashes of green light will no longer be present allowing a better

representation of the flow field around the bubble.

A rolling vortex was created during the impact event. This vortex was found to both in-

crease and decrease convective cooling in certain situations. As the exact fluid temperatures

adjacent to wall are unknown, it would be of interest to examine the rolling vortex using

interferometry or another similar technique.

In this study only a single bubble has been studied. It would be of interest to characterise

the effect of two bubbles side by side, as well as the effect of two bubbles released one after

another. This information would be valuable for practical applications, in which bubble-

bubble interactions are commonplace.
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