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Sum m ary

We establish a well-posed Cauchy problem  in Minkowski (M ,̂ r/), associated with a ra

diating Klein-Gordon field ■0(a;) =  ê *"ip{x'̂ ), in curvature coordinates {x'^ =  t, p, 6, (j)} 

on a static  spherically symmetric spacetime (A4,g).  This is crucial to our primary 

concern with proving an optimal L^-bound on the radiating field -0, decaying at 

asym ptotic spatial infinity, and manifests as the content of our main T h e o re m  1: 

A proof of the Sommerfeld Finiteness Condition fo r  K -C  radiation on ( M, g) .

In C hapter 1 we provide a context for this problem: we introduce the notion of well- 

posedness, we outline the relevant Hilbert and associated Sobolev function spaces 

and aspects of coupled Einstein-M atter  systems. We define the tortoise coordi

nate r{p) for mass param eter o;^(r) =  ^  and the Synge isothermal metric dSg — 

a^{—dt'^ +  dr^) +  p^dQ? and show how Euler-Lagrange K -G : □g’0(a;) =  0, distills to 

an elliptic-Helmholtz PDE in all outside a ball of radius 2R q, for a radiating field 

u(x) =  with radial potential V: —A u  +  ( ^  — +  V u  +  z^u  =  0.

In C hapter 2 we detail the structure of the complete spacetime (A4,g):  as a per

fect fluid ‘s ta r’ inducing the Schwarzschild vacuum (M, go)  and form appropriate 

coordinate charts and metrics for the physical system. In C hapter 3 we develop 

the functional analytic methods to establish the Sommerfeld bound on «(x): using 

antecedent results and theorems of the respective authors cited, we construct suit

able Hilbert and Sobolev energy norms and bounds. W ith this set-up we formulate 

the dual well-posed Cauchy problem as a hyperbolic wave equation in Minkowski 

spacetime (R'^,ri) and with the structures we have developed prove some ancillary 

lemmas using Spectral Theory, with particular focus on a novel light-cone argument 

in Minkowski th a t supports the eventual proof of T h e o re m  1.
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A bstract

We formulate the covariant Euler-Lagrange equation for a real, massless, spin-zero, 

Klein-Gordon (K-G) field 'ip{x) in curvature coordinates {t,p,9,(p}  expressed by

=  0 , (1)

radiating with exponential time dependence of complex frequency z, so tha t

ip{t, p,6,(j)) = with the restriction: Re z = (̂  > 0,

on a four dimensional connected spherically symmetric static  spacetime, denoted by 

{ M, g )  with canonical m etric form

ds'^ =  —f{p)dt^ + h{p)dp^ + p^{d6‘̂ +  sin^ 9d(f)^). (2)

The coordinate p is a radial param eter with the property th a t the 2-sphere for con

stant i, p has standard line element =  p^{d9'^ + s\y?  9d(fP‘) and with 9, cj) the usual 

spherical polar coordinates on 2-spheres; thus curvature coordinates are canonical co

ordinates defined invariantly by the natural symmetries present. We are essentially

concerned with spatial decay a t asymptotic infinity, where we seek to determine an

optimal L^-bound on the radiating K-G field ip{x^) this is the so-called Sommer- 

feld finiteness condition of the radiating problem, the proof of which is contained in 

T h e o re m  1, the principal result of the thesis.

To develop the analysis we effect a transformation of the weakly interacting field 

effectively defined on the background spacetime {A4, g), to & field w(x) which 

we can then interpret on a background Minkowski spacetime {W^,r]). This is to be 

achieved by using the so-called tortoise coordinate r in the differential relation

^  =  a^(r), for 0 < r  <  oo, (3)



where o;^(r) is a mass parameter of the curved spacetime Ai, so that metric (2) on 

{M, g)  admits the alternative Synge isothermal form

ds^ = g^^dx^dx'' =  a^{r){—dt^ + dr^) + p^(r){d6'^ + sin^ 6d(j?). (4)

The transformation of the radiating K-G field 'ip in (1), i.e.

(r  \  / 7  -  ■

-u(x) 1 =  0, for u(x) =  -'0(x*), and where r  = |x|, (5)

thus generates the central equation of our investigation: an eliiptic-Helmholtz PDE 

for the radiating field u(x), outside a closed ball Br of radius 2Rq in Euclidian 

space and given by

—Au(x) + ^ ^u(x)  +  K(r)u(x) + z^u(x) = 0. (6)

The transformation from curved to flat spacetime induces the angular Laplacian term 
2

in addition an associated asymptotically bounded repulsive potential V{r),  

such that

V M  =  (7)
'  '  pdr^'  '

emerges naturally as a consequence of this transformation. The outgoing K-G

radiation decays on the exterior vacuum Schwarzschild spacetime (A4,go) where

P ^  Po > 2Ms and for tortoise r  =  re{p), in which case we have

(i) ^  =  a^(re) =  1 — 0 <V{ r )  < for 0 < r  < oo.
dr p r^

Solving (i) yields the exterior tortoise or Wheeler coordinate

Teip) — p + 2M^ log(p — 2M,) — 2Ms +  const.



- A u { x )  + -  —^ 1  zlit(x) +  V (r)u(x)  +  z^u(x)  =  / (x ) .  (8 )

To further assist the analysis we modify the R^- homogeneous Helmholtz equation (6 ), 

to the inhomogeneous form for w(x), as presented in (8 ) below

V Ip- J

This is associated w ith the construction of a smooth artificial “source” function / (x ) ,  

necessarily compactly supported in the ball defined by B^. For our purposes 0 <  r  < 

2/?o, where Rq is ju s t a finite fixed radius. The potential V{r)  agrees with V{r)  for 

r > Rq and satisfies its bounds everywhere. Since ti(x) and {t(x) agree for r  > 2Rq 

any estim ates we prove for |m ( x )|  also apply to \u{x)\ for any r  > 2Ro. Crucially, 

this construction enables a  well-posed hyi)erbolic wave equation representation on 

Minkowski associated with the dynamics of the transformed radiating field

u{x) of Eq. (8 ), and described by

1:5 - 7 w{x ,t )  = 0, (9)

with smooth initial Cauchy data: u (0,x) =  0, dtw(0,x)  = f ( x ) .  The inhomoge

neous elliptic-Helmholtz equation (8 ), derives from the standard Laplace transform 

of the hyperbolic wave equation (9), that is, where

poo
C {w {x , t ) }  = /  w{x,t)e~^*'dt = w{x) = u{x).  (1 0 )

Jo

By finding the optim al L^-bound on u (x), in tortoise coordinate r  =  |x |, on Minkowski 

spacetime (R^, 77), we easily infer the bound on in curvature coordinates { p ,  6,  (p} 

at asym ptotic spatial infinity, i.e., on the exterior Schwarzschild spacetime {Ai,go).  

To summarise this procedure: we transform the weakly interacting radiating field 

on ( M, g )  to  a field u(x)  on (K"*,??), we then modify u(x)  in the ball Br 

yielding the compactly supported inhomogeneous ‘source’ term  / (x ) ,  w'e solve the



associated well-posed hyperbolic i.v.p. (9) for w (x, t) and Laplace transform it to get 

the modified « (x). Our analysis works if r  is big enough, in which case the modified 

u(x) of the inhomogeneous equation (8), is the same as u(x) of the homogeneous 

equation (6).

Having established various results for well-posedness of □ g '0 ( x )  =  0 , we then con

structing suitable Hilbert and associated Sobolev space metric norms in { M, g )  and 

using related theorems developed by John Stalker and A. Shadi Tahvildar-Zadeh, 

we prove the K^-Euclidian energy norm  equalities. Following these authors by using 

conservation of energy in on in conjunction with the domain of depen

dence and finite speed of propagation property of the hyperbolic wave equation (9), 

in a light-cone argum ent on we arrive a t the result of T h e o re m  1: A proof

the Sommerfeld finiteness condition fo r  scalar field 4> on {Ai, g), interpreted as a field 

«(x) on such th a t the finiteness condition is the spherically restricted L^{S^)- 

space decay estim ate for the transformed outgoing radiating field rt(x) ~  ^e^'’ and 

expressed in the bound

l|ii(x)||L2(s2) <  C'i(2)||/(x)||L2(R3)^e“ '̂ *̂ ^̂ <  C'||n(x)||z,2(R3)^e■■^^
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Chapter 1

Introduction

U nfathom ablem ind , now beacon, now sea.

Molloy,  Sam uel B. B eckett.

1.1 Outline o f the  Problem

1.1.1 The (Ai,g)  Spacetime

A m assless spin-zero K lein-G ordon field ip{x) rad iates w ith exponential tim e depen

dence of complex frequency 2 , on a  four dimensional connected spherically sym m etric 

s ta tic  spacetim e { A i , g )  of canonical m etric form

ds^ =  g^udx^dx' '  =  —f{p)dt^  + h{p)dp^ + p^{d9^ +  sin^ Odc/)^), (1.1)

in curvature coordinates p, 9, </)}; with covariant Euler-Lagrange equation  for ■0 on 

( M , g )  given by

□ g ^ ( x )  =  =  0 .  ( 1 . 2 )

1



Informally a manifold M. possesses a sym m etry if its geometry is invariant under a 

certain transform ation th a t maps M. into itself; i.e., if the m etric is the same, in some 

sense, from one point to another. Symmetries of the metric are called isometries. 

Independence of the metric components on one or more coordinates implies the 

existence of isometries. For example if da.gpn, =  0 for some fixed a ,  (but for all of /x 

and i>), there will be a sym m etry under translation along coordinate x^", i.e.

da.gixu =  0 ^  —>■ is a symmetry.

All of the m etric components of (1.1) are independent of coordinate t = x^, writing 

vector

=>e = {dor =

(in component notation as we say tha t generates the isometry; the trans

formation under which the geometry is invariant is expressed infinitesinially as a 

motion in the direction of it is called a Killing vector field. If satisfies K illing’s 

equation

=  0,

it is then always possible to find a coordinate system in which ^ = dt- Killing fields 

on a manifold are in one-to-one correspondence with continuous symmetries of the 

metric on the manifold and every Killing vector implies the existence of conserved 

quantities associated with geodesic motion. Appendix B and [1] provides more detail. 

W hen there is a timelike Killing vector we can write the m etric in a form where 

it is independent of the timelike coordinate as in the metric (1.1), and N oether’s 

theorem implies a conserved energy quantity. We state  here an im portant theorem 

due to Birkhoff [2]: any static spherically sym metric spacetime possesses a timelike

2



Killing field. The ideas introduced here will surface in greater detail throughout the 

exposition.

More precisely on our A4 we assume a time-like action of R and a space-like action of 

5 0 (3 , M) commuting with it. These actions are w ithout fixed points, except th a t at 

most one R-orbit is allowed to be 5 0 (3 , R)-fixed, this is the time axis. A spacetime is 

said to be spherically sym m etric  if its isometry group contains a subgroup isomorphic 

to the group 5 0 (3 , R), and the orbits of this subgroup are two-dimensional spheres so 

tha t the isometries may be interpreted physically as rotations, and thus a spherically 

symmetric spacetime is one whose metric remains invariant under rotations. The 

spacetime metric induces a metric on each orbit 2-sphere which, because of the 

rotational sym m etry must be a multiple of the metric of a unit 2-sphere and is 

completely characterised by the total area A  of the 2-sphere. Following closely 

on Synge’s analysis of spherically symmetric spacetimes [3], we choose curvature 

coordinate p defined by

so tha t in spherical coordinates {6,4>) the metric on each orbit 2-sphere takes the 

form

This choice of coordinates achieves maximum simplicity for the E instein-m atter field 

equations of the problem. By forming the differential

such th a t a^ (r) is an R x 5 0 (3 , R) invariant on M. (interpreted as a mass param 

eter of the curved spacetime), it is possible to express the canonical metric (1.1)

P =

ds^ =  p {̂d6  ̂+  sin^ 9d4>̂ ).

—  =  Q^(r), for 0 <  r  < oo. (1.3)

3



alternatively, in terms of Synge’s isothermal coordinates by

ds^ = g^^dx^dx'' — a^{r){—dt^ + dr'^) +  p^(r){d9^ + sin^ Odcj)'̂ ). (1.4)

In Chapter 2, Section 2.2.1, we will show that a^{r) =  — for the timelike Killing 

field which generates the M-action. Importantly for this problem, we note that 

the quotient space Q, which we define by

{Q,g) = {M ,g)/SO{?,,R), (1.5)

yields a conformally flat two-dimensional Lorentzian manifold in the (i,r)-plane, i.e.

=  gabdy^'dy^ =  a^{r){-dt^ +  dr^),

isothermal coordinates can always be introduced on a compact domain of a regular 

2-dimensional manifold. The conformally flat representation of {Q,g)  is crucial to 

our problem and it is on this basis we develop all our subsequent analysis (exploiting 

known theorems in M"-spaces) culminating in the light-cone argument of the hy

perbolic initial value problem (equation (9) of A b s tra c t)  in Minkowski spacetime 

(K̂ r?).
Solving the differential equation (1.3) yields an explicit form for the so-called tortoise 

coordinate r{p), of which two distinct forms emerge in the spacetime structure we 

choose. These are labelled the interior tortoise ri{p) and the exterior tortoise r^^p)] 

we configure {Ai ,g)  so that the former holds in a non-vacuum region 0 < p < po 

which contains a spherically symmetric distribution of homogeneous fluid matter, 

contained in a volume

^(Po) =

4



the latter obtains in the vacuum region po < p < oo where the tortoise junction 

condition at the fluid/vacuum interface is just r,(/9o) = re{po)- As we will see in 

Section 1.1.2, r is an increasing function of p so that 0 < rj(p) < r',(po) and re(po) < 

re{p) < oo. .

1.1.2 The R adiating K -G  Equation

We seek an estimate or bound on the spatial decay of an outgoing, weakly interacting, 

radiating field rp{x''), i.e.

i p { x )  = X* =  and Re z = C > 0,

satisfying the Euler-Lagrange equation (1.2) and which effectively decays on the ex

terior vacuum Schwarzschild spacetime (M,go).  The stratagems we conduct to find 

the bound on -0 form the body of the Ihesis, Culminating in the proof of our main 

theorem: Theorem  1.

This bound or estimate is known in the literature as the Sommerfeld finiteness con

dition of the well-posed radiating problem, and understood at asymptotic spatial 

infinity. The finiteness condition is usually encountered in conjunction with a second 

condition known as the Sommerfeld radiation condition proper, which is concerned 

with bounds on the radial derivative of a radiating field u(x) say, and typically pre

sented for ■u(x) in as the bound on I ^ the proof of this second

condition relies on the result established in Theorem 1, it is not however treated 

in this work, requiring analysis in L^-spaces, but could feasibly form part of a future 

extension of it. Together these two conditions prescribe the asymptotic behaviour of 

the solutions of exterior boundary value problems for certain classes of partial dif-

5



ferential equations, usually describing the oscillatory behaviour of physical systems 

and moreover, guarantee the uniqueness of their solutions. More often than not in 

the literature, these radiation conditions appear as hypotheses of the investigations 

concerning them. It is the goal of this thesis, however, following a long history of 

previous endeavors [4], to pursue a proof of the finiteness condition in L^-Hilbert 

space, specifically for the massless Klein-Gordon field radiating on the static, spher

ically symmetric spacetime (A^,^).

Assuming appropriate extremums for 5'0(x), from an action principle on (M.,g) we 

find the massless K-G equation

where <&(x) is the massless scalar field and R  the Ricci scalar on (Ai,g).  The 

conformally invariant equation is discussed in the Appendix B. Very briefly, for the 

reader familiar with the field equations of General Relativity in the form

a subsequent perturbation calculation decouples the weakly interacting Klein-Gordon

( 1.6 )

which we express in the isothermal coordinates of (1.4).

We note here that the K-G equation can be alternatively expressed in conformally 

invariant form

□ ^$(x) -  ^ ^ $ ( x )  =  0, (1.7)

(1.8)

field $(a;) with energy-momentum tensor from (A4,g).  This yields the weak

field approximation, i.e.

(1.9)

6



and consequently, by con tracting  equations (1.8) w ith i.e.

g^' 'R,u -  = - R  = = f  = 0, ( l . i o )

we see th e  Ricci scalar i? «  0 so th a t  vve are solving a  conformally invariant rad ia ting  

K-G equation

=  0 .

The weak field approx im ation  im m ediately implies here

R^u =  0, ( 1.11)

solving th is  in cu rvatu re  coordinates {t,p,6,(f)}  for a static si)herically sym m etric

spacetim e yields the  well known exterior  or vacuum Schwarzschild spacetim e (tW, 50) 

of m ass param eter Ms,  given in canonical form by

d s L  =  -  (1  -  +  (1  -  ' dp'̂  +  +  sin' Od<f), (1.12)

so th a t  our wave equation  (1.6) in the  weak field case, g ^  ^q, is given by

nso^'(3^) =  0. (1.13)

In isotherm al coord inates th e  exterior m etric takes the form

dsly,t =  {go)nudx^dx^ =  a^ ( r e ) { -d t ^  + dr'^) +  p^{r){d9‘̂ +  sin^ Odcf?), (1-14)

w ith positive m ass pa ram ete r a^(re)  got from the canonical form (1.12)



in tiie domain of application p > po > 2Ms. For this problem represents the 

vacuum m etric outside a com pact spherically symmetric m atter source, parametrised 

by Ms, confined to the sphere radius of po > 2Mg, i.e.

rPQ
Ms = m{po) =  47t / dF{p)p‘̂ dp,

Jo

where dp{p) is the fluid energy density, this model is discussed in more detail in 

C hapter 2. The explicit form of the exterior tortoise coordinate re{p) is given by

/ ° °  /  2 M  \
1^1----- ^  J  dp = p -  2Ms +  2Ms log(p -  2Ms) + h ,  (1.16)

an increasing function of p. An expedient use of m etric coefficients (^o)^i/ in isother

mal coordinates finds

We note here, in the interests of clarity, what we will later prove in Section 2.2.3, 

th a t the m etric describing the interior spherically symmetric spacetime {A4,gi) 

i.e., in the non-vacuum region 0 < p < po of a spherically symmetric distribution of 

homogeneous fluid m atter can be similarly expressed in isothermal coordinate form

=  {9i)tiudx^dx'' =  a^{ri){—dt^ + dr'^) +  p^{r){d6'^ -I- sin^ ddcf?), (1-18)

again with positive mass param eter a^(r,) obtained from Synge’s incompressible fluid

interior 0 <  p < po and exterior po < p < oo, describing the entire spacetime 

[ M, g )  =  { M, g i )  U {M, go)  for 0 < p <  oo, i.e.

(1.17)

sphere solution [3]. W hat we have then is the complete Schwarzschild field for the

ds^ = a^{r){—dt^ -\- dr" )̂ + p^{r)[dd‘̂ -I- sin^ 6d(f)^) (1.19)
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and for 0 <  r  <  oo the K-G equation on all (M ,g )  is then

We note the conformally invariant form (1.7) of K-G on [M,gi)  would look like

□ ,T (x )  -  ^{3p -  dAp)}T{x) = 0, (1.21)

for fluid pressure p{p) and density dpij)), this has the form of a massive K-G field.

1.1.3 The In itial Value Problem

For an outgoing radiating field on (A4,g)  with complex exponential time dependence 

of frequency z, for Re z =  C > 0, expressed in curvature coordinates {t, p, 6, cj)} with 

= t we have

ip{x^) =  => Tpttix) = z' ê"̂ 'tp{p,0,(p). ( 1-22)

Transforming ip of equation (1.20) to  n(x), via the tortoise coordinate r =  |x| where

u(x) =  -ip{x^), (1-23)
r

with 'tp = e^^ip, we eventually arrive at a dual flat space inhomogeneous elliptic- 

Helmholtz equation representation of equation (1.6) above, expressed by

—A it(x) -I- F{r)/)Lii{x) + V{r)H{x) -f- z^u{x) =  /(x ) . (1-24)

It is the Minkowski spacetime representation of the K-G equation (1.20) on {A4,g) 

and the central equation of our investigation, describing the radiating field ^(x) in 

all R^. The radial coefficient of the term and the radial ‘potential’ functions



will be seen to emerge as a consequence of the transformation (1.23), which maps the 

scalar field ip on (Ai,g)  to the field u, now interpreted on the flat spacetime 

As we will demonstrate in Section 3.3.2, the construction of the smooth compactly 

supported ‘source’ function /(x )  enables the radiating problem on the complete 

Schwarzschild spacetime A4, as outlined, to be interpreted by the R^-inhomogeneous 

Helmholtz equation (1.24). In very stark terms we map the conformally flattened 

spherical interior matter source of A4 into the compact domain of /  in M̂ , and 

the conformally flattened exterior vacuum into everywhere else outside the compact 

set, in this way we solve the radiating problem as a well-posed problem in (IR̂ ,?̂ ). 

In Chapter 2, Section 3.3.1, we show the effective potential V{r) is well behaved, 

repulsive and asymptotically bounded, i.e.

Our transformed radiating problem for the modified field {t(x) in all governed by 

the inhomogeneous eUiptic-Helmholtz equation of (1.24), is interpreted on the 

Minkowski spacetime in coordinates {t,r,9,(j)} for 0 < r < oo, as a hyperbolic initial 

value problem for the spacetime function w(x, t) given by

with initial Cauchy data, w(0,x)  =  0 and dtw(0,x) — /(x ).

In Chapter 3 we will show that this is because (1.28) can be associated with the

with an upper bound given by

0 < v{r) < for 0 < r < oo. (1.27)

(1.28)
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inhomogeneous elliptic-Helmholtz equation of (1.24) in the following way: writing 

the differential operator

+  '"(’■). ( 1-29)

so that equation (1.24) is the Laplace transform £  of equation (1.28), i.e.

£{t«ti(x, t)] + B  ■ £{u>(x, t)} = B  ■ u{x) +  z^u{x), (1.30)

where
roo

C{w{x, t)}  = / w{'x,t)e~^'^dt — u{x). (1-31)
J o

Proving this by Hilbert space spectral methods we then establish a well-posed 

Cauchy problem for the hyperbolic wave equation of (1.28). Exploiting the domain of 

dependence and finite speed of propagation properties of the initial value problem in 

(M^,7j), following Stalker et al. [5], we employ the light-cone argument of Section 3.5 

to find, finally, a spherically restricted optimal /v^-bound on the field u(x), in other 

words the Sommerfeld radiation bound for the outgoing radiating K-G field.

In seeking to prove these bounded estimates, we are led to a carefully detailed con

sideration of the Cauchy problem in Chapter 3, for the dynamics of the scalar field 

w{t, x) associated with appropriately defined generic initial data tt;(0, x) and Wt{0, x) 

prescribed on a domain of dependence, described by a spherically restricted spacelike 

hypersurface £>(Eq) in (R^,?7).

1.1.4 The C om plete Schwarzschild Spacetime

The Klein-Gordon field -0 is weakly interacting and as alluded to in Section 1.1 can 

be interpreted as a test field on the entire static spherically symmetric spacetime
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{A4,g) with metric form

=  Qfj.udx^dx'' =  —f{p)dt^ +  h{p)dp^ +  p^{d9‘̂ +  sin^ 9d(p^),

in curvature coordinates {t, p, 6, (f)} or by the equivalent isothermal form

ds^ =  a^{r){—dt^ + dr'^) f  p^{r){dO^ + sin^ 9d(j) )̂,

in tortoise r{p). We are ultimately concerned with the spatial decay of outgoing 

radiation, that is to say, in the exterior vacuum spacetime {Ai,go) where = 0 

and

dsl̂ , =  -  ( l  -  + ( l  -  (1-32)

The original interpretation of (1.32) was that it modelled the gravitational field in a 

vacuum region outside a spherically symmetric matter source Mg, a star for example, 

and (1.32) was considered only in some coordinate range p > po> for a po > 2A/s- 

The metric was matched at p =  po to a static interior metric satisfying the coupled 

Einstein-Euler system of (1.8) in the interior p < po. This latter metric is of the 

form (1.32), but with =  Ms{p) such that Mg ^  0 as p ^  0. A natural problem 

poses itself if we do away with the star Mg altogether and consider (1.32) for all values 

of p. At p =  2Mg, the metric appears to be singular in (i, p)-coordinates, however, 

with a change of coordinates, this metric can be extended regularly as a solution 

of = 0 beyond p =  2Mg. T hat is, there exists a manifold M  that contains 

both a region p > 2Mg and a region 0 < p < 2M^, separated by a regular (null) 

hypersurface, the event horizon . The metric element (1.32) is valid everywhere 

except on "H"*", where it must be rewritten in regular coordinates.

The hypersurface T-L̂  is characterised by an exceptional global property: it defines

12



the boundary of the region of spacetime that can send signals to null infinity 

or in physical interpretation, to distant observers. In general, the set of points 

that cannot send signals to null infinity is known as the black hole region of 

spacetime, where 0 < p < 2M« and is the event horizon. The global geometry 

of the extended spacetime M  was clarified by J.L. Synge and later by Kruskal and 

Szekeres. These issues took a while to sort out in my thesis:

A person will be imprisoned in a room with a door that is unlocked and opens out

wards; as long as it does not occur to him to push rather than pull it. [6]

I started with the idea of radiation on a black hole spacetime, to which 1 became 

morbidly attached, notwithstanding that the radiation decays in the asymptotic vac

uum Schwarzschild region (Ai,go) and was easier solved for a nice matter source, 

which could be conformally flattened by a positive mass parameter a^(r), that ad

mits a timelike Killing field, as enabled by the perfect fluid interior solution 

Birkhoff’s theorem [2] guarantees that the Schwarzschild metric is the unique vac

uum solution with spherical symmetry.

So we follow the interpretation of the field outside a static spherically symmetric 

distribution of matter, parametrised by positive constant Mg- Of course its energy- 

momentum tensor must represent a physically realistic matter field, in the sense that 

it must necessarily describe a positive energy density that dominates any interior 

stresses present, or more precisely, it must satisfy a dominant energy condition [7]. 

The positive character of energy density dominates gravitation theory and this im

portant idea is treated in more detail in Appendix B. The choice of gravitating 

source does not affect the statement of Theorem 1, and there is no loss in general

ity if we elect to generate the exterior vacuum spacetime (yV1,,go) with a spherically
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symmetric distribution of perfect fluid, centred on curvature coordinate p =  0, as 

describe below. In this way the complete description for (A4,g)  is made possible. 

P u t simply, the perfect fluid source is chosen to avoid tedious, unnecessary (and pos

sibly hazardous!) m athem atical argum ents arising from the coordinate peculiarities 

and other subtleties of the extended vacuum Schwarzschild topology. As mentioned 

above the Schwarzschild black hole exterior or naked singularity spacetimes are also 

described by m etric (1-32), bu t present difficulties when transformed, in the manner 

described by the tortoise coordinate r(p),  to  the complete Minkowski setting (R^,rf). 

In particular, as we will see in Section 3.1, for < 0 negative energy interpretations 

arise, which happens when the Killing vector field = dt goes from being timelike 

to spacelike in the black hole region 0 <  p <  2Ms-

A perfect fluid is defined as one for which there are no forces between its constituent 

particles and no heat conduction or viscosity in the fiuid’s instantaneous rest frame. 

The interior Schwarzschild solution describing this model, as discovered by Synge, is 

treated in greater detail in Section 2.2.2 . As Synge has proven and comprehensively 

discussed in C hapter V I I  of his classic tex t [3], concerning spherically symmetric 

fields, a static  spherically symmetric perfect fluid solution can always be matched 

to the Schwarzschild vacuum across a spherical surface and can thus be used as an 

interior solution in a stellar model. This is because the free boundary condition for 

fluids is zero pressure and the spherically symmetric Schwarzschild vacuum has zero 

pressure, and so can be m atched for continuous radial pressure across the stellar 

boundary, we will return  to  this idea in 2.2.2. As we will see there, the fluid solution 

is an exact solution of the Einstein field equations in which the gravitational field is 

produced entirely by the mass, mom entum and stress energy density of the fluid and
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as such, confers a degree of simplicity on the analysis, another reason why we put it 

to use here [3].

In Section 2.2.2 we will also consider in detail the appropriate formulation for the 

interior tortoise coordinate ri{p), corresponding to interior mass param eter a^{ri) 

where

^  =  a^{ri), for 0 < p < po, 
dr

this is then solved to  achieve a conformally flat representation for the quotient mani

fold M / S 0 { 3 ,  M) of the interior spherically symmetric spacetime (M,g i ) ,  and should 

match the vacuum solution a t the stellar surface po, i.e., where r’i(po) =  feiPo)- 

We follow this procedure to represent the original problem of gravitating perfect fluid 

star and radiating scalar field on the complete Schwarzschild spacetime (A4,g).  

Ultimately this manifests as the well-posed hyperbolic i.v.p. of equation (1.28), when 

mapped via the isotherm al metric into the entire (t, r)-plane of the spherically sym

metric Minkowski spacetime (M'*,??)

ds^ =  —dt^ 4- dr^ r^{d9^ + sin^ 9d(f) )̂ =  —dt^ +  dr.dr.

In Section 3.4, using conservation of energy and prior analysis [5] we solve our 

hyperbohc i.v.p.,

i) 4 -S  • ty(x, i) =  0, ti)(0,x) =  0, 5fw(0, x) = / ( x ) ,

to establish L^-bounds on ^x(x), in the region r  > 2Rq, exterior to the ball Bj- where 

compactly supported generic initial datum  / (x )  lives.
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1.1.5 T heorem  1: The Som m erfeld R adiation  Bound in

Here we summarise the terminology and content of T h e o re m  1: our proof of the 

Sommerfeld radiation bound. A weakly interacting K-G field i ){x]  governed by Euler-

in curvature coordinates { t ,p,6, ( f ) } .  The outgoing radiation effectively decays on 

the exterior vacuum Schwarzschild spacetime (A4,go)-  W ithout loss of generality we 

choose to generate the exterior Schwarzschild vacuum with a spherically symmetric 

compactly supported perfect fluid source of mass centred a t p =  0. Using a 

tortoise coordinate representation r(p)  where

dp 0  /  \

—  = a  (r),  0 < r < oo,
dr

we form the equivalent isothermal metric form

The mass param eter/conform al factor a^(r) assumes two distinct forms in ,M: 

a^{ri )  in the Schwarzschild in terior 0 < P < Po, r{p) =  n ,

a^(re) in the Schwarzschild exterior (A4,go) ,  Po < P < oo, r{p) =  r^.

Lagrange □g'0(x) =  0, radiates with complex frequency z, i.e., '4){x) =  e^V (x ') on a 

static  spherically symmetric spacetime (A4,g)  with metric form

ds^ =  —f{p)dt^  +  h{p)dp^ +  p^{dO'^ +  sin^ 9d(j)^)

ds  ̂ = g î.dx^dx'' =  a^{r){—dt  ̂+ dr )̂ +  p^{r){d0‘̂ +  sin  ̂9d<p̂ )

so th a t K-G is
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Under the transform ation «(x) =  the K-G equation □ 3I/', becomes

-A u{x . )  +  ^ u (x )  + V{r)u{-x) +  z \ ( x )  =  0,

which is, in particular, non-trivially satisfied for r  =  |x| > 2Rq > 0. We want the 

Sommerfeld radiation bound on tpix) =  which decays on the vacuum region

of {M ,g ) ,  i.e., on the Schwarzschild exterior {M,go), there we have

U { x )  =  We (x )  =  — A { P ,  0 ,  (p) ,
I 'e

and |^ie(x)| is the bound sought in th e  region 2Rq < |x| < 00. We find

2M
a ^ { r ) \ r = r e  =  1  2 M s < P o < p < o o ,

P

and also the repulsive potential V ,  given there by

V { r ) \ r = r .  =  ~  p3  p  2 M S < P 0 < P < O O ,

with upper bound

similarly we have

0 <  V{r) <  0 < r  < 00,

p̂ {r)

so tha t

9 '

~  ( 1 -  — —"j <  2Ms < po< p < o o ,P^ \  P  J

F(r)  ^  1 - ^  < ^ ̂ J.2 p2 -  ^ 2’

for generic constants C. We are miainly interested in the asymptotic behaviour of 

ii(x) near infinity, and so we assume without loss of generality that l i  > 2R q > 

T h e o re m  1 then establishes the optimal L^(IR^)-bound on u(x), in other words we 

prove the Sommerfeld finiteness cond'ition.
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T h e o re m  1 Let u{x) G L^(R^) be a solution o f the elliptic-Helmholtz equation given 

by

-A u (x )  +  I — ----- +  V {r)u{x) +  z^u(x) =  0, Re z = (  > 0,

outside a ball Br, fo r  2R q < r < oo. Suppose that V{r) is a positive potential 

satisfying the bounds

0 <  V(r)  < ^

fo r  all r  =  |x| > 2R q and suppose also that a^{r) is a mass parameter o f the static 

spherically sym m etric spacetime (M. ,g)  with isothermal metric

ds  ̂ =  a^(r)(—dt  ̂ +  dr^) +  p̂ dQ. .̂

There are then R! > 0 and C id^l) constants such that the following spherically 

restricted bound is satisfied for r > R

l|li(x)||L2(s.2) <  C'l(z)||«||z,2(R3)^e"^'',

that is, we prove the Sommerfeld radiation bound on the field u{x) outside a compact 

source in

It is clear enough th a t the decay rate is optirrial in the case of a spherically symmetric 

potential. We note th a t the dependence of the constant C\{z)  on the argument of 

2  prevents the use of this theorem to derive estim ates on analytic functions of the 

Schrodinger operator —A +  V { t )  by contour integration. Before dealing with the 

details of this proof it is worthwhile to firs: locate our problem within the wider 

historical context of the Sommerfeld radiation conditions, as presented in the m ath

ematical literature heretofore.
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1.2 R eview  o f th e  Som m erfeld Radiation Problem

In order for a partial differential equation to represent a plausible model of the physi

cal problem it m ust necessarily be u'ell-posed. Well-posed problems consist of a PD E 

in a suitable domain together with a set of initial and/or boundary conditions (or 

other auxiliary conditions) th a t possess the following three fundamental properties:

(i) Existence: At least one solution exists tha t satisfies all three conditions.

(ii) Uniqueness: At most one solution exists.

(iii) Stability: The unique solution depends in a stable manner on the data of the 

problem. If the d a ta  are changed a little, then the coiresponding solution 

changes only a little.

In accordance with these properties and in particular with th(; requirements of (i) 

and (ii), the m athem atical physicist Arnold Sommerfeld, in a comprehensive trea

tise on the partial differential equations of mathematical physics [8], first introduced 

the eponymous condition o f radiation for a scalar field w(x) in R^, satisfying the 

Helmholtz equation —A u  + k^u =  0. This key extract is reproduced here:

. . . W ith increasing domain the eigenvalues become closer and closer; for an 

infinite domain they are dense everywhere; we then deal with a continuous spectrum  

of eigenvalues. Let us consider, e.g., the interior of a sphere of radius a for vanishing 

boundary values. For the case of purely radial oscillations its eigenvalues are given by 

the equation

i ’o{K^a) =  0, V'o(p) =
P
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Hence At^a =  vk  and the difference of successive eigenvalues is

7T
= -----  ̂ 0 for a —>• oo.

a

We may therefore consider the function ipoiKr) which is everywhere regular and van

ishes at infinity as an eigenfunction of infinite space. Thus, if we have an acoustic 

or an optical problem in which the prescribed sources are in the finite domain (with 

a discrete or a continuous distribution), and which is to be solved for a given wave 

number k , then we can always add the function ipo to the solution. Hence oscillation 

problems (in contrast to potential problems) are not determined uniquely by their 

prescribed sources in the finite domain. This paradoxical result shows tha t the con

dition of vanishing a t infinity is not sufficient, and th a t we have to replace it by a 

stronger condition at infinity. We call it the condition o f radiation-, the sources must 

be sources, not sinks, of energy. The energy which is radiated from the sources must 

scatter to infinity; no energy may be radiated from infinity into the prescribed singu

larities o f the field (plane waves are excluded since for them  even the condition w =  0 

fails to hold a t infinity). For our special eigenfunctions

the sta te  of affairs is simple: for the time dependence exp(—̂ w^), e^'^^/r is a radiated, 

an absorbed, ipo{Kr) a standing wave (nodal surfaces nr  =  v t v ) .  By excluding 

absorption from infinity we exclude the addition of the eigenfunction ipQ{nr). Hence 

the permissible singularities are restricted to the “outgoing” form

It is called the general condition o f radiation and we shall apply it to all acoustic 

and electrodynamic oscillation problems tha t are generated by sources in the finite 

domain.

w =  C
gtfc|r|

For these singularities we have the condition
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By im posing th is condition of radiation, the  existence and uniqueness of the solu

tions of certa in  exterior boundary  value problems, i.e., requirem ents (i) and (ii) of 

the  well-posed problem  are  m et. Such problems generally describe wave propagation 

phenom ena, usually  where incident and scattered rad iation  is being considered. Ex

pressed m athem atically , these problem s usually take the form of an exterior Dirichlet 

or Neumann  problem  for th e  Helm holtz equations describing them . For scattered  

rad ia tion  th e  condition is applied a t  asym ptotic spatial infinity, and when added to  

the  s ta tem en t of the  boundary  values, singles out the unique solution, in physical 

applications, which represents the  “outgoing” radiation field only.

In the  quoted ex trac t Som m erfeld instances the spherical wave solution u (r) which 

is outgoing w ith  a  plus sign and incoming with a minus sign. The outgoing wave 

satisfies the  rad ia tion  condition, as he defines it, b u t the  incoming one does not. For 

the  outgoing solution in we th en  have two conditions:

(i) limr_>oo |™ (r) | is bounded, th is is the finiteness condition.

(ii) hmr_>oo \ r {d /d r  — ik)u{r)\  -> 0, this is the radiation condition proper.

T he Sommerfeld radiation conditions, applied as boundary conditions a t spatia l in

finity, guarantee th e  uniqueness of solutions, and are so devised to  concur w ith the  

phenom enological experience (th is is Physics after all!) th a t  no energy is rad ia ted  

in to  th e  field sources from  infinity. Sommerfeld’s proof of this is however restricted  

to  Green’s function  solutions in only [9].
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1.2.1 Som e H elm holtz E quations

W hen tre a te d  in the  h tera tu re , the  Som merfeld rad ia tion  conditions usually assume 

the s ta tu s  of hypotheses in the investigations concerning them , th a t  is to  say, they are 

im posed as a priori conditions of the  problem , and thus the uniqueness criterion of 

the  v/ell-posefl problem  is m et. This is particu larly  tru e  when the  frequency param 

ete r z is allowed to  be complex. T h is case was first trea ted  by F. V. A tkinson [10] in 

1949. In th a t  paper the  au ilio r addresses the  fact th a t  the two conditions ad^'anced 

by Som m erfeld do not p u rpo rt to  be rigorous m athem atical argum ents and goes on 

to present a  proof of the  proposition  th a t  the  Sonmierfeld conditions do indeed confer 

uniqueness on the  solutions of th e  rad ia ting  Ilelm lioltz problem .

In a challenging 1959 paper [11] the  functional analyst Tosio K ato, also dealt with ilie 

problem  of the  asym pto tic  beliaviour, for |x | —> co, of solutions of the n-dimc!isional 

reduced wave equation , expressed by

A?i(x) +  ry(x)?/(x) =  0, (1.33)

foi' our purposes wo w rite th is in the  form

—Au,(x) -f p (x)rf(x) — Aw(x) =  0, (1-31)

w ith  A G C  and p (x) >  0, considered i]i a dom ain |x | >  2 R q > 0.

As K a to ’s work is the  s ta rtin g  poin t of our d isserta tion  in some respects, and m oti

vates the  pu rsu it of its cen tral problem , th a t  of fnjdiirg an L^-bourid on the solution

u (x ) of a  H elm holtz equation  w ith  a  positive po ten tia l l^ (x ), we will expend soit)e

effort on its explication here. We have th a t  x  ;= (x i,.x 2 , • • ■ ,x’„) is the  variabln real
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vector of length |x| =  {xl + xj-l =  r, and R q an arb itrary  but fixed radial

constant. By a solution is meant a complex-valued function w(x), of class for 

|x| > -^0 >  0, which satisfies (1.34). Amongst other things, K ato estim ates the rate 

of growth of the quantity

||6V-u| f |u(x)|^d5
J \ x \ = r

(1.35)
‘ |x |= r

constructed from an arb itrary  spherically restricted solution of (1.34), w ritten as 

Sru{K), the integral:; being surface integrals over the spherical surface defined by 

|x| — r. As stated  by K ato the estim ation of the quantities (1.35) requires different 

methods according to the properties of the complex valued function as defined by

g(x) =  A - p ( x ) ,

Kato distinguishes between various cases of q(x). The case of interest for us, tha t 

is for A 6 C, with positive real part, and for a positive real potential p(x) > 0, is 

covered in the Example 7, Section 6 of the 1959 paper, w'here 'R.c e*^(/(x) <  0 and 

|0| < T̂T, we reproduce the extract here:

Let

gr(x) =  A - p ( x )

where p(x) is real and non-negative whereas A is a non-real constant. By symmetry 

it suffices to consider the case in which A =  lAle"*̂  with 0 < 0 < tt. Then

Tie e“®g(x) < 0,

is satisfied by any 9 such that jtt — 0 < 0 < ^tt. We have

s(r) =  —sup Tie e'‘̂ q{x) > 5 =  — |A| cos{0 +  (j>)
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so that Scos9  takes its largest value |A|sin^ 4̂> (or 6 =  — 4>) [ed. with Kato’s

radiation bound M{r)  given by]

M{ r)  <  Co exp{ —|A|^/^rsin =  coexp{—7?.e(—A)5r} > 0,

where (— is to be chosen in such a way that its real part is positive. As is 

easily seen, the equality holds for some spherically symmetric solutions of A m(x ) +  

g(x)t/(x) =  0, when n =  1 or n =  3 and p(x) =  0.

Importantly in this example the estimate on the spherically restricted «(x), i.e.

< Coexp{-7?.e(-A)^/^r}, (1.36)

is obtained without assuming anything in advance about the asymptotic behaviour 

of the solution u(x). In conformity with this principle, the paper makes extensive use 

of differential rather than integral inequalities. The results obtained in Kato’s paper 

were subsequently shown to be limited on several fronts namely only L^-control 

of the angular variables is provided there and there is no proof of the derivative 

estimate, this being the strong form of the radiation condition.

John G. Stalker and Shadi Tahvildar-Zadeh have recently established sharper decay 

estimates than those provided by Kato. The Stalker and Tahvildar-Zadeh paper [5] 

is similarly concerned with a Helmholtz equation in K” , also modified with a well 

behaved potential V{x)  (this corresponds to Kato’s choice of p(x)), and given by

—Aii(x) +  V"(x)u(x) +  z^u(x) = 0 ,  Re ^ =  C > 0, (1-37)

with V{x)  satisfying more general conditions than the potential treated by Kato,

namely, for potentials satisfying the upper and lower bounds U and L, respectively

— f  II (n — 2 '!^
<  y (r )  < — , with L <  ------- — and r/ > I.
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It succeeds in amending the aforementioned limitations of Kato’s paper; to wit the 

authors prove tha t the functions u{x), which solve their Helmholtz equation (1.37) 

outside a compactly supported source in R", do indeed satisfy the strong form of the 

Sommerfeld radiation condition - an improved decay estimate for u(x) is presented 

and in addition L°° control is also provided there.

The modified Euler-Lagrange equation in

-A 'u(x) +  ( ^  -  ^ ) ^ u ( x )  +  V{r)u{x) + z^u{x) = /(x ) , Re z > 0, (1.38)

associated with the compactly supported inhomogeneous term /(x ) , and which is 

the central equation of this investigation, models the outgoing radiating Klein- 

Gordon field on the static spherically symmetric spacetirne in particular,

outside a static spherically symmetric incompressible fluid star, when this system is 

transformed to the Minkowski spacetime (R"*,?]). Equation (1.38) differs from the 

Helmholtz equation treated by both Kato and Stalker (lor M'‘), essentially in its an

gular Laplacian term, the analysis of the influence of this term on the and L°° 

solutions would form part of a broader investigation.

1.3 R eview  o f Functional A nalysis

For most classes of partial differential equations it is not possible to write down a 

tidy formula that solves them. However, there are many techniques for ascertaining 

existence, uniqueness and stability or other quantitative features of such solutions. 

These techniques come mainly from the analysis of function spaces. This section is 

a brief summary of aspects of the theory and terminology of function spaces used in 

this problem.

25



Formally, a function space is a normed space X ,  the elements of which are functions 

(with some fixed domain and range). Most of the standard  function spaces of analysis 

are also complete normed spaces known as Banach spaces. The norm ||/||a : of a 

function /  in X  is the function spaces way of measuring how ‘large’ /  is. It is 

common for the norm to  be defined by a simple formula and for the space X  to 

consist precisely of those functions /  for which the resulting definition is sensible 

and finite. Thus, the mere fact tha t a function /  belongs to a space X  can already 

convey some qualitative information about th a t function. For example, it may imply 

some regularity, decay or boundedness on the function / .  The actual value of the 

norm | | / | |x  makes such information quantitative. T hat is to say it may tell us how 

regular /  is, how nmch decay it has or by which constant it is bounded. We will be 

concerned in particular with the square integrable functions / ,  for which we have 

the L^-norm | | / | | l 2 , and with the quantitative bounds of such functions, tha t is, we 

want to know what is the smallest C  > 0 such th a t | | / | | l 2 <  C  for all (or almost 

all), X 6 R".

Continuous functions on a compact domain V  are bounded, so the most natural 

norm to place on this space is the supremum norm. The supremum norm is the 

norm associated with uniform convergence -  it gives simultaneous control on the 

size of |/(a:)| for all x  & V . However, this means th a t if there is a tiny set of 

X for which \ f { x ) \  is very large, then ||/||oo is very large, even if a typical value 

of |/(a;)| is much smaller. In a physical field theory th a t produces, for example, 

an L '^-bound for its field magnitude, this L°°-bound then possesses an advantage 

in its capacity to falsify  hypotheses in the following way: imagine a physical field 

of m agnitude greater than  the theoretical L°°-bound was detected experimentally.
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assuming a rigorous m athem atical analysis we would then be forced to  review the 

param eters and assumptions of the field theory. The L^-bound which we establish 

for the scalar field as a root mean square average or average value over a

spherical surface could not do this; it is however, the easiest useful bound to find in 

our problem and it is possible to use bootstrap and /or other techniques to ascertain 

I f  and L°°-bounds from the L^-bound. These are desirable for the reason exampled 

above and because it is sometimes advantageous to work with norms th a t are less 

influenced by the values of a function on small sets. The U ’-norm  of a function /  

given by

l l / l l p  =  ( J  | / ( x ) | ^ d x ) p ,

is defined for 1 <  p < oo and for any measurable / .  The function space 17 is the class 

of measurable functions for which the above norm is finite. You might say informally 

tha t while the L°° norm is concerned solely with the “height” of a function, the L f 

norms are concerned w ith a combination of the “height” and “w idth” of a function. 

Particularly im portant among these norms is the aforementioned L^-norm space. 

This is a Hilbert space endowed with exceptional symmetries, these are briefly out

lined in the Appendix A, on aspects of Functional Analysis. It is often very useful, 

particularly in the analysis of boundary value problems, to make use of the Hilbert 

space structure, or a t least a Banach space structure of the function spaces from 

which the solutions are taken. Doing so makes it possible to apply the results of Func

tional Analysis to the theory of linear and non-linear partial differential equations. 

In many cases these m ethods are the only ones available in other cases they lead to 

more definitive results. Our problem ultimately distills to  a well-posed Cauchy initial 

value problem and we rely heavily on the Hilbert space structure in our analysis.
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1.3.1 Sobolev  Spaces: N orm s and Energy C onservation

The Lebesque norms control, to some extent, the height and w idth of a function, but 

say nothing about regularity; a function in U ’, for example, need not be differentiable 

or even continuous. To incorporate such information we often use the notion of 

Sobolev norms ||/||w'ifc,p, defined for 1 <  p <  oo and k > 0  and denoted by

LP. Im portantly  we do not require f  to be k times differentiable in the usual sense,

These function spaces adapted to the study of partial differential equations were first 

introduced by S.L. Sobolev of Moscow State University (Lomonosov - now a dodgy 

part of town). As defined here in (3.1.2), a Sobolev space is simply a vector space of 

functions equipped with a norm tha t is a combination of L^-norms of the function 

itself as well as its derivatives up to a given order, the derivatives understood in a 

suitably weak sense in order to  make the space a complete Banach space. Intuitively 

then, a Sobolev space is a Banach or H ilbert space of functions with sufficiently 

many derivatives for some application domain such as partial differential equations, 

and equipped with a norm th a t measures both  the size and smoothness of a member 

function. Solutions of many classes of partial differential equations reside naturally in 

Sobolev spaces rather than  in classical spaces of continuous functions. Sobolev spaces 

can be considered as one of the main tools th a t made possible the wide development

k
(1.39)

The Sobolev Space is the space of functions on a domain for which this

norm is finite. Thus a function lies in if it and its first k  derivative all belong to

but rather in the weaker sense o f distributions. We need to consider these generalized 

differentiable functions because without them  the space would not be complete.
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of PDEs in the last several decades and are essential to our analysis here [12]. We

where ■0(x) is the solution of the Klein-Gordon equation in spacetime (A4,g)

The domain of the spatial operator A, defined on some initial domain Eo, is contained 

within the closure of D(Eo), the domain of dependence, under this norm. This norm 

is also known as the first Sobolev norm  of ijj. We provide some formal notation for 

definitions of various norms on the Sobolev sf>aces in the Appendix A where we also 

explain the formal Sobolev space notation us»!d throughout this work.

use mainly the =  H^(r^) norm, interpreting it as the conserved “energy”

associated with a function

/.(
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Chapter 2

The K lein-G ordon Field on the  

Static Spacetim e

2.1 T he E inste in -M atter  System

Einstein’s theory of gravitation, as finally formulated by him in 1915, represented 

a revolutionary development in the foundations of natural philosophy [13]. Geome

try, inertia and gravity were unified as aspects of a single theoretical structure: the 

Lorentzian metric, and expressed through the symmetric tensor assumed to exist 

on a 4-dimensional continuum or differentiable manifold M. known as spacetime. The 

n-dimensional generalization of the object where Riemannian or Lorentzian metrics 

naturally live is the manifold. Loosely speaking, a Lorentzian metric is one that 

“looks locally like the Minkowski metric” , just as a Riemannian metric looks locally 

Euclidian. Spacetime containing matter is thus described as a pseudo-Riemannian 

manifold, with the gravitational force manifesting as a curvature of its geometry.
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Thus General Relativity allows the spacetime continuum not to be but instead 

to be a general manifold M., which may very well be topologically inequivalent to 

M'*. We call the pair (A4,g) a Lorentzian manifold. Properly put, the unknown in 

the Einstein equations is not just g but the pair (M,g) .  Manifolds are the struc

tures obtained by consistently smoothly pasting together local coordinate systems. 

General Relativity postulates that this four-dimensional Lorentzian manifold (M,g) ,  

endowed with metric g, is to satisfy the acclaimed Einstein field equations

=  RfMu -  (2 -1)

giving a geometrodynamic theory of gravitation. We take the Einstein equations 

as a basic axiom; is the Einstein tensor expressed in terms of and R, the 

Ricci curvature tensor and scalar curvature of metric g, respectively. denotes a 

symmetric 2-tensor on A4 known as the stress-energy-momentum tensor of matter 

in the manifold and we set the gravitational coupling constant n =  SttG, where G is 

Newton’s gravitational constant.

The tensor-field equations (2.1) must be coupled to “m atter equations” satisfied by 

a set of m atter fields {'&»} defined on M ,  together with a constitutive relation deter

mining from {g, 'tj}. These equations and relations are stipulated by the relevant 

continuum field theory describing the matter. For our set-up in the Schwarzschild 

exterior, the energy-momentum tensor is that of the massless, spin-zero scalar 

Klein-Gordon field tpix).

To construct an action for General Relativity, we must define a Lagrangian L which 

is a scalar under general coordinate transformations and which depends on ĝ ^̂  (these 

are now the dynamical fields) and its derivatives. The simplest non-trivial scalar that 

can be constructed from the metric and its derivatives is the Ricci scalar i?, which
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depends on and its first- and second-order derivatives. In fact, R  is the only 

scalar derivable from the metric tensor tha t depends on derivatives no higher than 

second order. From our knowledge of gravitation as a manifestation of spacetime 

curvature, we might expect L  to be derived from the curvature tensor. Thus, in 

searching for the simplest plausible variational principle for gravitation, one is led to 

the Einstein-Hilbert action

with Lagrangian density C eh  =  Considering a variation —)•

where 6g^^ and its first derivative vanish on the boundary dTZ of the region TZ. For 

arbitrary variation of Einstein-Hilbert action, such that SSeh =  0, a standard, if 

tedious, textbook calculation, i.e.

yields the vacuum  Einstein field equations of (2.1), i.e., with energy-momentum 

Tfj,u ~  0. To develop the variational notion for other (non-gravitational) fields, we 

simply add an extra term  to the action to give

the corresponding field equations are got by a variation in the metric tensor, such 

th a t g^'' —>■ g^'' -f 6g'^‘', and with vanishing on boundary dTZ, so tha t we have

/ R y /^ d '^ x
Jtz

SS eh = 5 [  R y / ^ d ^ x  =  [  -  ]-gf,^R)5gf^''y/^d*x =  0, (2.2)
J'T? . I t? ^J n  Jn

where 5 m is the m atter action and the factor ^  is chosen for convenience. Again



and by asserting the definition for non-gravitational energy-momentum 

we will then recover the field equations of (2.1) above.

2.1.1 C onservation of E nergy-M om entum  I

The quantities defined in (2.3) are clearly tensorial. From the definition we see 

is a symmetric tensor, as required by the full Einstein equations. More im portant, 

however, we show how it obeys the covariant conservation equation

=  0. (2.4)

From the definition in (2.3), the variation in the m atter action resulting from a 

variation in the m etric is given by

5 S m  = = = - \ j ^  T ^ ^ 8 g ,,s /^ g d ^ x .  (2.5)

Consider making an infinitesimal general coordinate transform ation

= x^ + i^{x),

where ^^(x) is an infinitesimal smooth vector field. Since the action S m  is, by

construction, a covariant scalar, then we must have &Sm  =  0 under the coordinate

transform ation. Following a standard  tex t book calculation [34], requiring some 

familiarity with variational and tensor calculus, we find

5S m  =  f  (V ^^ ,)  ^ g d ^ x  =  0, (2.6)
J n
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and then using Leibnitz’ theorem for covariant differentiation of a product, we write

SSm = [  = 0. (2.7)
Jn  Jn

We use the divergence theorem (Appendix B) to write the first integral as a surface 

integral over the boundary dTZ in the usual manner. Assuming that the functions 

^‘'{x) vanish on the boundary dTZ this surface integral vanishes, leaving only the 

second integral in (2.7) . Since the are arbitrary, however, one immediately 

finds that

=  0 , (2 .8 )

as required.

We note here that the existence of a timelike Killing vector allows us to define 

a conserved energy for the entire spacetime. Given and a conserved we can

construct a current that is automatically conserved

(V^^.)7’'̂ ‘' +  e .(V ^r^ ‘̂ ) =  0, (2.9)

the first term vanishes by Killing equation, the second by energy-momentum conser

vation. For tirnelike we can integrate over a spacelike hypersurface Ej to define 

total energy [14]

S t  =  [  J T n ^ y J ^ d ^ x ,  (2 -10)

where ^ij is induced metric on E, a normal vector to E and in adapted coordinate

~  ~  9 i> o  —  9 o o ^ u  ~  ^  •

This result fits with our analysis of energy conservation in Section 3.1.2 where the

induced metric on the spacelike hypersurface t — const, is given by

da =  ap^dQdr and da" = a~^da =  p^dfldr,
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and the conserved current in Killing direction is

4 = ?„r"- = =  iv-? + +  ̂ lyv-P.

so th a t

f ’r  =  ^  ^  p^dQdr.

2.1.2 The Klein-G ordon Field

This classical spacetime field ip{x) does not correspond to any familiar type of m at

ter and indeed no such field has yet been observed directly in nature. On the other 

hand there are indirect indications th a t such scalar fields play an im portant role in 

current cosmological and quantum  field theories. We work w ith the Euler-Lagrange 

equation for the massless spin-zero wave field 'ip(x) on the static spherically symmet

ric spacetime (M , g). This particular system is one of the simplest to  deal with from 

a m athem atical point of view, and perhaps offers valuable insights into the dynamics 

of more complicated radiations on other families of related spacetimes. The premise 

here being th a t knowledge of a one-component field acts as a reliable guide to the 

behaviour of multi-component fields (such as electrom agnetic or gravitational 

9fj.u), w ith the main advantage gained in studying a non-gravitational test field, such 

as the weakly interacting is tha t we can ignore the contributions of the field

energy to  the manifold geometry [15]; this fact will be illustrated in a subsequent 

simple perturbation  calculation in Section 2.1.5, where the manifold repre

senting the static, spherically symmetric spacetime will thus be seen to be effectively 

the unperturbed vacuum Schwarzschild exterior background (A4,go), on which the 

radiating field tp(x^) decays asymptotically at infinity.
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A considerable body of research exists on investigations of scalar fields on curved 

spacetimes, concerned with ideas of well-posedness, metric stability, decay and scat

tering [16] [17], and as a means of probing various cosmic censorship conjectures [18]. 

According to the extensive literature, such investigations in Schwarzschild {■M.,go) 

can provide, with a degree of simplicity, useful qualitative information in respect of 

the stability and asym ptotic properties of various model black hole spacetimes or 

their related stellar collapse scenarios [19] [15]. In particular, the massless Klein- 

Gordon equation has been used heuristically to dem onstrate the essentials of the 

Schwarzschild metric perturbation  problem and the related stability of static black 

hole spacetimes, as it shares a similar structure to the mathem atically more compli

cated Regge- Wheeler equation of th a t problem [17] . These types of wave equations 

persist as open research topics in classical General Relativity and there are a number 

of excellent introductions and reviews of the subject available [20] [21].

Although our prim ary goal in this work is to obtain an optimal bound for the radiat

ing scalar field in other words, to prove the Sommerfeld finiteness condition,

we will also need to  address the critical issue of well-posedness in this regard also. 

This dem ands some rigour in the analysis of the Hilbert and the associated Sobolev 

spaces arising in this problem.
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2.1.3 T he C oupled K -G Field

Consider the action for a real scalar field varying the action with respect

to the inverse m etric g^‘', rather than  the field '0, we obtain

^ - L

- ~ L

d^x

Sg^ ''y /^ d^ x , (2 .1 1 )

comparing this expression with (2.5) we see the energy-momentum tensor for real 

scalar field 'tp(x) is
1

ThV = y/ u'r cjQiii- (2 .12)

On contraction of the Einstein equations (2.1) w ith , in the absence of m atter, 

i.e. =  0, we get

1 2 9 0 )
(2.13)

this is the vacuum solution, with Ricci tensor

R ^ u  =  0 . (2.14)

The system of Equations (2.14) are known as the Einstein vacuum field equations, 

solving for a spherically symmetric vacuum spacetim e yields the Schwarzschild field 

solution

~  ~  ~  dt̂  +  ^1 — dp̂  + [dO'̂  +  sin  ̂Odcj)̂ ) .

The perturbation  argum ent for the weakly interacting scalar field ijj shows th a t our 

problem effectively presents as a radiating field on the  exterior vacuum Schwarzschild
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spacetime (M,go) .

A  physical solution of the field equations, in other words a spacetime, consists of the 

manifold M  together with its metric g. Two spacetimes are physically equivalent, 

in other words, give rise to the same gravitational field if their respective metrics 

can be transformed into each other. Mathematically, we should regard the physical 

solutions of the Einstein field equations (2.1), as equivalence classes of spacetimes 

possessing metrics which are related by legitimate coordinate transformations.

2.1.4 C onservation o f Energy-M om entum lC

We note tha t in classical field theory it is common to define also a canonical energy- 

momentum tensor, based on N oether’s theorem which states tha t every continuous 

symmetry of a Lagrangian implies a corresponding conservation current and conse

quently its invariance under canonical spacetime translations —>■ leads to

the conservation of enei'gy-momentum. The free ma^sloss scalar-field Lagrangian C 

in flat spacetime with coordinates =  t ,r,0,(p} and metric

ds^ =  riy,i,dx^dx'  ̂ — —dt^ +  dr^ +  r {̂d6'  ̂+  sin^ Odcf)̂ ) =  —dt  ̂+  dr.dv,

is given by

C = (2.15)

this is used to  obtain the flat energy-momentum tensor in the the standard way, i.e.



This quantity  is conserved under canonical spacetime translations and as a conse

quence of N oether’s theorem, we arrive at the energy-momentum conservation law

The above relations embody the conservation of energy-momentum at a differen-

Minkowski-space version of the divergence theorem we obtain global balance laws. 

If Taj3 is assumed to be compactly supported, then, integrating between t = ti and 

f =  ^2 we obtain

W ith respect to the chosen Lorentz frame, the zeroth component of the above equa

tion represents the conservation o f total energy, while the remaining components 

represent conservation of total momentum.

We need a m ethod to obtain field equations of physical systems in General Rela

tivity when the corresponding equations are known in Special Relativity. In this 

instance (mimicking established practice), we invoke the so-called Principle o f m ini

mal gravitational coupling this is a simplicity principle of limited application which 

is adequate to the task here as the Klein-Gordon ^^{x) is a weakly interacting spin- 

zero scalar field. Essentially minimal coupling says we should not add unnecessary 

terms in making the transition from the Special to  the General theory. Since in local 

geodesic coordinates, the covariant derivative reduces to the ordinary derivative, we 

can also express this principle as follows: in local geodesic coordinates the equations 

of motion are those of Special Relativity. In practice this means th a t no terms explic

itly containing the curvature tensor should be added in making this transition from a

=  0 . (2.17)

tial level. Integrating (2.17) between homologous hypersurfaces and applying the
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flat to a curved spacetime. Guided by this principle we substitute the curved metric 

for the flat metric 7]̂  ̂and in addition we ought to replace partial derivatives by

their covariant counterparts for the scalar field 'ip{x) these are in fact equivalent.

Consequently, for our system the field Lagrangian L, energy-momentum tensor 

and conservation law respectively are given by

L = (2.18)

TlS) =  (2.19)

=  0 . (2 .20 )

Importantly, equations (2.20), which we also derived in Section 2.1.1, as equa

tions (2.8), is the analogue of Minkowski energy-momentum conservation equa

tions (2.17) above. We note =  g^''V„ reefers to the covariant connection

VaT;. =  dxT,,, -
associated with metric g. Energy-momentum conservation is in agreement with the 

Einstein field equations through the contracted Bianchi identities:

^ e ^ a b c d  ^ c ^ a b d e  ^ d ^ a b e c  ~

these identities imply

Vb(i?'’" -  = 0, or VfcG''" =  0 ^  =  0. (2.21)

It should be noted that the minimal coupling principle is not a symmetry principle 

and its raison d ’etre is really just its ease of application in aspects of General Rela

tivity, it is not a general law and cannot be applied to all the equations of Physics. It
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does not, for example, apply to  the equation of motion of the spin S of a rigid body 

in local geodesic coordinates, with proper time r ,  it would tell us d S /d r  = 0 since 

this is the spin equation in the absence of gravitation and it is wrong! Tidal torques 

are present in the true equation of spin, and motion depends on the Riemann tensor 

R, minimal coupling is thus generally unreliable and only to be used as a last resort. 

We remind ourselves th a t we are also solving here the equation for the conformally 

invariant massless Klein-Gordon field ^ (x )  on a non-vacuum Lorentzian manifold 

given by
1
e'

this equation is discussed in greater detail in A ppendix B.

From the Principle of least action, a standard variational calculation of the action 

functional on the manifold [ M, g ) ,  corresponding to the real massless scalar field 

—> R, and associated with a generic 4-volume form of measure dfig, i.e.

=  5 =  0, (2.23)

engenders the Euler-Lagrange wave equation on ( M, g ) ,  introduced by equation (1.6) 

in Sec. 1.1, as

=  0, (2.24)
vbl  ̂ ^

which is explicitly derived in Section 3.1.1. Thus, following the minimal coupling 

principle, the coupled E instein-m atter system on our manifold ( M, g ) ,  for the mass

less, zero-spin Klein-Gordon field i/^(x) can be w ritten

=  kT '̂̂  =  k{V f.'ipVu'ip
(2.25)

U gil) =  g '^ ^ 'V  =  0 .
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2.1.5 D ecoupling th e E instein-M atter System

Exact solutions of coupled Einstein-m atter systems are rare indeed. However, if 

the deviation from a known exact solution is ‘small’ in some sense, an approxim ate 

solution may be useful. In their original work [17], Regge and Wheeler studied 

perturbations of the metric directly by introducing the metric form

9fit' 9fii/ ” 1"

where is the known exact or background solution and \h^,,\ is considered ‘small’ 

in some sense, so th a t only the term s linear in are retained in all subsequent 

calculations. This provides a considerable simphfication for the equations involved. 

For this problem we assume the scalar field ip{x) is weakly coupled to  the gravita

tional field th a t is, the effect of its energy-momentum on the spacetime M.  may 

be neglected, this simplifying approximation has proven to  be surprisingly robust. 

Consider the equation

£{g) =  0, (2.26)

for an unknown function g (which, more generally, may be a collection of functions or 

tensor fields, etc.) In the case of interest, g is the spacetime m etric possibly together 

with variables describing the m atter distribution and S{g) represents Einstein’s field 

equations as expressed by Eq. (2.1). Suppose an exact solution g^ of (2.26) is known 

and suppose also th a t we are interested in studying situations where the deviation 

from is considered ‘sm all’. W hat we would hke to have then is a one-param eter 

family g[s) of exact solutions, which we express by

=  0 ,
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and where s measures the size of perturbations in the sense tha t, (i) g{s) depends 

differentiably on s and (ii) g{0) = g^. Thus small s corresponds to small devia

tions from a background metric p^(0) and a knowledge of g{s) for small s would 

give us an exact perturbed  solution, equation (2.27) however, may still prove too 

difficult to solve. Nevertheless, we can derive a much simpler equation from (2.27) 

by differentiating it w ith respect to  s and then setting s equal to  zero, so tha t

d
=  0. (2.28)

s= 0

Equation (2.28) is a linear equation for the function

dg
ds

(2.29)
s= 0

in other words it can be expressed in the form

T{h)  =  0, (2.30)

where T  ju s t represents a linear operator. If we can solve Eq. (2.30) then g^ -f sh 

should yield a  good approxim ation to g{s) for sufficiently small s, and thus issues of 

physical interest can be more easily investigated.

Here we will denote a one-param eter family of spacetimes by (A4,g(s))  associated 

with a param etrised scalar field which we label by depending differentiably on 

this param eter s. For each s the field quantities g(s)  and ip(s) satisfy the coupled 

Einstein-scalar system of Eq. (2.25) above. For small perturbations of the background 

spacetime we expand the param etrized field functions g(s)  and ip(s) in a perturbation 

expansion about s =  1, which we then write as

9(s) = ffb + sgi + s^g2 +  • • • , (“? 31)

1p{s) =i)b +  S ' 0 1  - h  s^ip2 H •
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Im portantly for small perturbations we will ignore all terms of order and higher in

the above perturbation expansions. It is clear from Eq. (2.25) th a t is quadratic

in V'(s)- For s =  0 in the expansion we write

this is just the unperturbed or background spacetime. The scalar field ip{s) is then 

written as ■0(0) =  'tpb, which is, of course, just zero here as this represents the un

perturbed spacetime. Differentiating the Einstein-scalar system of Eq. (2.25) above, 

with respect to s, and setting 5 =  0 we find

contained in this equation is an expression for Regge-Wheeler gravitational waves, 

this detailed calculation is not, however, part of the investigation here [35].

Taking the coupled system of Eq. (2.25) and again differentiating with respect to 

s and then setting s =  0 in its perturbation expansion, we find the expansion in 

Eq. (2.31) yields

g{s) = g{0) = gb,

os
=  0 . (2.32)

We see also th a t

Q

—  { O g ^ s M s ) )  =  Dg^O)1p'{0) =  =  0. (2.34)

This provides our decoupled equation of motion, describing a weakly interacting,
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massless Klein-Gordon field i/'i(x) on the background spacetime (A4,gt,). Relabelling 

to let ‘i/̂ i = 'ip(x) now represent the scalar field, we arrive at an equivalent expression 

for the wave equation of the weakly interacting field ip{x)

= - ^ d , [ ^ \ g r d M x ) ]  = 0. (2.35)
V\9b\

This is consistent with the derivation of the Euler-Lagrange equation for the scalar 

field ip{x) that is a stationary point of the action functional A^ ,  propagating on the 

complete Schwarzschild background which was discussed in Section 2.1.3.

The Einstein-matter equations when contracted with metric tensor where T  =  

g^'^T^u give

so that the confornial Klein-Gordon equation becomes

\3gip{x)+ ^K.Tip{x) =0 .  (2.37)

Using the perturbation expansion of Eq. (2.31) above, for energy-momentum scalar 

T{s) quadratic in s, and ignoring terms and higher for the small perturbation 

approximation, we find T  ^  0 and thus g ~  gs and again we return the wave equa

tion on background spacetime {M,gs)-  For time dependence ■0(x) =  e^^tp{p,9,(p), 

in curvature coordinates, we have the originating Helmholtz-type equation of our 

investigation.
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2.2 The (Ai,g) Spacetime Structure

. . .  I m u st have fallen asleep, for all of a  sudden  th e re  was th e  m oon, a  huge m oon fram ed in 

th e  window. Tw o b a rs  d iv ided  it in th re e  segm ents, of w hich th e  m iddle rem ained  constan t, while 

little  by l it t le  th e  rig h t gained w h a t th e  left lost. For th e  m oon w as moving from  left to  rig h t, or 

th e  room  was m oving from  righ t to  left, o r b o th  together perhaps, or bo th  were m oving from left to  

right, b u t th e  room  n o t so fast as th e  m oon, or from righ t to  left, b u t th e  m oon n o t so fast as th e  

room . B ut can  one speak  of righ t and  left in such circum stances? T h a t  m ovem ents of an ex trem e 

com plexity  w ere ta k in g  place seem ed certa in , an d  yet w hat a  sim ple th in g  it s e e m e d ...

Molloy,  S.B.

The manifold {A4,g)  represents a four-dimensional, connected, spherically symmetric 

static spacetime. Indulging the oxymoron, this symmetry brings profound simplifica

tions to certain features of classical General Relativity and these spacetimes continue 

to provide a rich source of investigation and speculation, albeit for the mathem atician 

rather than the physicist. We seek all solutions of Einstein’s equation which describe 

the completer gravitational field of a static, spherically symmetric spacetime. First 

we define more precisely the meaning of the terms “static” and spherically “sym

metric” and then choose a convenient coordinate system for analysing this class of 

spacetimes

A spacetime is said to  be stationary if there exists a one-param eter group of isome- 

tries (pt whose orbits are timelike curves. This group of isometries expresses the 

“time translation sym m etry” of the spacetime. Equivalently, a stationary spacetime 

is one which possesses a timelike Killing vector field The spacetime is said to be 

static if it is stationary  and if in addition, there exists a (spacelike) hypersurface E, 

which is orthogonal to the orbits of the isometry <pt. By Frobenius’s theorem [14] this 

is equivalent to the requirement th a t the hypersurface-orthogonal timelike Killing
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vector field satisfy

= 0. (2.38)

The condition of hypersurface orthogonality for the metric can be best seen by intro

ducing convenient coordinates for static  spacetimes as follows. If 7  ̂ 0 everywhere 

on the hypersurface S , then in a neighbourhood of E, every point will lie on a 

unique orbit of which passes through E. Assuming 0, we choose arbitrary 

local spacelike coordinates {x®} on E, and label each point p in the neighbourhood 

of E by the param eter, t, of the orbit which sta rts  from E and ends at p, and the 

coordinates x^, of the orbit at E. Precisely because the theory is invariant 

under coordinate transform ations, allows us to choose whatever coordinate system 

is most convenient to perform the desired analysis. Since this coordinate system 

employs the Killing param eter t as one of the coordinates, the metric components 

in this coordinate basis will be independent of t. Furtherm ore, since the surface Ej 

(defined as the set of points whose “tim e coordinate” has the value t) is the image 

of E under the isometry it follows th a t each E  ̂ is also orthogonal to Thus in 

these coordinates the m etric components take the canonical form

(2.39)

with tim e independent coefficient

> 0, (2.40)

and the absence of dtdx^ cross term s expresses the orthogonality of the Killing vector 

to the hypersurface E and < 0 for timelike
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A spacetime is spherically symmetric  if its isometry group contains a subgroup iso

morphic to the group 5 0 (3 , M), and the orbits of this subgroup, i.e., the collection of 

points resulting from the action of the subgroup on a given point, are two-dimensional 

spheres. In this sense the 5 0 (3 , M) isometries may then be interpreted physically 

as rotations, and so a spherically symmetric spacetime is one whose metric remains 

invariant under rotations. The spacetime metric induces a m etric on each orbit 

2-sphere which, because of rotational symmetry, must be a multiple of the metric 

of a unit 2-sphere, and is thus completely characterised by the to ta l area A  of the 

2-sphere. It proves convenient to introduce the R x 5 0 (3 , lR)-invariant function

p = y / A j ^ ,  (2.41)

where 5 0 (3 , R) represents the two-sphere of radius p, which is a sub-manifold 

embedded in M.. These spheres are said to foliate the R^-space and in spherical co

ordinates {9, (p), the m etric induced on the orbit 2-sphere takes the familiar spherical 

form

dsQ =  p^{d9^ +  sin^ 6d(j)^). (2.42)

In flat three-dimensional Euclidian space, p is the distance from the surface to the 

centre of the sphere. In curved space a sphere need not have a centre, the manifold 

structure could be, for example, described by R x S^; and even if it does have a 

centre p need not bear any relation to the distance to  the centre. Nevertheless, we 

refer to p as the “radial coordinate” of the sphere and this is how it is used in Synge’s 

curvature coordinates {x^ = t, p, 9, cp}, defined invariantly by the symmetries present. 

If a spacetime is both  static  and spherically symmetric, and if the static Killing field 

is unique, then must be orthogonal to the orbit 2-spheres and invariant under
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all rotational isometries. However, this requires its projection onto any orbit sphere 

to vanish, since a non-vanishing vector field on a sphere cannot be invariant under all 

rotations. Thus the orbit spheres lie wholly w ithin the hypersurface E(, orthogonal 

to Spherical sym m etry can be defined rigorously in term s of Killing vector fields 

as follows: A spacetime is said to be spherically symmetric if and only if it adm its 

three linearly independent spacelike Killing vector fields Xa  whose orbits are closed 

(i.e. topological circles) obeying a Lie algebra

with spherical representation in (0, (f)) as follows

■ 1 ^   ̂ dX i  =  sm (p-— h cot ^cos® — , 
d(j) 0 (j)
d  d

X 2 =  C O S 0 — -  cot(?!)sm(?i— ,
0 6  0 (p

generating the group of motions of the sphere 5^ and a coordinate system exists in 

which the Killing vectors take on a standard form. Convenient local coordinates on 

the spacetime M. may be chosen as follows. We select a sphere on S =  Eq, and 

choose standard  spherical coordinates {6 , 4>) on it. We “carry” these coordinates to 

the other spheres of S  by means of geodesics orthogonal to  the 2-sphere, we choose 

(p, 6 , (p) as local coordinates in Ej, and finally we choose {t, p, 9, as local curvature 

coordinates for the spacetime, according to the prescription described in Eq. (2.39). 

the m etric on M. in these coordinates is then

ds^ =  —f{p)dt^  -t- h{p)dp^ + p^{d0‘̂ + sin^ OdcjP').
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2.2.1 The Schwarzschild Solution

A now standard textbook calculation, first presented in 1916 by Karl Schwarzschild 

(at the time he was serving on the Russian front, where he was to die the same 

year), yields the static, spherically symmetric, asymptotically flat vacuum solution 

of the Einstein field equations =  0, exterior to a spherical source of matter. In 

curvature coordinates {t,p,9,(j)}, with mass parameter Mg describing the spacetime 

geometry {Ml, go), outside a spherical source of matter, for p > 2Ms, we have the 

famous Schwarzschild exterior solution

arguments in the weak field regime (as p —>■ oo) the invariant scalar Mg, which 

functions as a parameter, can be inter])reted as the conventional Newtonian mass of 

the gravitating object producing the vacuum Schwarzschild field. Because the metric

exterior to the spherical body, parametrised by Mg, is completely independent of the 

composition of tha t body and BirkhofJ’s theorem: A spherically symmetric vacuum 

solution in the Schwarzschild exterior spacetime is necessarily static [2] guarantees 

the unique spherically symmetric vacuum solution. From (2.44) we see

V P J  \  P J
where d^^ = {d9‘̂ +  sin^ 9d(f) )̂ is the usual metric on the 2-sphere. From standard

ds^ =  Qf^^dx^dx" = — ( l  — dt^ + — dp^ + p^dn^, (2.44)

of (2.44) contains only a single constant of integration Mg, this implies that the metric

,44 1

it follows that i is timelike and =  p is spacelike as long as p > 2Mg and both 

x'  ̂ = 6 and x^ = cp are spacelike. Since the metric is independent of t with no cross 

term in dt, it follows the solution is static and t is the invariantly defined world time
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of {Ai,g).  The coordinate p is a radial parameter which has the property that the 

2-sphere t =  constant, p =  constant has the standard line element

dsQ =  p^{d6^ +  sin  ̂9d(j?),

from which it follows that the M x R)-invariant 2-sphere surface area is

A{p) =  47rp^

and 9 and cj) are usual spherical polar coordinates on the spheres. Thus curvature 

coordinates {x^} are canonical coordinates defined invariantly by the symmetries 

present. The timelike Killing vector field is hypersurface-orthogonal to the family 

of hypersurfaces Sj where t is constant, it is clear from (2.44) that the E x S0{2>. R)- 

invariant conformal factor is

=  - U "  =  ( l  -  > 0 ,  P >  2M „ (2.45)

The Schwarzschild vacuum solution (2.44) abstracted away from any source, for all 

values of p, is degenerate at p =  2Mg and at p =  0. The value p =  2Ms is called the 

Schwarzschild radius, it is the null hypersurface known as the event horizon. The 

hypersurface p =  2Ms turns out to be a removable coordinate singularity, indicated 

by the Riemann invariant

p  D f M i 'a u ;    ^  s

p6

which is finite at p =  2Mg. It blows up as p —>• 0, which is an intrinsic or real 

singularity. The vacuum solution bifurcates at the horizon 2-sphere, separating the 

manifold M. into two disconnected components:

I. 2Ms <  p <  oo and II. 0 < p <  2Mg,
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Inside the region II the coordinates t and p reverse their character, with t now being 

spacelike and p timelike. It follows that the topology of the Schwarzschild solution 

is not simply Euclidian. This fact causes fundamental problems, particularly with 

energy interpretations, in other words, with everything!, when we transfer the curved 

spacetime radiating K-G system to the Minkowski spacetime in {t,r,9,(j)}.  Issues 

arise in the fully extended 0 < p < oo vacuum spacetime for example,

where the Killing vector =  d /d t  goes from being timelike to spacelike a t the 

event horizon, effecting inter alia our Sobolev-norm energy argument when < 0. 

We avoid the disaster (Gk. pun!), with impunity by inducing the exterior vacuum 

with the incompressible perfect fluid stellar source.

2.2.2 T he Interior Schwarzschild Solution

You boil it in saw dust: You sa lt  it in glue:

You condense it w ith  locusts and  tap e :

Still keeping one principal o b jec t in view  -  

to  preserve its sy m m etrica l shape .

Lewis C arro ll [22]

W ithout loss of generality we choose our gravitating source to  be a white dwarf. It 

is a m atter of indifference (I ju st like white dwarfs) insofar as the statem ent and 

proof of T h e o re m  1 is concerned, i.e., the proof of an L^-bound on the rad ia t

ing Klein-Gordon field ip decaying at asymptotic spatial infinity on the manifold 

{ M, g )  which is the vacuum Schwarzschild spacetime {M,go)-  Following Birkhoff’s 

theorem, a neutral sta tic  black hole or naked singularity spacetime or an alternative 

static spherically symmetric compact m atter source would equally induce the vacuum
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{Ai,go).  However, w ith this particular choice of gravitating source as incompressible 

perfect fluid sphere, we simplify the m athem atics in our bid to  represent the curved 

spacetime problem for in terms of u{x)  on the Minkowski manifold {W^,t]).

A manifold endowed with an affine or metric geometry is said to  be maximal  if every 

geodesic em anating from an arbitrary  point of the manifold, either can be extended 

to infinite values of the affine param eter along the geodesic in both directions or ter

m inates on an intrinsic singularity. If in particular, all geodesics em anating from any 

point can be extended to infinite values of the affine param eters in both  directions, the 

manifold is said to be geodesically complete. Clearly a geodesically complete manifold 

is maximal. Minkowski spacetime provides a trivial example of a geodesically com

plete manifold. Neither the Schwarzschild ( M ,  go) nor the Eddington-Finkelstein 

advanced or retarded extensions therein, is in fact maximal. The Kruskal solution 

is maximal but contains intrinsic singularities. Our manifold fluid interior

and vacuum exterior, is geodesically complete and can be fully m apped into the 

Minkowski manifold. Real stars evolve, and it may happen th a t a star eventually 

collapses, shrinking down to below p = 2Mg and further into a singularity, resulting 

in a static black hole this dynamical scenario is by no means a necessary endpoint 

of stellar evolution, and as we will see in the explicit form of the interior tortoise 

coordinate rj(p), the collapse scenario is proscribed in the  geometric setup of this 

problem as it stands. The appropriate general form of the metric for the spherical 

fluid s ta r is again in a canonical symmetric form in curvature coordinates {t, p, 6, cp} 

given by

dsl̂  =  +  p̂ {de‘̂ -f sin^ ddcj)'̂ ) , (2.46)
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with the unknown functions a{p) and b{p), are now required to satisfy the non

vacuum solutions of the full Einstein field equations in the s ta r’s interior. As shown 

in Synge [3], the Einstein tensor in curvature coordinates is of the form

G pp =  (2p9pa(p) -  1 -  e '̂')

Gee =  P e +  {dpa{p) )  -  dpa{p)dph{p)  +  -[9pa(p) -  dpb{p)]

Gsa =  sin^ 9Ge (2.47)

For a perfect fluid model there are no forces between the particles, no heat conduc

tion and no viscosity in the instantaneous rest frame where the components of the 

energy-momentum T  for a perfect relativistic fluid are given by

d{p) 0 0 0

0 p{p) 0 0

0 0 p{p) 0

0 0 0 p{p)

where d{p) and p[p) are the proper mass density and isotropic pressure respectively. 

We have the E instein-m atter field equations

=  or = - ]^T gp , ) .  (2.48)G^u — R,

Pursuing a similar perturbation  argument to tha t used on the exterior spacetime, 

we do not have an energy-momentum contribution from weakly interacting -0 in the 

stellar interior, thus for this model the energy-momentum tensor is given by

=  M f(p) +  v{p)\ UpUu -  p{p)g^u, and =  -1 .  (2.49)
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The energy density dp{fi) and pressure p{p) will be functions of p alone and with 

the four-velocity pointing in a time-like direction (for a sta tic  solution), normalised 

to u^ui, =  — 1. This is the simplest analytic interior solution for a relativistic star, 

there is no physical justification for the constant density assumption, it is beUeved 

th a t the interiors of dense neutron stars are of nearly uniform density and so it is 

borderline realistic. Our star is in a sta te  of hydrostatic equilibrium, the fluid is at 

rest and thus we have the following four-velocities

ut =  uq =  {-goo)K Up =  Ui =  0, U e - U 2  =  0, Û  =  U3 =  0,

and as we will see for goo < 0, with the requisite positive energy density component

T̂ '̂> =  -dF{p)goo > 0. (2.50)

(see A ppendix B on energy conditions). Following through the analysis we have

-I- ^1 — ijlp2 _|_ (2.51)

The component of §pp is an obvious generalisation of the Schwarzschild case, bu t the 

gtt equation, i.e.

{2pdpa{p) + 1 -  e^'') =  8nGp  , (2.52)

yields

^m(p) = 47rp‘̂ dF{p),

which on integration gives

m{p) = An dp{p)p^dp.
Jo

Our s ta r extends to a radius po a t the s ta r’s surface, after which we are in Schwarzschild 

vacuum, or more precisely, we encounter the weakly coupled radiating scalar field
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'Ip- In order th a t the metrics, exterior and interior, match at the radius po, the mass 

param eter Mg is such th a t

fPO

Ms = m{po) =  47t / dF{p)p‘̂ dp, (2.53)
Jo

which can be (more or less) interpreted as the mass contained within a sphere of 

radius po, the s ta r’s self-gravitating mass. For the simple and semi-realistic model 

of an incompressible perfect fluid star: the density df'{p) is a constant out to  the 

surface of the star, after which it vanishes, i.e.

, , , [  dpip) if 0 < p < po,dpip) = <
0 if p >  po > 2M,.

For p > po, dp{p) and p{p) are both zero of course and the mass param eter, m{p) = 

m{po) = Mg, th a t is

J  ^'KdF{p)p^ for p < po, 
m{p)  =  <j

[ \TrdF{p)pl =  for p > Po- 

The Tolman-Oppenheimer-Voikoff equation of hydrostatic equilibrium (the details 

of which are not strictly relevant to this work [23] [24]) is given by

^  _  [dFi'p) + p{p)]\Gm{p) +  47tGp^p(p)]
dp^^'^’ p [p -2 G m (p )] '  ̂ ’

and relates p{p) to dp{p), since m(p) is related to dp{p) via (2.53). Integrating (2.54) 

for a constant density dp{p) yields

p(p) =  dp{p) PoVPo — 2GMs — \/po ~  2GMsp^ 

\ / p o  — 2GM sp^ — 3poVPo ~  2 0 M s
(2.55)
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Finally we get the metric component gu =  —

2GM. 2GMsp-
P < PQ-

We see th a t the pressure increases near the core of the star as expected and also 

there is zero pressure at the free boundary po, i.e., p{po) = 0. We can clearly see 

how, for a s ta r  of fixed radius po, the central pressure p(0) will need to be greater 

than infinity if its mass exceeds

if we try  to squeeze a greater mass than  this inside a radius po, classical General 

Relativity adm its no static  solutions; a star th a t shrinks to such a size must inevitably 

keep shrinking, eventually forming a black hole. We have shown this result for the 

rather strong assum ption th a t the density is constant bu t it continues to hold with 

this assum ption considerably weakened. This is summarised in BuchdahVs theorem: 

Any reasonable static, spherically symmetric interior solution has Ms < ^  [25]. 

This result makes sense; if we imagine th a t there is some maximum sustainable 

density in nature, the most massive object would have th a t density everywhere and 

we assume as much for the fluid interior solution of our stellar model which could be 

a white dwarf.

2.2.3 The Interior Tortoise Coordinate ri{p)

Using the perfect fluid model we are now in a position to  consider in more detail the 

geometry of this interior. Our tortoise coordinate

m ax (2.56)

re{p) = p -  2Ms + 2Ms log(p -  2Ms) +  ki  ̂
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is restricted  to  the  ex terior region where p > po > 2Mg and w riting re(po) =  

the exterior to rto ise  coord inate  is sensibly defined in the  range tq <  ?'e(p) <  oo. 

Following Synge’s analysis [3] th e  com plete Schwarzschild field for an incom pressible 

perfect fluid sphere is given by th e  two metrics:

Interior {p < po):

dŝ i = QP^) dp^ + p^dn^ -  \ J l - q p l  -  ^ y / l  -  qp^^ d t ^ ,  (2 .58) 

E xterior {p > pi):

dsl  =  (̂ 1 -  ' dp^ +  p^d^-^ -  (̂ 1 -  d t \  (2 .59)

where we define
1 , 2GM,

q =  -Kdp{p)  =  — (2 .60) 
Po

and we note

g o o { p )  =  g t t ( p )  =  -  -  9Po -  < 0 .

the m etric ds} is m anifestly  s ta tic  (independent of coordinate t), thus adm itting  the 

tim elike Killing vector =  d / d t .  We also note th a t  a t th e  s ta r ’s surface, where 

p =  Po, we find

=  ( l  -  = ( l - 9 P ^ ) “ V (2.61)

W hen we effect the  tran sfo rm ation

~'ip{p,e,(i)) =  u{p,e,(f)), 
r
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to the (i, r)-plane in Minl<owski spacetime we need to express this interior metric ds  ̂

in conformally flat form where r  =  ri{p) is its associated interior tortoise coordinate, 

so that it can be suitably matched to the conformally flat exterior metric in the 

(i,r)-plane, expressed in tortoise coordinate re{p). In this way the (i,r)-light-cone 

plane in is fully covered by coordinates {t,ri U rg). This is to be achieved in

the following way: for the interior tortoise rj(p) we write

=  1 -  qp^ and Ci =  (2.62)

so that the interior meti'ic may be written

= (ci -  + p^dQ\ (2.63)

by choosing

dr^ = -  \ l5 r '^ d p \  (2.64)

we get

dsl = (ci -  ^/3)2 {-dt^  +  drf) +  p^dn'^. (2.65)

The quotient spacetime (Q,5j) =  (A ^,.9j)/(50(3,R )) is now in conformally flat form 

with coordinates t and r* now assigned on quotient manifold Q such that

gabdy°-dy^ =  a ^ ( r i ) { - d f  +  dr'^), (2 .66)

in the stellar interior where p < po and po > 2GMg, this implies the R x (50(3 , K))- 

invariant

=  -9 tt  = -  ^ \ / l  > 0, (2.67)
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so < 0 and the time-like Killing field =  dt in these coordinates. From the 

condition imposed by equation (2.64) we have

1dn
(2 .68 )

and with P{p) =  y^l — qp‘̂ we can form the integral

1

using standard substitutions, completing squares, etc., we find

2 1

(2.69)

ri{p) =
sfq x/1 -  4c?

log (^^(1 -4 c2 ) ■ [P -  2ci)^

-  log ( 2 ( ■ x / l - / ? 2  -  2ci/3 +  1 +  ^2)

with /u'2  the arb itrary  constant of integration. We solve for /c2 by noting the condition 

at our coordinate origin

ri{p) |p=o =  0,

and using the constants stated  in Eq. (2.62) above, we have

n(0) =
\/9(9gPo -  8) 

1

-  8)

log

log

V(99Po-8)' (l  -  3^/1 -  qpî
+  ko

% pI - +  /C2 — 0, (2.70)

and thus we find for the arb itrary  constant

a
with Cs =  9qpl — 8. (2.71)
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The exterior tortoise coordinate a t p =  po is given by

re(po) =  Po +  2Ms log(po -  2Ms) -  2M« +  ki, (2.72)

and matches to the interior tortoise coordinate rj(po) there. We have

ri{p) =
V9(9gPo - 8 )

log
\/(9gpo -  8) • -  3\/i -  qpo)

2(V(9g2p2 -  8g) • p -  3 ^ 1  -  9pg • ^ 1  - g p 2  +  l)
+  k2

log
^ 1  -  qp  ̂ -  3^ 1  -  qpl

\/9(9gpo -  8) • p -  3y^l -  qpl ■ - q p ^  + l
, (2.73)

and also

n(po) =
^Qi^QPo -  8)

log 2^/1 -9 P o
\J<i[%pl -  8) • Po +  3gpg -  2

— Po ~  2Mg +  2Mg log(po — 2Ms) +  /ci. (2.74)

We observe here th a t rj(p) is a sensible coordinate, it is real and finite in respect of 

the condition of Buchdal’s theorem as stated in (2.56), i.e., for to tal fluid mass

using (2.60) this implies

V Po

or in the g-notation of the interior metric

Ms = g o

f  2GMg \ 2 o n 
' '  Po -  8 > 0,

9qpl -  8 > 0,
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thus hydrostatic equihbrium is necessarily maintained a collapse scenario is pro

scribed by this model. Realistically the gravitating source could be a maximum 

density white dwarf supported by electron degeneracy pressure. We easily find the 

value of the arbitrary constant of (2.74) to be given by

=  n (po ) +  2Mg -  p o -  2Ms  log(po -  2M^),

and thus we now have a full expression for the exterior tortoise coordinate

p - 2 M s
re (p )  =  p  +  r i ( p o ) - P o  +  2 M s l o g

Po — 2 M s

=  ro + /9 +2M5log Ip -  2M s|. (2.75)

We have shown here how it is possible to account for the spatial extent of this 

arbitrary interior model when we map the conformally flat quotient manifold Q =  

A 1/50(3,R) , where r = rjUrg to the (f,r)-plane of spacetime The interior

solution is mapped into the compact set for 0 < r < 2Ro- We have presented a 

sensible tortoise coordinate rj(p) in the interior domain of A4, the tortoise exterior 

coordinate rg(p) covers the exterior domain and with rg(po) =  ^ (̂po) we cover the 

entire (M‘*,r/) manifold so that our radiating problem on Ai can be represented in 

Minkowski spacetime. Crucially, as we will see, the spacelike domain where initial 

datum /(x ) lives, can be explicitly defined.

We see also that the Killing field is clearly just dt and the quotient space Q =  

A 4/50(3,R) is a two-dimensional Lorentzian sub-manifold whose metric is now in 

conformally flat form, i.e.

ds} =  ot^{ri){—dt  ̂ -!- dr^).
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These coordinates specify a conformal mapping from the 2-dimensional pseudo-

Riemannian manifold Q, into the flat Minkowski (f,r)-plane; isothermal coordinates

can always be introduced on a compact domain of a regular 2-dimensional manifold. 

Importantly, the causal structure of the spacetime, defined by its light cones is pre

served here the new coordinates must have both a “timelike” and “radial” part. 

Following the previous discussion on symmetric spacetimes, we know that these co

ordinates are unique up to translations in the t and r coordinates and rotations in 

the spherical 6 and d  coordinates.

The volume form element for the spacetime A^, in isothermal coordinates is given

by

d/ig = ^/\^\d‘̂ x =  a^{r)p^{r)dQdrdt. (2.76)

We also have the induced volume form on the Cauchy space-like hypersurfaces E ,̂ of 

constant = t given by

da =  a{r)p^{r)dVLdr. (2.77)

We note two other volume forms on these hypersurfaces tha t will be useful in this 

analysis, namely

da =  a{r)da = { r ) d Vt d r  and da" = a~^{r)da = p^dQ.dr . (2.78)

The significance of the choice of volume form da" will become clear in the next 

section.
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Chapter 3

The Elliptic-H elm holtz Problem

3.1 T he W ell-posed Cauchy Problem  for

Although we do not deal directly with a Cauchy initial value problem on the static 

spacetime (A4,g) -  our problem presents as a hyperbolic initial value problem for a 

function w{t,  x) on (M"*, 77), from which we then ascertain a bound on the transformed 

field n(x) in Nonetheless, a careful consideration of the form of a related well- 

posed Cauchy problem on (Ai ,g )  yields some useful results. Specifically we examine 

aspects of well-posedness criteria for the originating wave equation D g i p ( x )  =  0  in 

particular, with regard to the properties of a self-adjoint Hilbert space operator A,  

which enters the initial value problem set-up in the form

df'ip{x) + A- ip{x)  = 0, ip{0,x) = h{x), dt'ip{0,x) = g{x).  (3.1)

We will explain the provenance of this form, and the relevance of the properties 

of operator A  will become clear as we proceed through the exposition. Ordinary 

Cauchy evolution determines a  solution of a partial differential equation only within
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the domain of dependence D(S) of the initial data surface. We see this in an explicit 

formula for the solution u of the M^-wave equation

Uu{t,:x.) = c^Au{t,x.), with data on S, u{0,x) = (f){x.), Mt(0, x) = '^(x),

which is given by Kirchoff’s formula

where 5  is a sphere of centre xq and radius cto- From this we see the value of 

u(io,xo) depends only on the values of ^(x) and ^(x) for x  on the spherical surface 

S  = {|x — Xq|} =  cto but not on the values of ^(x ) and ^(x) inside the sphere. This 

statement can be inverted to say that the values of ^  and (/) at a spatial point Xj 

influence the solution only on the surface S' =  {|x — Xi|} =  ci of the light cone that 

emanates from (xi,0).

In original work by Wald [18], a physically sensible, fully deterministic dynamical 

evolution prescription is given for the case of a massless Klein-Gordon field propagat

ing in an arbitrary static spacetime, i.e., one with arbitrary singularities consistent 

with staticity, in other words, a non-globally hyperbolic spacetime. Wald shows that 

the problem of defining the dynamics can then be translated into the mathematical 

problem of finding self-adjoint extensions of the spatial part of the wave operator 

A, as presented in Eq. (3.1); effectively this amounts to establishing a well-posed 

Cauchy problem for the scalar field. This is a well studied classical problem, and it is 

known that for positive A, self-adjoint extensions necessarily exist, Wald chooses the 

natural Friedrichs extension. The dynamical evolution prescription is then defined 

and shown to satisfy the following properties: (1) solutions are uniquely determined 

in spacetime by their initial Cauchy data, (2) where ordinary dynamical evolution
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is defined, i.e., in the usual domain of dependence of the initial d a ta  surface, the 

results coincide w ith the evolution prescription, (3) smooth initial d a ta  of compact 

support yields smooth spacetime solutions. Wald’s motivation for this prescription 

is tha t if cosmic censorship is abandoned, deterministic dynamics is still possible in 

such non-globally hyperbolic spacetimes.

3.1.1 The Euler-Lagrange Equation for ?/;(x)

By considering a variational of the action functional on the static spherically sym

metric spacetime (A4,g)

with Lagrangian density corresponding to the real massless scalar field —> R

In our chosen isothermal coordinate system {t,p,0,(/)} i.e., with tortoise coordinate 

r(p),  we found

(3.2)

we deduce the Euler-Lagrange equation in the standard way

D g ' l p ( x )  =  0 .

dŝ  = ĝ d̂x̂ dx'̂  =  — â {r)dt̂  +  â {r)dr‘̂ + p̂ {r)dfL̂ ,

on M ,  from which we construct our scalar Lagrangian density, i.e.

(3.3)
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where Y'lJj is the unit-spherical gradient. Thus the action integral introduced in 

Eq. (2.23), associated with the natural volume measure, given in Eq. (2.76) of Sec

tion 2.1.2 by

dfig =  y/\^\d'^x = a ‘̂ {r)p^{r)dfldrdt, dfl = sin (f)d9d(j),

can now be expressed as

= dug. (3.4)

Performing the 5-variation on the action functional A ^ ,  via the spacetime scalar 

fields ip{x) in the usual manner, we get

=  I (̂—a~‘̂iptd'tpt + a~‘̂'ipr̂ '<Pr + (̂ ‘̂ p'̂ dfldrdt
J fig

= J  —'iptS'tptP^dfldrdt +  J  'il^rStl^rp'^dfldrdt + J  \yip\S\y'tp\a^dQdrdt.

We remind ourselves of this procedure by calculating these three integrals, V\, V2 

and V3 in full. For the Vi- integral we have

ĴtSipt = (•‘̂ •5) at

and so

 ̂i i ’tS'ip) -  5'ipiptt- (•'̂ •6)

Integrating this expression with respect to the measure a  ^{r)dfig and noting th a t 

6ip{x) = 0, on the hypersurface extremum, but is otherwise arbitrarj^, we find

/ / (/ P^^^dr  = J  ■ p^dfldr = 0, (3.7)
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and thus the Vj- integral is

' r J Q  J t

For the V2- integral we have

^  ■ <̂ '0 ) p^dQdrdt = f  V'ti ’ dipp^dfldrdt. (3.8)
Ot )  Jvi

so that

(3-9)

^  {p' '̂lprS'lp) -  p^'lprrSlp ~  2 p p r ^ r H ,  (3-10)

and we integrate with respect to the measure drdQdt

LUX ( ^ p ' ^ l p r ^ ' l p )  —  p ^ ' l p r r ^ ' l j j  ~  2 p P r ' 4 > r S ' l p ^  dvdfldt. (3-H)

Bearing in mind th a t we can integrate into the coordinate r  =  r, =  0 , in the stellar 

interior, i.e., from Eq. (2.73), where

\ / l  -  -  3 y /l -  qpl ____
r{p) |p=o =  / -.x....o ^  • log

\/9(9gPo -  8)
=  0 ,

\/(}i^QPo ~  8) • P -  3 \ / l  -  qpl ■ \ / l  -  +  1

and as with the previous calculation at the extremum we find

^  {p '̂iprS'ip) dr = p̂ 'iprS'il̂  =  0, (3.12)

gi\ ing the V2 -integral as

UJX —iprr Pr'tpr^ ■ 5ipp^drdQdt. (3.13)

For the final V3 -integral

= ipe6'ip0 + {sin^ 6)~' '̂ip^5'ip ,̂ (3-14)
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giv ing integrals w ith  measure dO. =  sin OdOdcf)

ip0S'ipesin6d9d<p +  j  (sm^ 6)~^ j  ip^Siptf̂ dcj) sin OdO j d rd t, (3.15)
Je J(t> )’ t J  r  \ J  4> J  0 

noting
d d 

TpeSiJe =  =  — {'ipeS^) -  6i>7pee,

and in tegra ting  by parts at extrem um we find for the firs t angular integra l in  Eq. (3.15) 

above

[  f  ipeStpe sin 9d9d(l) = [sinB'iped'ip]^ . -  [  f  {'4’ê T̂  + 'ip90)S'ijj sin 6d9d<t),
J(p J6 J (p J 9 sm u

w ith  the boundary term  [sin9'^peS^p]g ^ =  0, s im ila rly  for the second integral in  

Eq. (3.15) we find

j  (s in^0 )“  ̂ f  ip06ip^d(f) sin 6d9 =  ['ipê '̂ ]e,(i> — I  (s in^0 )”  ̂ j  'ip^^dipdcp sin 9d9,
Jo J (p Jo J (p

adding these expressions together under the fu ll integra l to  get the Va-integral

f  f  [  ( ^ ^d e {s in 9 'ip e ) +  ^^-T 'lpee ] ■ S^idQ.a'^drdt. (3.16)
i f  Vsin6> sm^ 6> J

Adding a ll o f the above in tegra l contributions, i.e., +.1^2 +  Ivs'

SA^ ^  ~  “  ‘~ P ri’r -  ■ Sipp^dfldrdt =  0, (3.17)

where
A/ , /  ̂ , cos 6» , 1 ,
^rp{x)  =  tee +  +  -r-^V4>4>^

sinO s m ^

and because 5ip in  general, we deduce the Euler-Lagrange equation on (A4,g)  as



Equation (3.18) emerges, of course, from a direct substitution of the metric coeffi

cients of ds'  ̂ in the decoupled wave equation (2.35) on the manifold (j\4,g),  derived 

in Section 2.1.5, with \ / \^ \  =  etc., i.e.

=  9o(\/i^.9°% ) + +  d 2 { \ / \ g \ 9 ^ ‘̂ 'fp2) + d 2 ,{ \ / \g \g ^^^ l^3 )

=  -dt{oP‘ smO{\)'ilJt) +  dr{a^s\ne{^) ' tpr)

+ d e { a ^ s \ n 6 { ~ ) i l ) e )  +  9^(aV^sing(  ̂ 2^)̂ <a)
Sin U

1 ct^
=  --iptt +-^{p'^tpr),r+ 2 ■■ (s in g le ),g +  - -■ .■■ (3.19)p-̂  p ‘̂ sm U p^ sm \)

Switching to conventional partial differential notation we expressing the spatial op

erator above by

so th a t we may express our massless Klein-Gordon equation on [ M, g )  in the concise 

form

dt'^

As we discussed in Subsection 3.1, on the related Cauchy problem, the properties of 

this spatial operator A  bear significantly on the analysis of our Helmholtz problem, 

this will become clearer in the next section.

=  I ^  +  ^ 1  =  0- (3-21)

T h e sym m etric  property:

Using routine integration by parts over the hypersurface

j  ip{x)A(p{x)da" = - J
= — J  J'ip-^{p (̂f)r)drdfl — J  o? j  'ip̂ (f̂ dfldr. (3.22)
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For the first part of the integral in Eq. (3.22) above we have

=  i'tpp' ĉpr) is° -  j (̂l)r'ilJrP̂  dr = -  J^(pr'tprP^ dr, (3.23)

with boundary term  zero this is clearly symmetric under 4>{x) ip{x) interchange. 

For the second part of the integral in Eq. (3.22) we have for the function 4>{x) E

Integrating Eq. (3.24) by parts, again we find

=  ( ^ s i n 0 ^ )
0

27T

0

f  f  1 d ^ d ' t p X  .

J<t> Je \ d d  d d ^  sin  ̂9 dcp dcp j
sin6d9d(f), (3.25)

the first two term s here are zero and so the integral of Eq. (3.25) is again clearly 

symmetric under the ^{x)  ^  ‘ip{x) interchange, and so for the entire integral.

The positive definite property:

We simply replace (p{x) (or 0(x)) with 'ip(x) in the previous integrals of Eq. (3.23) 

and Eq. (3.25) above, to  find

J  i>{x)A'ip{x)da” = j  j  ^  s i n e d e d c p d r

=  (^^r + ^ \ y ^ \ ^ ^ d a "  > 0 ,  (3.26)

with equality only for ip(x) =  0.

In sum m ary we have dem onstrated the symmetric and positive definite property
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of the extended operator A,  sometimes written as A e , with respect to the Hilbert 

space inner product of L^-functions, associated with the modified induced volume 

form da" = a~^(r)dcr, i.e.

and

(^(^)>^V'(^))L2(E,a->da) ^ O' (3-27)

The simplest way to  see why we make this choice of measure is to note, as in W ald’s 

paper [16], tha t equation (3.21) can be written as the H-space inner product

( ^ , ^ X ) L 2 ( E , a - i d a )  =

and also

(t/j, ylV')L^(E.a-irfa) =  ^  (v 'r +  da" = Q a M  > 0. (3.28)

In the notation of Wald [16] the operator

I.e.

d^'ip =  a D ‘̂ {aDa'ip),

and acts on the H ilbert space H  of square integrable functions on hypersurface E 

with Q^(r) =  where is the static Killing field with Killing param eter t and

Da denotes the derivative operator on the hypersurface S. In this notation we show

73



that operator A  is positive and self-adjoint on L ‘̂ {'L,a ^da)\

{<P,M)L^T.,a-^dc7) =  -  J  (f)D‘̂ {aDa'ip)da

=  J  aD °^(j)D a 'tpda  

=  J  aD a4> D °‘'ipda  

=  -  J  D '^ ia D a c fy H c y
=  {A(j),'tJ;)L2(^^a-^da), (3.29)

and this will only work with measure da" = a~^da. It is then a classical result [27] 

that equation (3.21) is well-posed if the initial domain of A  consists of sufficiently 

smooth functions. The quantity

is called the quadratic form and assists the construction of the appropriate metric 

norms for the problem, which we will see in the next section.

3.1.2 Sobolev Energy N orm s

We previously defined the canonical energy-momentum tensor of the massless Klein- 

Gordon field il){x) by

r W  =  (^, , (3.31)

associated with the Lagrangian density

C = -I- p“^(r)|y '0 |^, (3.32)
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using these quantities we form the f?ollowing tensor component

Tm =  +  0 . ( 3 3̂3 )

Too is clearly positive in (A4, g)  and in classical field theory is usually interpreted as 

an energy density, whose integration over an entire volume form is interpreted as the 

total energy of the propagating spac;etime scalar field ^ (x) . If we choose to integrate 

over the volume form, in this case given by da" =  p'^dQdr, we may then form the 

scalar integral

^(V’) =  [  Toop^dVLdr [  ( p l  +  — \y-ip\'^^p'^dfldr+]- f  ipfp^d^dr. (3.34) 
Jo"  ̂ Ja" \  P J  ̂ Ja"

The form of these integrals motivates the construction of the following normed 

Sobolev function spaces on the spa*ce-like hy[)ersurfaces E(, associated with the in

duced volume form da" which are defined as follows:

): Denotes the completion o f  smooth compactly supported functions /  on the 

hypersurface Ej with respect to the norm:

II/IIhi(e,) =  [  l/fP H— j|y/Pc^cr", (3.35)
•/Ef P

H°(EO : Denotes the completion o f smooth compactly supported functions on Ej 

with respect to the norm:

ll/llH “(i:t) =  [  \f\^da". (3.36)
JT,t

We note that the quadratic form irutroduced in Eq. (3.30), can be expressed in terms 

of the Sobolev norm of Eq. (3.35) .as follows

QaW = Ĵ  (^r + = IIV'IIhMEO-
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The Sobolev function spaces are discussed in more detail in the Appendix A. More

over, using these Sobolev norms with Eq. (3.34) above we may form, what I will 

tentatively call an energy norm  and define here by

= I  (II^IIhmso +  ll^tllHO(E,)) =  ^  Tooda” > 0. (3.38)

Differentiating the quantity S{ip), formed by Eq. (3.38), with respect to the local 

time param eter t, i.e.

—  ̂ ^(■0) =  ( l l ^ l l n i C L ' t )  +  l l ^ t l l H O ( E ( ) )

1 d
=  2 ^  (('0> ^V')L2(E,a-i(iCT) +  { i ’t i i ’ t)L'^(i:,a-'^da))

= {At + Alp, 'ipt)

= {0,rPt)=0.  (3.39)

This scalar quantity defined by £{ip) in Eq.( 3.34) above, is thus shown to be con

served under the flow of the timelike Killing field ^  in A^, and following Noether’s 

theorem  we identify this positive conserved quantity £{ iJj) w ith the to tal energy of 

the Klein-Gordon field tp{x). We see our choice of measure da" also assists in our 

definition of appropriate Sobolev norms on the spacelike hypersurfaces Sj above.

3.2 T he R adiating Problem  on

For time dependence ip{x) =  in curvature coordinates ip{x^) = ip{p,9,(p)

our hyperbolic K-G equation

^  + A . 4 ,  = 0 where (340)
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becomes an elliptic-Helmholtz equation for on ( M, g ) ,  expressed as

= 0. (3-41)

Our strategy here is first to  transform the curved spacetime equation (3.41) on 

( M, g )  to  an equation we can then interpret on Minkowski {E^,r]). In this way 

we will be able to apply some analysis developed by Stalker and Tahvildar-Zadeh [5] 

for (R"*,//), in order to  obtain the desired bound on the radiating field u{x)  in 

This strategy is of course possible onl}  ̂ if the manifold A4 has a t least the same 

topology as We assume this to be the case and denote the local coordinates on 

by the same letters as those on A4,  namely (t, r,Q) € E. x  M+ x and a time 

slice hypersurface in E'* is again denoted by We now define a spacetime function, 

u(t, x) : —> R, by the following radial transformation:

u(t,  r, Q) = r, (3.42)

with p and r =  ]x| having their usual interpretation as areal and tortoise coordinate 

respectively, fi(0, 0) are the usual angular coordinates. Using this transform ation 

in Eq. (3.41) we derive an alternative flat spacetime Euler-Lagrange equation for 

the field u(x). After a careful consideration of the interior Schwarzschild geometry 

(A4,gi),  we can modify the radiating Helmholtz problem for u{x)  in R'  ̂ such tha t 

0 <  |x| <  oo and thus transform  the radiating problem to a well-posed hyperbohc 

initial value problem on the entire flat Minkowski spacetime (R" ,̂??).

3.2.1 The Euler-Lagrange Equation for u(t,x)

We have the Euler-Lagrange equation for ^p{x) from Eq. (3.19), which we express 

in terms of the transform ed field u( t , x )  on the spacetime ( M , g )  with volume form
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V\9\ =  o;^(r)p^(r) sin etcetera, i.e.

d

dxi  ̂

=  -d t

+  de

sAHlsr - u
,L>

r
- u
P /

+  5, 

+  ds

Mh -u

V\9\ y
( 1

'P- sin^ Q
-u

and an easy calculation then gives

I d
— u{t,x)  H —
ot  ̂ rp or

p^dr ( -u ( i ,x )  
P

a
(3.43)

We need to massage this clumsy radial second term into something resembling the 

flat spherically symmetric radial Laplacian. To this end we write

rp-dr
n „ /  r u \ 1

p d r  [ —  ] d r

\ P  J. rp
r ■ 1
P j ,2

p r d r U  +  p ^ u d r { - )

; d r  ( r ^ d r u )  h 2”^̂ term. (3.44)

It is clear enough that our radial Laplacian is contained within the derivatives of the 

first term and so we write

l „ / o „  x P „ „ / r
- d r  { r ^ d r u )  -  +  d r U d r

p

+  2”  ̂ term =  ^ d r  i r ' ^ d r v ) +  - d r u d r  f - ) + 2 " ‘̂  term. yz \ p \ r  /
(3.45)

We now have the flat radial Laplacian plus something else, which an easy calculation 

reveals to be simply

p "(0 .
- d r U d r { ~ )  +  — d r  p r rp P  u d r { ~ )

P p{r)
u =  V {r)u, (3.46)
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and so we can write our Euler-Lagrange equation for u as the fiat radial wave equation 

with an angular term and a radial “potential” V(r), that is 

d^u d^u 2du  a^(r)
d l 2  Q j . 2  j .  Q j .  p 2

Writing

-/)Lu + V{r)u = 0 . (3.47)

^  = ^  + v{r), (3.48)

we can express the wave equation (3.47) more compactly by

- u { t , x . )  + B- u { t , x )  = 0. (3.49)

With the assumed harmonic time dependence of our scalar field, and abusing notation 

a little, by having the same letter u describe both the time dependent and time 

harmonic field, so that u (i,x ) =  e^‘«(x) and thus Utt = we can express

the hyperbolic equation (3.47) as an elliptic equation, in terms of the flat Laplacian, 

as follows

—Aii(x) +  :^u(x) +  V (r)ri(x) +  z'^u{x) =  0, C =R-e z > 0. (3.50)

We note the emergence of the “potential” V (r) as a relic of the spherically symmetric 

spacetime curvature, this is the intrinsic Gaussian curvature of the 2-sphere of radius 

p(r) with metric dp^ +  and determinant \q2 \, and can be expressed in terms

of the Schwarzschild Riemann curvature tensor Rg^g^ by

P { r )  _  J_ 
pir)

A simple calculation for the spherically symmetric potential (required later) gives

V(r) =  ^  (1 -  >  0, where p > Po >  2M,. (3.51)
p{r) p^ \  p J
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We have now explicit representations for the A  and B  operators of the wave equations 

in their respective ip(x) and representations, i.e.

i ’ttix) + A  ■ iPix) - 0 ,  

utt{t,yi) + B ■ u{t,-x) = 0 , 

because

£  ^ p^drdSl = £  u ^ r ^ d r d S l ,

this iniphes the following equivalence on the respective spacehke hypersurfaces Sf

/  {'ipiptt +  ipA'ip)da = /  {uutt +  uBu)d:x. = 0, (3.53)
JT,t

and we easily deduce the equivalence of their quadratic forms, that is

Qa {'>P) = [  i>A'il>da" =  f  uBud-x. = Q b {u), (3.54)
J^t JT.t

alternatively we may write

QA{i>) = (V ', = ( U, 5w)/,2(r3) =  Qb{u), (3.55)

and integrating by parts for

B  = - A  + { \ - ^ ) ^  + V{r),  (3.56)

with K^-Euclidian measure dx = r^drdO,, the quadratic form Qb {u) is deduced as 

follows

Qb{u)  =  — /  u ^ d r  (r^dru) r^drdfl — f  ^u/^ur'^drdQ. + f  V{r)u^r^drdil 
J'£t j ^ t  p

=  J  +  +  V { r ) u ^ ^  d x . (3.57)
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Since the quadratic forms corresponding to A and B  are equivalent, we can easily 

identify self-adjointness and the Sobolev space metrics based on them, which we do 

in the next section.

3.3 L^-Decay for th e  Scalar Field

We have established the equivalence of the quadratic forms Qa {'^) and Qb {u), cor

responding to the operators A  and B  in the wave equations (3.52) and we can also 

identify their self-adjoint extensions A e and Be , and consequently the Sobolev space 

norms based on them. Such self -adjoint extensions are guaranteed to exist for pos

itive, real, symmetric operators if their initial domains consist of sufficiently smooth 

functions, and in particular for smooth functions of compact support on E, these are 

then well-posed problems [26]. For

[  u(x)5B?i(x)dx =  [  u{x) ( - A  + { \  + r) I ix(x)dx

(3.58)
L2(R3)

we define the ?^^-norm by

I ^ ( x ) | | h 1 =  | | ( 5 £ ; ) ^ / \ ( x ) | | ^ 2 ( K 3 ) . (3.59)

Let denote, what I will call here, the B-based Sobolev space, defined as the 

completion of smooth compactly supported functions on R^/{0} with respect to the 

W’-norm given by

||m ( x ) | |^ .,  =  \\{BeY^M^)\\lhr^)-  (3-60)
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The ?^*-norm is defined by interpolation for 0 <  5 <  1 between "H^-norm and the 

= L^-norm and we define the H ’̂-norm for — 1 <  s <  0 by duality. We provide 

a detailed proof of this in Appendix A. For s =  1 we have from the quadratic form 

Q b {u) th a t

II^WII^i =  /  (^|ur(x)|2 +  ^ ! y n ( x ) | ^  +  K(r) |u(x) |2^  dx.
Jx&R3 \  P /

3.3.1 A sym p totics and Bounds

A sym ptotics o f radial coordinates r  and p:

By considering the potential V{r)  in the range 0 <  r(p) < oo and letting F(0) =  0 

and recalling the exterior tortoise coordinate as an increasing function of p, i.e.

r{p) = ro + p + 2Ms lo g \p -  2Ms\ , p > po > 2M«,

so tha t in the exterior Schwarzschild (M,go)  we have

V ( r )  =  ^  ^  - P > P o >  2M „ (3.62)p(r) p^ \  p J

in the asym ptotic limit, as p —> oo then r{p) -> oo and we may express the following

bounds

0 < V{r)  -  ? ^ ( 1 - ^ )  <  ^  <  ^ ,  (3.63)
p 3  p  p i  y.2.

and likewise

0 < ^  =  ^ ( 1 - ^ )  <  (3 .64)p (̂r) p^ p  r

For convenience we write the coefRcient of as



we now find asym ptotics on this radial function F{r)  which may illuminate our final 

result. We are only interested in the case where both r  and p are considered large. 

Wo note the exterior tortoise coordinate

as p -> oo,

and

Hence we find

and

f ' { p )  =  t q  +  p  +  2 M s \ n { p / 2 M s - l ) ,

K.  p  +  2 M s \ n { p l 2 M s ) ,

2M, ^

2 M s p \ o g { p / 2 M s  -  l ) / p  - >  0 .

log(l -  2 M , I p) ^  0,

^  =  1 +  2M , log(p/2M , -  l ) /p  1, 

log(r/p) 0,

But we have

/9 -  r  +  2 M s  \ o g { r / 2 M s )  =  2M^ log(p/r) +  2M* log(l -  2 M s / p ) ,

so th a t

p  — r  +  2 M s  \ o g { r / 2 M s )  — > 0 .
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We also have a

As shown above

where S(r) —>■ 1.

where

As p ^  oo

and

so

in other words

= y / l -  2 M j p ,  so that

2M,

p  ̂ — +  2Mgp
J.2p2

p = r — 2Ms log(r/2Ms) +  S{r),

Now

1 / r \ ^  iMs\og{r/4Ms) + u{r)
r2 p2 \ p  J

u(r) =

+ 2 - A M .

r r
log(r/2M^) 6{r)

S{r).

u{r) 2Mg

u{r)
log(r/4Ms)

1/r^ — a^/p^

0 ,

r~^ log{ r /4:Ms)
=  - A M s ,

X 1 4Mg , f  r .
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and our F{r)  asym ptotic follows

r  r-/ N 1 f  r \hm F{r)  =  — -----^ = ----- ^  log .
r-̂ oo H \ 4 Ms J

Bounds on u(x):

We use these bounds in the ?{^-norm as follows

=  f  fl^ir(x)p + ^ |y ? i (x )p  + y(r)|?x(x)p') dx
JxeR3 \  p /

lyup +  Vmax{r)u'  ̂ d-K

with C  being used here to label the generic bound on this integral. 

We now define the ancillary Sobolev norms in the following way

—  I I  ^ ^ ' “ I I l 2 ( R 3 )

=  ( —A 2U ,  — A 2 u )^2(k3)

=  ( —A*U, tt)^2(K3)
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In the case, for example, we have the differential identity:

wAu =  V • (uV v) — (Vit) • (Vu), (3.70)

integrating over a domain Q with volume measure dr  and using the Divergence

Theorem  on the dot product to the right, where Vii • n is the directional derivative

1^, we obtain Green’s First Identity:

{A v ,u )  = f  u A v d r  = f  u ^ d s  — f  (V u) • {Wv)dT, (3.71)
J q Jon Jn

and we can easily deduce Green’s Second Identity:

f  (uA v  — vA u) d r  = [  ( ds.  (3.72)
Jn  Jan \  dn  on  j

Choosing suitable boundary conditions on u and v, such th a t the integral over the

surface dQ vanishes, it is clear tha t —A is positive definite and formally self adjoint,

so tha t

=  - A 2 u (x )

=  (-Au,ix)^2(n)

=  — / uAudr  
Jn

=  [  iV'updx, (3.73)
Jn

th a t is

\ u 1 =  f  \Vu\^dx =  ||Vu||L2(n)- 
Jn

|2 
n
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Hardy Inequality:

If /  is an integrable function w ith non-negative values, then the celebrated Hardy’s 

inequality states:

dx < f i ^ y d x , (3.74)

with equality holding if and only if / (x )  =  0 almost everywhere. This can be alter

natively expressed for L^-norms as

-u { r )
r

< C

L2(R") n — 2 L2(K")
(3.75)

for n > 3. The inequality was first published (without proof) in 1920 in a note by 

Hardy [37], with a proof provided in a later text [38]. Now writing the first part of 

the final integral in Eq. (3.68) in terms of the //^-norm , i.e..

[  [  \Vu\^r‘̂ drd^} =  11V«H^2(r3) =  ll«ll?/i ,
J r  JQ

(3.76)

and using the inequality (3.75) for the n = 2> case here, we can then express the 

second part of the integral in Eq. (3.68) as an L^-norin in the following way, where 

dil denotes the solid angle in

(3.77)

and we note the resulting inequalities

-tt(r)
r

<
L2(®3)

<  l | V u |

L2(R3)
L 2 ( R 3 )  — IPllf/l (3.78)

Combining these inequahties we can form bounds for the s =  1 case, and as we will
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later prove in the spectral argument of Lem m a 2.2, for the 0 < 5 < 1 case. From 

Equation (3.68) we have that:

< C J  +  0 ) " ^  r^drdfl < C\\u\\l,.

We state here again the bounds on Ti ,̂ in the case 0 < s < 1, in the form

(3.79)

which are got by interpolation and by duality for the case — 1 < s < 0

\\u\\h, <C-^/^\\u\\ns. (3.80)

The full details of the proof of these interpolation norms and their duals is provided 

in Appendix A.5. These Sobolev bounds are required in a subsequent calculation to 

find for the L^-decay of the field «(x) on {E},t]).

3.3.2 The Inhom ogeneous Problem

We recall the transformation u : M, of the Euler-Lagrange equation for the

scalar field ip{x) on the spacetime (Ai,g) to a flat wave equation in M"* for the field 

u(t,x),  associated with a radial potential V{r), i.e.

u{t, r, Q) =  r, Cl), (t, r, fi) € M x M'*' x S .̂
r

In effecting this transformation we assumed the spherically symmetric manifold 

(M.,g) to have the same topology as denoting the coordinates on by the same 

letters as those on Ai. We subsequently provided a justification of this assumption
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in setting up our gravitating source as a static perfect fluid star, and dem onstrated 

a conformally flat Minkowski representation in the (f,r)-plane for its local radial 

coordinate 0 <  p < po> expressed by the interior tortoise coordinate rj(p) and with

It is of no consequence to the analysis of the Sommerfeld radiation conditions, which 

are after all, concerned w ith bounds on u{x)  at asymptotic infinity, whether we work 

with the homogeneous problem

in an exterior region o f or with an inhoniogeneous problem of the form

later spherical restriction application, tha t a subs(;t of is compact, if and only if it 

is closed and bounded, since smooth functions are de facto continuous, the support 

is always closed, th a t is, vanishing outside a bounded set.

Suppose th a t ii(x) satisfies the homogeneous problem above, for r  =  |x| >  /?o 

say, and suppose th a t V (r) also satisfies the bounds there. We choose an arb itrary  

smooth C°° function 7(|x |), such tha t

the complex exponential tim e dependence we arrived at the Helmholtz problem.

-A u (x )  +  ^ tt(x )  +  V(r)u(x)  + z^H(x) =  /(x ) .

in all of R^, for an appropriate V(r)  and provided the inhoniogeneous term  /(x ) ,  

which we construct presently, is compactly supported in We note here, for a

0 for |x| < Ro,
(3.81)

and we modify u(x)  by setting

u(x) = j (r)u(x) ,
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so that
f  0 for 1x1 < Rq, 

u{x.) = < (3.82)
m (x ) for |x| > 2 i?0 ) 

and multiplying our homogeneous equation by 7  to get

—7 Aii(x) +  F (r)7 ^u(x) +  'yV (r)?/(x) + ')z^u{'x) = 0, (3.83)

looking at the first term here we can write

A(7tf) =  didj{'yu)5ij =  di {udj'y +  jdju) dij

=  {udidjj +  diudjj +  di'ydjU + jdidju) 5ij 

=  u A j  + 2Vj .Vu +  jAu,

and so we may write Eq. (3.83) as

—A(7 u) + F{r)i^{^u) -f V{r){'ju) + z^('yu) = —2 V 7 .VU — j A u  . (3.84)

Our equation for the modified field u, in the exterior region is now expressed by

- A u  +  ( ^  -  ^ ) ^ w  +  V(r)u +  z^u =  /(x ), (3.85)

where V(r) =  jV (r )  is a function which agrees with V(r) for r =  |x| < 2Rq, and 

satisfies the upper and lower bounds

0 < V(r) < (3.86)r

everywhere. The smooth ‘source’ function /(x ) is thus compactly supported in the 

annulus i?o < |x| < 2Rq and is given by

/(x )  =  —u(x)A 7  — 2Vu(x)-V7 . (3.87)
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It is clear from our definition of 7 (r) that the inhomogeneous problem in all is 

equivalent to the homogeneous problem exterior to the annulus, i.e., for |x| >  2R q, 

where we find / ( x )  =  0, £t(x) =  u{x)  and K (|x |) =  V^(|x|). Having flattened the 

white dwarf with tortoise we map into the region 0 <  Ro where 7  =  0. In this way 

we isolate the interior radiating field 'Uj(x) and so solve the problem in {R‘̂ ,r)).

3.3.3 L^-Bound on th e Com pact ‘Source’ /(x )

In this section we find the L^-bound on our ‘source’ function / ( x ) ,  as constructed 

for the inhomogeneous Helmholtz equation (dropping tildes so u =  u etc.)

—Au(x) +  F{r)/^u{x)  +  V{r)u{x)  +  z'^u{x) =  / (x ) .

For a combination of heuristic and pedagogic motives 1 will outline the attem pt, 

which first suggests itself to reason, at finding this bound. As we will see the exegesis 

goes full circle, but we gather some useful material from the endeavour, which we 

put to use in the succeeding (successful) analysis, working with an alternative metric  

which we label by da"̂ .

By the triangle inequality for / ( x )  in Eq (3.87) we have

| | / ( x )||l2(k3) <  ||u(x)A7(r)||i,2(K3) +  2||Vu(x) • V7(r)||i2(R3). (3.88)

The first term to the right is clearly bounded by max |A 7 ( r ) | ||u (x )||/,2(r3). From 

Schwarz’s inequality we have, for the second term to the right, in equation (3.88) 

above, that

| ( V ^ - V 7 ) P < | | V u | | i . - | | V 7 | | i 2 ,  (3.89)
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and observing the dot product inequahty, w ith  complex conjugate u we can w rite

I V u  ■ V 7 P <  (V u  • V u ) (V 7  • V 7 ), (3.90)

which holds point-w ise, we then have the integral

V 7 | | i2(K3) =  I | V « - V 7 |2( ix <  I (V 7 - V 7 ) ( V u -V « )d x .  (3.91)

Using Green’s firs t id e n tity  and in tegrating over the dom ain we have

f  V  • (u V n )d x  =  f  u ~ d s  =  f  V u - V u ( i x +  f  u A n d x , (3.92)
7r3 JdU^

where |^  =  n • V « , is the d irectional derivative in  the outward norm al d irection  and 

for convenience we w rite

SJ-y^r) ■ V 7 (r )  =  e(r),

which is by defin ition  supported in  the ball B r ,  of radius 2 R q , s o  th a t in  these 

integrals

f  e ( r ) / / [u (x ) ]  dx =  /  e { r ) H  [u { x ) ] r ^d r  sin 9d6d(j) . (3.93)

and the surface integra l in  is then sim ply

±  [  u ^ d s  =  f  u ^ d s  =  0 . (3.94)
./aR3 dn  on

where H  ['u(x)] is a continuous function o f its arguments in  the volume integra l and 

we integrate for

A|i?o| >  2\Ro\ , (3.95)
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in the surface integral over this radius. The integral on the far right of Eq.( 3.91) 

can then be w ritten as

/  e(r) (V • (uVu) — uAu) dx 

= j  e(r) — y(r) |up — dx

=  -  /  e(r)V • V|iip(ix — f  e{r)F{r)u^ud'x. — f  e{r)\u\‘̂ (V(r)  +  Re z'̂ ) d'x.

Si S2 S3

Using Green’s identity again in the first integral we have

e(r)V • V|u|2 =  V • (e(r)V|-u|2) -  V|u|2 ■ Ve(r),

and integrating this over the entire space volume, for x  G and using the Diver

gence theorem over the surface of radius A|/?()| we find

-  f e(r)V-V|updx = -  f (V • (e(r)V|np) — • Ve(r)) dx = —̂  /  V|up-Ve(r)d>
>/R3 ^ J r 3 2  yjj3

Applying the same procedure again to the above integral on the extreme right we 

find

— -  I V |u p  • Ve{r)dx =  ^ [  |iipAe(r)dx.
2  7 r 3 2  7^ 3

For the second integral , we have from a previous calculation (where we found for 

/ r 3 tha t

/ e(r)F(r)ui^udx =  j  e{r)F{r)  (  j  u ^ u d f l j  r^dr =  — j  e ( r )F (r ) |y u p d x .
JR3 Jb^^2\ro\

(3.96)
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We have a bound on F(r) given by

^2 p2 J.2'

using this with the Euchdian gradient in {r, 6 , 4>} spherical coordinates

Vu =  VrU +  ~ y u ,  so that iVup =  H— ^lyuP,
r

to get

[  e{r)F{r) \Yu\^ dyi < C  [  e(r) — |y u p  dx <  C /  e(r) |Vn|^ dx. (3.97)
JR3 7k3 r 7k3

For convenience we drop the radial argument in e(r), and by definition e is compactly 

supported in a ball of radius 2Rq. We have that

V{eu) =  uVe +  eVu,

and from the triangle inequality we find

||V (6n)||i. <  \\uVe\\l, +  \\eS7u\\l,. (3.98)

Integrating over the solid region C we can write this as

/  |V(ew)p(ix < f  |« V ep d x +  f  |eVu|^(ix. (3.99)
Jv  Jv Jv

Using Green’s First Identity on the product uVu  • we have

[  V  ■ {e^uVu)(hi. =  I V(e^ii) • Vudx +  f  e^uAudx, (3.100)
Jv Jv Jv

and applying the Divergence Theorem on the left hand side of (3.100) to find

/  {e‘̂ uV u)-n ds  =  /  \ / { e ^ u ) - V u d x +  /  e^uAudx
Jdv Jv Jv

=  /  (u V e ^  +  e ^ V u )  ■ V ud:K  +  /  e^wAudx
Jv Jv

=  /  2euVe • Vif +  /  e^|V?/|^(ix+ /  e^uAiidx.
Jd Jv  Jv
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The left hand side integral over the spherical surface d V  =  2Ai?o as defined by (3.95) 

is zero, and so we now have

— /  e^uAudx— /  2euVe • Vit =  /  e^\'Vu\‘̂ dx.
Jv Jv Jv

Using Eq. (3.100) then implies

— /  V • (e^'uVu)dx =  f  e^ \V u fdx ,  (3.101)
J v  Jv

we can see this in a ‘rule of thumb’ way, i.e., using self-adjointness of e(r) and 

‘switching’ sign of V under change of position in brackets to get

||eVu|||2 =  (eVtx,eVii)^2 =  -  (V  • {e^Vu),u)^^. (3.102)

From our elliptic equation in outside a ball we have

V • Vu =  Au =  F{r)^u +  V{r)u +  z^u =  0 ^

and so we find

V • (ê  Vti) =  ( F//iu +  Vu +  z^u) +  2e Ve • Vu.

Recalling equation (3.102) we see that

||eVu | |^ 2  =  ( e^{F^u +  Vu +  z' û) +  2eVe • Vu ,

=  ( u ) ^ 2  +  {^^Vu, n ) ^ 2  +  +  2 (eVe • Vu  , u ) ^ 2

<  ||e^F^u||/,2 11̂ 11/̂ 2 +  2||eVe • V u ||l2 ||u ||l2

+  (max \^^V\ +  max |e V |)  ||u||i2. (3.103)

For the last term of the second line above, we use the Cauchy-Schwarz inequality to 

get

(eVe • Vu ,u ) ^ 2  <  ||eVe • Vu\\l^\\u\\l'2 . (3.104)
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We now apply the following trick to the above norms, th a t is, for p  = | |u ||l 2 and 

q =  2||eVe • V u ||i 2 and for p, q E R w e  have the following inequality

20 <  { p - q )

where =  Ci is a large constant and =  C2 is a small constant. From

inequality (3.104) we then have

(eVe • V n ,ix) ^ 2  <  Ci\\u\\l2 + C 2 i|eVe • V u | | | 2 , (3.105)

and this gives us a ||t/ | | ^ 2  bound on (3.104) above. The above analysis brings us to 

a point where we still have to deal with the integral

updx ,

and thus in exploration we have arrived where we started! at the  bound in equa

tion (3.97)

[ e (r)F (r) |y ? i|^ d x  < C  [ e(r) ^  \Yu\ ‘̂ < C  f e(r) |Vu|̂  dx.
7r3 Jr3 J r 3

M etric Equivalence:

We find a way around this is as follows: we s ta rt again w ith the by now familiar 

equality

| | / ( x ) | | l2(k3) =  ||u(x)A7(r)||z.2(R3) +  2 ||V u ( x )  • V 7(r) | | i2 (K 3), (3.106)

it proves convenient to express the differential operators A and V on the R^-Euclidian 

space with metric

da  =  aijdx^dx^ =  dr + r dO +  r  sin , (3.10
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in terms of an alternative metric given by

da^ =  aijdx^dff  =  dr^ H— - (d6^ +  sin  ̂9d<p̂ ) . (3.108)

In those coordinates we find the following differential forms in da'^

CX Of
V au(x) =  Urer + -Ueee H — (3. 109)

p  p s m i)

and

2 2 a  Oi
^ a ^ ( ^ )  — V-rr ^ '^ 9 9  ^ ! 2 n

p-̂  p^ sm 6

I (  1 \
=  A u  -gLu +  \U0e +  — 27,'̂ <P4>H p  ̂ \  sm 6> /

=  A u - F ( r ) / ^ u .  (3.110)

Using these alternative operators we form this inequality

lb(x)||z,2(R3) <  ||ii(x)A^7(r)||i,2(R3) +  2||V^u(x) • V^7(r)||L2(R3), (3.111)

the first term to the right of the inequality is clearly bounded by

max|A^7(r)|||w(x)||z,2(K3),

and as before we use the inequality independent of a coordinate basis given by

||e^u||^i =  ||V^(esu)||^2 <  |lVs(e^)u|1^2 +  ||e^Vsu||^2, (3.112)

and of course where

ea =  ea{r) =  V a7(r) .V a7(r)  =  V 7(r) • Vj { r )  =  e(r) =  e.
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From equation (3.102) we also have

lleVaulli^ =  {eVau, =  -  (V^ • {e^Vau),u)^, , (3.113)

and similarly

V^-(e"V^tx) =  e^AaU +  2eS/ae-VaU,  (3.114)

so that using this in the expression of equation (3.113) above we find

\\eVauWl2 =  {eVaU, eVau ) ^ 2

=  -  +  2eV^e • u)^2 • (3.115)

Now we can use equation (3.110) to find the Laplacian

A„u{x)  =  A u(x) — F (r)^ u (x ) =  V{r)u{x)  +  z ‘̂ u{x),

and so

{{eVauWli =  ( e ^ K n  +  +  2eVa-e • Va-u, n )^2

=  {e^Vu, u ) ^ 2  +  +  (2eVaC • u ) ^^2

<  (max |ê V"| +  max ||u | | | 2  +  (2eV^e • • (3.116)

Using the Cauchy-Schwarz inequality as in equation (3.104) and applying the same 

method we use there to find

(eV^e • Vau ,u)^2 <  <̂ 111̂ 11̂ 2 +C2||eV^e • V^u||^2, (3.117)

and similarly for C\ and C2 , the large and small constants respectively, and in exactly 

the same way we establish a bound on this norm, given here by



so that finally we have

l|ew||^i(.) =  l|V^(eu)||^2 <  ||Va(€)tf|||2 +  ||e(V^u)|||2 < C\\u\\l2. 

We have the alternative metrics given by

cr(x, x) =  da^ =  aijdx'’dx^ =  dr^ +  r' d̂O. ,̂

and

a ( x , x )  =  da  ̂ =  dijdx^dx  ̂ = dr  ̂ ^— -d^^.

If we can establish upper and lower bounds on these metrics, such that

a  _  , P= d r  + - ^ d n  J  <

in other words, for the generic constants k and K,  if

ka{x,x)  < a{x,x) < Ka{x ,x )  

holds, so that from the notion of metric equivalence

we can form the following upper and lower bounds:

and we can then say for the s =  1 case that

and so it follows

lb(x)!li2(R3) < < K\\eu\\l,^.^ < K'WuWl^̂ ^̂  < K"\\u\\l2^^),
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and in tliis way we establish the bound on / (x ) .

We have previously found th a t

^  C
p2 — j ,2 ’

i.e.

alternatively, in the domain of application where p »  I Mg  and for p < r  we also 

have

2 1 a  =  1 ----------
P

1 P
o? p  — 2 M

4  ~  - = p " > c r \  (3.128)
Q-^ P

and as p —>• oo we have an upper bound given by

similarly

4  < C r \  (3.129)

a" 1 (  2M,
p2 p2 y p

<  (3.130)
p 2 ’

and so for the lower bound we find

^  >  p^ ~  cr^. (3.131)

That is

cr^ <  <  da^{ x , x )  <  <  Cr^,  (3.132)
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and thus we estabUsh metric equivalence, i.e.

ca{x,x) < a{x,x) < Ca(x,x),

with the foregoing reasoning we can conclude our bound, i.e.

II/(x)||l2(r3) < ||u(x)A7(r)||i,2(K3) +  2||Vu(x) • V7(r)||j^2(R3) < • (3.133)

Since u{'x) and {i(x) agree for |x| > 2Rq, any estimates we prove for |'u(x)| apply 

equally to |ii(x)| provided |x| > 2Rq-

3.4 The H yperbolic  Initial Value Problem  

3.4.1 C lassical results

In this section we establish two important lemmata, namely the results stated in (3.135) 

and (3.136) below:

L em m a 2.1 For it;(i,x) in the solution of the hyperbolic initial value problem

the Laplace transform is given by

poo

u(x) =  / (3.135)
Jo

Lem m a 2.2 We prove the following conservation of energy result by using 'H'^-norms 

and spectral analysis

10(0, x) =  0, 5tw(0,x) =  /(x ) , (3.134)

(3.136)
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We recall th a t a real, sym metric  and positive operator is self-adjoint if its initial 

domain consists of sufficiently smooth functions. The initial domain of B  consists of 

the C “ (E) functions, i.e., functions of compact support so th a t B  is densely defined 

and it is then a classical result [27] th a t the Cauchy problem (3.134) is well-posed. 

We have then a problem for which a sensible, fully determ inistic dynamical evolution 

prescription can be given [18]. The wave equation (3.134) is similar to the classical 

massless Klein-Gordon wave equation the Hilbert space analysis leading to its solu

tion was originally laid down by von Neumann [26], and as we have alluded to, used 

also by Wald [16] [18] to establish determ inistic dynamics in non-globally hyperbolic 

spacetimes (those th a t adm it naked singularities and are thus geodesically incom

plete), as a challenge to a putative cosmic censor, who insists on global hyperbolicity 

for spacetimes and thus forbids the nakedness of singularities, clothing them  with 

the event horizon hypersurface etcetera.

These classical works of von Neumann, Wald et al. motivate the following approach 

to establishing the results for the well-posed problem here. The inhomogeneous 

equation of our radiating system in can be expressed in the following way

B  ■ u{x) +  2 ^u(x) =  / ( x ) ,  (3.137)

with the differential operator

s  ^ - A  + (i -  )̂ + VM,

previously established as real, sym metric and positive definite and thus with the 

self-adjoint property guaranteed via the unique self-adjoint extension B e  [26]. There 

are many versions of the spectral theorem for a com pact, self-adjoint operator on a 

Hilbert space T-i. The following version, appropriate to the analysis here, states that:
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Every bounded self-adjoint operator is unitarily equivalent to a multiplication operator 

on a suitable L^-space.

This means that, given a bounded self-adjoint operator B, on a separable Hilbert 

space T~L, we can always find a measure /x on a measure space M  and a unitary 

operator U \'H ^  L'^{M, dfi) so that

UBU~^ ■ ii(x) =  ^(x)'u(x), and u{x) e  L ‘̂ {M,dfj,), (3.138)

for some bounded real-valued measurable function /5(x) G L°°{M,dfx) on M. The 

formula given by Eq. (3.138) is called the “spectral representation” of the self-adjoint 

operator B.

L em m a 2.1 Consider the initial value problem with given initial data:

— u;(i, x) -[- Buj(t, x) =  0; u;(0, x) =  0, 9<u;(0, x) =  /(x ) . (3.139)

From the spectral theory of positive self-adjoint operators and with

w{t,x) e  and dtw{t,x) e

the elliptic-Helmholtz solution u{x) admits an integral representation in z-space, for

z > 0 given by
poo

fx(x) =  /  w{t,x)e~^'^dt, (3.140)
Jo

which is an L^(R^) n  solution of the homogeneous Helmholtz equation

—Au(x) - I -  ^ u ( x )  - t -  V{r)u{x) - I -  z^u{x) =  0, (  =Re z  > 0. (3.141)

We prove this as follows:

Using the foregoing definition and notation for spectral representation we can define 

the following

UBU-^ ■u{y)=^{y)u{y),  (3.142)
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and

Uf{B)U~'^ ■ u(y)  =  f( /3(y))u(y) ,

where

B  = U-^^{y)U,  f { B)  = U- ^ \ f oP{y) ]U  and [/[/"^ =  I, 

and we note for later that

U - u { x ) = u { y )  and [ / • /(x) = /(y).

We have the initial value problem of Eq. (3.139), i.e.

+ B  ■ w{t,:x.) =  0, 

applying unitary operator U, this then implies

U ■ Wtt{t^K) + UBI-  w{t ,x)  = 0,

and also

U ■ Wait, x) + {UBU-^) U ■ w{t, x) = 0, 

which we can express by

{Uwtt){y) +  ! i {y){Uw){y)  =  0 , 

solving this linear second order ordinary differential equation we get

{Uw){t,y) = {Uw){0,y) cos ^ P { y )  + { U w t ) { 0 , y ) ~ - ^ ^ ^ ,  

for initial values tt;(0,x) =  0 and dtw{0,x.) =  /(x ) , this is

 ̂ rr ^sin V ^ (y)i 
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(3.144)

(3.145)

(3.146)

(3.147)

(3.148)

(3.149)

(3.150)



or in terms of the operator B

sin \fE t
w{t,x) = cosy/Btw{0,:>c) -\----- y=—it;j(0,x)

V B
sin \ /B t  .. ,

We also have Eq. (3.141) which we write as

B  ■ u{x) +  I • z^u(x) = /(x ) , 

following the spectral theorem we apply the unitary transformation U

UBI ■ u(x) +  \z^U ■ w(x) =  U ■ /(x ) , 

and with unitarity U~^U =  I we form

{UBU-^)u{y) +1- z^u{y) = f{y) ,

that is

/5(y)«(y) + 2 ŵ(y) = /(y),

so that

Applying the inverse unitary operation U~^ to this we get

r - l  /(y)u(x) =  U'
P{y) +  ’ 
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(3.152)

(3.153)

(3.154)



now we integrate w{t ,y)  with respect to i as follows

roo

v{y) =  J  e~^^w{t,y)dt

Jo V W )
_  f { y )  _ f  / - ( z - i y / / S { y ) ) t  _  ^ - ( z+^ ^ /P (y ) ) t ' \

Jo  ^ '
/(y)

/3( y )  +  2:2

{t(y), (3.155)

and thus we find
poo

U ■ u(x) =  u{y) = /  y)dt,
Jo

and the result of Lemma 2.1 follows

poo roo

u(x) =  / [U~^ ■ w{t,y)] dt =  / w{t,'x.)e~^^dt. (3.156)
Jo  Jo

Note that this representation of «(x) is clearly consistent with the operation of 

Laplace transform C on the solution of Eq. (3.139), i.e.

C{diW} -  l^C{w) +  /^C{w) +  VC{ w)  =  0,

where
poo

C{w{t ,x)}  =  w{z) =  / w{t,x.)e^^^dt,
Jo

and

C{dfW{t,x)}  =  z^w{z) — zii;(0,x) — u.’((0,x) = z^w{z) — /(x ) ,
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which yields the elliptic equation in w{z)

1 Q!̂
Aw{z)  +  ( ^  -  ^  ) ^w(z )  + V{r)w{z) +  2  w{z) = /(x ) ,

that is where

u{x) = w{z) = / w{t,x)e < 00. 
Jo

(3.157)

= /5 t(y )^ ^ ^ s in  =  /3('’2 ')(y )/(y ) sin

With this we can write

ll̂ (̂ >y)llH* = f  /3'^’/(y)sin
J r 3

J'g?

Jk^

dx
»

dx

dx,

(3.158)

Lem m a 2.2 Consider again the IVP of Eq. (3.139), with 0 < s < 1 and for initial 

datum /(x )  € a solution w{x, t) then exists which satisfies a conservation law

given by

We prove this as follows:

Using the spectral representation of Eq. (3.144), we have

F{B) = ^  UF{B)U-^  -  F(/3(y)) =  ^ / '( y )  ,

with the definition of the 'H®-norm, which we previously introduced, i.e.

Il (̂ .̂y)ll?{-’ = ll/5"̂ '̂f"(̂ >y)llL2>

admitting a representation for the L^-norm above, given by

(3.159)

(3.160)

(3.161)
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and in similar fashion we find

dx,

dx.

VR3

adding these two integrals to get

7 r 3

and using the definition of these so called B-Sobolev norms, we find

f  /3^^ /̂(y) dx = ||s(^^/|||2 =
7 r 3

thus proving our second lemma,

+ iidtwmi,.. = \\f\\i... .

These lemmata will be used in the succeeding argument for L^-spatial decay.

(3.162)

(3.163)

(3.164)

(3.165)

3.5 L ight-C one A rgum ent for L^-Decay

We now use a light-cone argument to find for optimal L^-decay of the radiating field 

u(x). From the W  and norm estimates for ix(x), deduced in Eq. (3.79) and 

Eq. (3.80) for w{t) G L°°(M,'H^), we have from the interpolation argument we used 

for ||u||-H» with 0 < s < 1 ( the proof of which is provided in Appendix A.5)

(3.166)

and clearly

(3.167)
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Using the conservation law established in Eq. (3.158), in conjunction with the s-space 

estimates, we deduce the following estimate

l l ' * ^ ( O I I / f * ( R 3 )  ^  C ' | | / | | ^ s - l ( R 3 ) ,  (3.168)

for s =  1 we then have

11^(0 ll//l(R3) ^  C'||/||^0(R3) =  C '||/ ||l2(k3), (3.169)

and likewise for s =  0 we have

II^^WII//0(K3) =  lkWllL2(K3) < C'||/||^^-i(k3), (3.170)

and thus

lk(0l|L2(R3) • ||u;(0ll//l(M3) < C''||/lk2(K3)||/||^_i(K3)- (3.171)

Since /  G L^(R^) and is by definition compactly supported in the ball of radius 2Rq,

we have from using our interpolation argument (Appendix A.5) for the dual spaces

— 1 < s < 0 that

=  II -  A - ^ / | U ^ ( k 3 )  <  C " | | / | U 2 ( k 3 ) ,  (3.172)

using this in the inequahty (3.171) we find

< C '" ||/|U .„ ,,. (3.173)

We now need the result of an important lemma, which I will call the ST Z  Restriction 

Lemma, due to Stalker and Tahvildar-Zadeh and proven in their novel and challeng

ing paper on the Helmholtz equation in R" [5], where they provide a proof of the
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Sommerfeld radiation conditions and not yet published at the time of going to press.

The STZ R estriction  Lemma

For the spherical restriction operator Sr, from functions on R" to functions on 

defined by

Sru{a)  =  u{ra),  

there is a constant Co(n) such that

||5r?/(x)||i2(5n-i) <  Co(n)||u(x)||{_i^(^„) • (3.174)

for all n(x) e  n

The spherical restriction  operator Sr confines functions u (x) in M" to lie on hyper

spheres it is used to get from R" to the embedded sphere of radius r, expressed

in the notation used above by Sru{a). The corresponding Sobolev Restriction theo

rem is false and so we nmst use the result of the Restriction Lemma  instead [5]. The 

details of this Lemma are rather involved but the result is crucial to our analysis of 

the L^-decay here. As the Sr operation will be used again later, it is worthwhile to 

give a simple example of its effect in R  ̂ using spherical coordinates given by

X\ =  r  sin Q cos

< X2 =  r s in ^ sin ^ ,

X3 =  rcosO,

to express the polar form integral



If ,9 is a function on the unit sphere 5^ =  {x G : |x| =  1}, with angular coordinates

7 =  (sin 0 cos 0, sin 0 sin (̂ ) we define the surface element da{'y) by

p r 27T rn

/  g { j ) d a { j ) =  /  /  g{-f) sin ed9d(j),
J s ^  J o  J o

resulting in the spherical restriction to  a radius r, th a t is where

[  f { x ) d x  = [  [  f i n y ^ d r d a i j ) .
J r  J s  ̂ J o

We apply spherical restriction Sr to u{x), as defined by the Laplace transform 

£[u;(i,x)] of Eq. (3.157), and form the following restricted integral

poo

Sru{x) — u{ra) = /  Srw{t,yi)e~^''dt. (3.175)
J o

Recall th a t w{t, x) is the unique solution for the Cauchy problem

dfw{t ,  X.) + B  ■ rv{t, x) =  0, 

with generic initial datum  / ( x ) ,  so tha t

pcx)

SrW{t,X.) — /  S r [ f  sin \ /p td t .
J o  V P

(3.176)

The spherically restricted function 5 r /(x )  first defined in Eq. (3.5) is

Sr f { x )  =  -5 ^ u (x )A 7 (r)  -  2V (5^u(x)) .V 7 (r),

and is compactly supported in the ball of radius r  =  |x| <  2Rq where 7 (r) is zero. 

The finite speed o f propagation asserts tha t the value of the unique solution w{t , x)  

of the hyperbolic wave equation (3.139) for  ̂ >  0, is determined only by Cauchy 

da ta  in the ball (|xo — x| <  ct},  which is the intersection of the sohd light cone
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with the initial data hypersurface E^=o in Minkowski spacetime The solid

cone of this base is called the domain of dependence or the past history of the vertex 

event labelled (x, i); it is precisely the portion of the hypersurface cut off by the 

characteristics {|xq — x| =  ci}. If rf < r  — 2Rq then

The homogeneous problem for S'ru(x) is defined in all outside the compact set 

the ball of radius 2Rq] there is radiating field dynamics in as it were, only when 

jxl > 2Ro- That is to say, the spherically restricted function Srit(x) attains a non

trivial value only for r  — 2Rq > 0 and for the massless radiating Klein-Gordon field, 

as u(x) in this implies that ct > r — 2Rq. We see from Equation (3.177) above, 

the hyperbolic wave function w{t,:K) is integrated along the world-line parametrised 

by t, until it attains a non-trivial value after a proper time lapse of  ̂ |2/2o| at 

which point it enters its domain of dependence. It is this fact that brings about the 

improved L^-decay estimate which we demonstrate presently.

Using the result of the Restriction Lemma, Eq. (3.174), for the case n =  3 in con

junction with the bound deduced from Eq. (3.173) above, on the now spherically 

restricted w{t,'n.), we find for the ||5rM(x)|| estimate as follows

Srw{t, x) =  0,

and thus

(3.177)

i|5,u;(i,x)||i2(52) < Co|k(^,x)||J_(^(jj3)lk(^,x)||Vf^j^3^r  ̂ < C'||/||L2(K3)r \  (3.178)
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with this we evaluate the norm for the spherically restricted field •u(x) as follows

roo

||5ru(x) 11̂ 2(52) =  /  Srw{t ,x)e^^^dt
J r —2Ro
poo

^  ||5^ti(x) 11̂ 2(52) <  /  ||5 ,u;(i,x) 11̂ 2(52)
J r —2/?o

^  ||*5'r'fi(x) 11̂ 2(52) <  ^  II/IIl2(r3) -  /  e dt, (3.179)
'  J r - 2 R o

whence we arrive at the estim ate for ||ii(x)||/^2(5 2 ) on evaluating the integral in t, 

which is the sought Sornmerfeld Radiation Bound

I|5 r 'u (x ) ||i2(5 2 ) =  ||'i/(x )||i2 < C\z\ ||/|Il2(k3) (3.180)

This completes the proof of T h e o re m  1 for the L^-decay bound on u(x), which we 

write concisely as

lk(x)||z,2(5 2 ) <  C"||/||x,2(K3)-e” '̂’ <  C''\\u\\i,2fjn3)~e~^^. (3.181)

We easily get the K-G bound | ^ (p , ( />) |  in ( M, g )  by using the exterior tortoise 

coordinate r(p) = p + 2Mg log {pl2Ms — 1) with the transform ation ■0(x®) =  ^w(x).

In conformity with the standard  structure of theses I conclude with a brief and 

tem perate paragraph suggesting possible future extensions to  this theorem. From 

previous work [5] on the flat Helmholtz equation in R"

- A v { x )  +  F (x )u (x ) +  z'^v{-x) = 0, (3.182)

for potentials P (x )  which satisfy the bounds

-7>1 .  (3.183)
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outside a compact set in M", and following a detailed analysis, an L°°-bound is 

provided for a radiating solution v{x) and given there by

|?;(x)l^oo < C ' r ~ ^ (3.184)

With the following rough heuristic argument we might anticipate a similar radiation 

condition for the radiating field u(x) outside a compact set in as the solution of

— Au(x) +  F{r)^u{x) + K(r)u(x) + z^u{x.) =  0, Re z =  C > 0. (3.185)

where the potential V{r) satisfies the bound (3.183) for n =  3 and with ?] = 2, i.e.

0 < V(r) <

Very crudely, since V(r) and F(r) vanish at spatial infinity, from the asymptotic 

behaviour of the Hankel functions we would expect optimal radial decay in outgoing 

spherical form
—

.9(|x|) ~  y(d,<p)-—  
r

we have shown that as p —>■ oo, r(p) —>• oo we have an asymptotic

/ I  4M, , /  r  \  1
hm F{r) = hm —  k ] ^ -----^  log ~  ,

r(p)-+oo r{p)-Kx,\r^ J \ AMsJ

in this regime V{r) dominates F{r) so that the elliptic-Helmholtz equation (3.185) 

is asymptotically equivalent, in some sense, to equation (3.182), so that the bound 

on |«(x)| should be of the same character as the |f(x)| bound. It is worth pointing 

out that the L°°-bound has the capacity to falsify competing scalar field analyses in 

the following way: if a gedanken experiment recorded a measurement of the fields 

intensity at local curvature coordinates {R, On, (pu) to be given by |^i(i?)P say, and if
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the scalar field theory predicts an L°°-bound, the supremum bound, to be less than 

|u (/i)p , then the theory contradicts experiment and is thus falsified some compo

nent of the argument is incorrect and requires reconsideration; an L^-bound, which 

is essentially a root mean square bound, does not have this discriminating quality. It 

is feasible th a t an L°°-bound can be ascertained by a so-called bootstrap argument, 

using the L^-bound and Young’s inequality for convolutions to  get from to

and ultim ately arrive a t the L°°-norm. This would be an extension of the result

established here and require considerably more effort in establishing its proof.

As much of my time was spent or perhaps misspent on Killing time, in the same 

building where he was born on Westland Row, Dublin 2 (now in danger of collapsing 

under the heft of the spawning by-products of the ‘knowledge’ industry), it is as well 

to finish with this pertinent or perhaps im pertinent quote from the timeless wit of 

Oscar Wilde, all depending dear reader on your relative frames of reference

. . .  In th e  w ild stru g g le  for ex istence, we w ant to  have som eth ing  th a t  endures, so we fill our 

m inds w ith  ru b b ish  a n d  facts. T h e  m ind of th e  tho rough ly  well-inform ed m an  is a  d read fu l th ing . It 

is like a  b ric-a -b rac  shop, all m o n ste rs  an d  du st, w ith  every th ing  priced  above its  p ro p er value.

O scar F ingal O ’F lah e rtie  W ills W ilde.
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A ppendix A

Functional Analysis

A .l  D efinitions of M etric Spaces

A distance function (or a metric) on a set M  is a function d : A/ x A/ —> R which 

to  any pair of points x , y  E M  associates a real number d{x,y),  called the distance 

from X to y .  To get a reasonable notion of distance, it has proven advantageous to 

require th a t the following three conditions are satisfied:

1. P ositiv e  d efin ite

d{x, y) > 0, for all x, y G A ,̂ =  0 <=> x =  y.

2. S ym m etry

d{x, y) =  d(y ,  x)  for all x , y  & M.

3. Triangle

d{x, z) < d{x, y) +  d{y, x)  for all x, y, ^ G M.
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D efin ition  A .l

A metric on a set M  is a function d : M  x M  —>• M satisfying the above three distance

conditions.

A pair (M, d) consisting of a set M  together with a specific metric d on M  is called 

a metric space.

D efin ition  A .2

Let be a complex vector space with an inner product (•, •) and the induced norm 

II • II; if H is a Banach space, in other words a complete normed vector space, with 

respect to the induced norm || • ||, it is then called a Hilbert space.

A Hilbert space is an inner product space which is a Banach space with respect 

to the induced norm.

D efin ition  A .3

li A — A*, i.e., {Ax, y) = {x, Ay), where A  is an operator on T-L and for all x ,y  E H  

then A  is called self-adjoint (or Hermitian).

A .2 Function Inequalities

T h e  L^-Theory: The main idea is to regard orthogonality as if it were a geometric 

property. The inner product on (a, b) is defined

The L^-norm of /
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and the quantity

\ f { x ) - g { x ) \ ^d x

is a measure of the “distance” between two functions /  and g,  also called the 

metric.

C au ch y-Schw arz: I f x , y  e  X ,  where X  is an inner product space, then the follow

ing inequality holds

\ { x , y ) \  <  | | 2 : | | | | y | | -

M inkow ski: For any real number p >  1, and any pair of continuous functions 

f , g  E Co(M), the following inequality holds

1 1 /  +  g\ \ p  <  | | / l | p  +  I I . '

A .3 Sobolev Spaces

D e fin it io n  1: The Sobolev space H^(r^) is defined by

e  L ^ n )  : ^  e  L' îQ) i (A .l)

ri is a general open subset of R". The space is equipped with the scalar

product
f  /  - s ^ d u d v \  

and the corresponding squared norm

R em ark: By definition of the distributional derivative the following are equivalent:
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(a) V e H i(fi)

(b) V €  and there exists g i , g 2 , ■ ■ ■ ,gn & L ‘̂ {Vl) such that

f  v ^ d x  =  -  f  g i 4 > d x ,  V 0  G P ,
Jn dxi Jq

Then, by definition, ^  in a distributional sense. This definition can be natu

rally extended when replacing the L^(Q) space by a general L^(f2) space.

D e f in it io n  2; For any 1 <  p <  oo, the Sobolev space is defined by

Ŵ 'P{n) =  l̂ v e LP{n) : ^  e  LP{fl) i =  l - - - n | .  (A.3)

The space is equipped with the norm

JL Ft-,, Px -li
(A.4)

JQ i=l

dv ^  , 1\ dx
dxi

When p =  2 the space is often denoted by H^{Q)  and this is the notation

we use throughout. We do not consider higher order derivatives here.

A.4 Sum mary of Sobolev Norm s

In the simple notation encountered in the thesis, and with the interpolation spaces 

defined for 0 <  s <  1, we summarise the norms used as follows:

(i) Il«(x)||i2 = / |^ (x )p r ix

(ii) ll^Wllip =/|^i(x)|Pc^x

(iii) ll« (x )||^ , =  | |( -A )* / 2 ^ (x )||2 2 , for s =  0, =  ||u (x ) | | | 2
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(iv) ||w(x)||^i =  | | ( - A ) 1 / 2 ^ (x ) | | 2 2  =  /  |(-A )i/2u (x )|^ (ix  =  { ^ ^ u { x ) , ^ / ^ u { x ) )

=  (Au(x),'u(x)) =  f  —u(x)Au(x) =  f  lVu(x)l^dx =  || Vii(x)||/,2

(v) ||^ (x)|||/. =  11(1 -  Ay/^u{x) \ \ l 2 , for s =  0, =  ||« (x ) | | 2 2

(vi) ||w(x)|||^. =  | | ( -A  +  V y ^ M x ) \ \ l 2 , for s =  0, =  Ik (x ) ||i 2

(vii) We encounter a special case for the norm ||t/(x)||^i / 2  

=  2TrJ{e +  rj^y/^\u{C,rj)\^dCdv

A .5 Lemma: Interpolation  Bounds 0 < |s| < 1 ;

Suppose that i? is a non-negative self-adjoint operator on a Hilbert space H, and 

that u G 'H. We assume without loss of generality that H is a real Hilbert space, 

since every complex Hilbert space is also a real Hilbert space, and every self-adjoint 

operator on the former is then a self-adjoint operator on the latter. Define

kB{s,t) =  7T~̂  sm{TTs) min +  ê ''\\u)\\ )̂ ,
v-\-w=u

for all s G (0,1) and all real t. Then, for all

for all s G (0,1).

Equation (A.5) is proved as follows. By spectral theory there is a set M  with pos

itive measure ji together with an isometry U : H ^  L'^{M,ii) and a non-negative 

measurable function P with the property that

B = U-^MpU,
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where is multipUcation by (3 in The fractional powers of B  referred to

above are defined by

5^/2 ^  u-^MpsnU.

Since U is an isometry

A;b(s, )̂ =  sin(Trs) min (e®‘“ '||M ^i/2 'u||^ +  e^*||ti;||^) ,
v + w = u

where u = Uu E Now

+  e"‘||u } f =  f  (e-"‘“ ‘/3(y)v(y)^ +  e^^w{y)'^) df^i{y). 
JyeM

From the identity

a + b

we see tha t

e^t-tp{y) + ê ^

when v{y) + w{y)  =  u{y). The quantity in brackets is zero for 

and

“fo) = i+e-.gM"M-
and positive for any other v{y) and w{y)  such th a t v{y) +w{y)  = u{y).  These choices 

therefore minimise the integrand above for each y  € M . It follows tha t

/cb(s,0 =  7r“ ŝin(7rs)e®* f  ^  u{yfdi i {y) .
Jy€M 1 + e-^P{y)
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Integrating this

[  k B { s , t ) d t  =  TT̂ '̂  sin{TTs) [  ^  . u(yfdf j , ( y )d t .
J —oo Joo Jy€M  1 6 P i y )ly&M

Reversing the order of integration,

f O O  —  —  s

B{y?u{yf I
l y € M

Making the change of variable r = 1/(1 +  e~*/3(y)),

/ kB{s,t)dt = TT~'^sm{ns) /3 {y fu {y f  dtdii{y).
7 - 0 0  A s m  i - o o  1 +  e  P̂[y)

-dt = f  (̂1 —r) = r(s)r(s — 1) = TTCScvrs. 
Joy_oo 1 +  e-*/3(y)

Evaluating the inner integrals then,

f  ki3{s,t)dt = f  P{yyu{yfdii{y) = ||M̂ ./2u|| = .
Joe Jy^M

Suppose now that we have a pair of non-negative self-adjoint operators A  and B, 

such that

\\A^/\\\ <

for all i> G Then 

and hence

k A { s , t )  <  k B { s , t ) ,

for all s G (0,1) and for all real t. It then follows from equation (A.5), and from its 

counterpart for A,  that



If, instead of we have

then we apply the same argument, not to A and B  but rather to C~^A and B, 

obtaining

\\A^/\\\ < C^\\B^^M\-
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A ppendix B 

A spects of General Relativity

B .l  Covariant Calculus

Scalar G rad ien t:

D ivergence:

VWlV .v  =  v,v- +  Tl.v" =

Laplacian:

A0

Stokes T heorem :

[  cTxyM^.V^ =  f  d--'yVW\'
J  M  J d M
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M etric Id en tities;

g  =  dei[g^,^]\ Sg  =  gg'^'^Sgf,^ = - g g ^ ^ S g '^ ' ' .

B.2 K illing Fields

Any vector that satisfies V =  0 implies that the scalar quantity K^p'"  is 

conserved along a geodesic trajectory:

=  0 ^  p ' ^ V ^ i K ^ p ' ' )  =  0. (B.l)

The existence of a timelike Killing vector allows us to define a conserved energy for 

the entire spacetime. Given a Killing vector and a conserved energy-momentum 

tensor we can construct a current =  K ^ T ^ ' '  tha t is automatically conserved

=  0 -

The first term vanishes by virtue of equation B .l and the second by conservation of
j ' / i f y

B.3 E nergy C onditions

It is sometimes useful to think about Einstein’s equation without specifying the the

ory of m atter from which is derived. This allows a great deal of arbitrariness; 

consider for example the question of what metrics obey Einstein’s equation? In the 

absence of some constraint on the answer is any metric at all; simply take the
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metric of choice, com pute the Einstein tensor for this metric and demand th a t 

It will autom atically be conserved, by the Bianchi identity. Our real 

concern is with the existence of solutions to Einstein’s equations in the presence of 

“ realistic” sources of energy-momentum. One strategy is to  consider specific kinds 

of sources, such as scalar fields, dust or electromagnetic fields. It is advantageous 

to understand properties of Einstein’s equations th a t hold for a variety of different 

sources and so energy conditions th a t limit the arbitrariness of are imposed. We 

give two examples here : the W eak  and D o m in a n t energy conditions.

These are coordinate invariant restrictions on T̂ ,̂. Therefore we must construct 

scalars from typically accomplished by contracting w ith arbitrary timelike vec

tors t^ or null vectors For example the W eak  E n e rg y  C o n d it io n  is

>  0 .

For a perfect fluid in coordinate p

=  {d{p) +  p{p)}uf,u^ + p {p )g ^ ‘',

because the pressure is isotropic will be nonnegative for all tinielike vectors

t  ̂ if both >  0 and >  0 for some null vector We therefore evaluate

=  dip), T ^ J > ^ r{d {p )+ p{p ) } {u ^ n ^ .

The weak energy condition therefore implies d[p) >  0 and d{ p ) +p{ p )  >  0. These are 

simply the reasonable-sounding requirements tha t the energy density be nonnegative 

and the pressure not too large compared to  the energy density.

T h e  D o m in a n t E n e rg y  C o n d it io n  includes the weak energy condition >
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0, for all timelike vectors as well as the additional requirem ent th a t is a non-

spaceiike vector (namely th a t < 0). For a perfect fluid, these conditions

together are equivalent to the simple requirement th a t d{p) > \p{p)\\ the energy 

density m ust be nonnegative, and greater than  or equal to the m agnitude of the 

pressure.

Most ordinary classical forms of m atter, including scalar fields, obey the dominant 

energy condition. The energy conditions are not, strictly  speaking, related to energy 

conservation; the Bianchi identity guarantees th a t =  0 regardless of whether

we impose any additional constraints on T^'". Rather, they serve to prevent other 

properties th a t we th ink of as “unphysical” such as energy propagating faster than 

light, or em pty space spontaneously decaying into com pensating regions of positive 

and negative energy.

B .4  T he C onform ally Invariant K -G  E quation

Here we briefly remind ourselves th a t an equation for a field (j){x) is said to be 

conformally invariant if there exists a number s €  M (called the conformal weight of 

the field) such th a t 0 is a solution with a metric 5^^, if and only if 0 =  Q.^{x^)(p is 

a solution with metric

and where the conformal factor r2(x^) is a smooth, strictly  positive function, so a 

conformal transform ation is essentially a local change in scale.

The Lagrangian density of a massive ( massless case m  ^  0) scalar field in curved
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spacetime is given by

C = s/̂ 9 -  \R<P̂  ̂ .

We include a direct coupling to the Riemann scalar R  param etrized by dimensionless 

constant A. In the literature there are two favourite choices for the value of A: 

minimal coupling simply tu rns off the direct interaction with R  and as we will see 

conformal coupling sets

making the scalar field theory invariant under conformal transformations. Many 

equations for physical fields are conformally invariant and the study of the behaviour 

of equations under conformal transform ations is also useful for many mathem atical 

purposes. Conformal transform ations occur in many contexts in General Relativity, 

in particular in the definition of asymptotic flatness where the transform ation brings 

infinitely remote points to a finite distance [7]. At these points the metric ds'̂  is 

meaningless, but the conformal m etric ds'̂  is regular; it is the conformal structure 

th a t proves im portant for studying the general properties of a spacetime, this is 

because it determines the causal properties of the neighbourhood of a point, including 

the properties of null cones and it also emphasises the influence of curvature, through 

the Ricci scalar R, on the test field dynamics. In the interests of generality it is worth 

noting th a t the massless Klein-Gordon equation for a field i.e.

n]g4>{x) =  g^N^Vp(t>{x) =  0, (B.2)

is not conformally invariant on a  general n-dim Lorentzian manifold {M. ,g)  unless 

dim M  =  2 and noting also for n-dim th a t g°"^gap =  n. Using a transform ation

129



0 =  in the conformal coordinates

(B.3)

and a simple, if quite tedious, calculation eventually yields

=  n^-^s{s + n-3)(l)g'^^Wa^^0^

+  Q^-%2s +  n - 2 ) g ‘̂ ^VMVp(l)

+ (B.4)

now we choose 5 =  1 — n/2  in which case the term is eliminated. Using

the Ricci scalar conformal transformation R  — g^^Rap which is given by

R  =  n - ^ { R - 2 { n - l ) g ^ ^ V c , V 0 \ o g f l }  

+  r^-2(n-2)(n-l)5' '^V«(logri)V^logfi 

= n~̂ R -  2n~̂ {n -  l).(?"^VaV/3fi

+  n - ^ { n - 2 ) { A - n ) g ^ f ^ V a ^ V p n .  (B.5)

Using the Ricci scalar conformal transformation (B.5) we add the term \R(p to 

equation (B.4) with

following Wald [14] for the conformally invariant wave equation for n-dimensional 

spacetime, with weight s =  l —n / 2 we  have:
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n

4(n — 1)
R <P, (B.6)



the right hand side of Equation (B.7) is in the physical metric and the left hand side 

is in the conformal metric, in our case, n =  4 and s =  — 1, and we find

D

1
(B.7)

and for the vacuum static  spacetime (A4,go) the Riemann scalar R  = 0, so th a t the 

conformal K-G equation is

(B.8)

a conformally invariant generalization to curved geometry of the K-G equations in 

flat spaces.
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