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Abstract

T h e  con tro lled  m o d u la tio n  of th e  elec tron ic  an d  phon o n  p ro p e rtie s  of low d im ensional 

m a te r ia ls  v ia  ex te rn a l p e r tu rb a tio n s  such as elec tric  fields, doping , an d  s tra in , do  rep ­

re sen t an  im p o rta n t s tep  in th e  developm ent of th e  n ex t g en e ra tio n  of nan o -e lec tro n ic  

devices. W hile  G rap h en e  an d  ca rb o n  n an o tu b es  have th u s  far d o m in a ted  th e  research  

in to  low -dim ensional nono-e lectron ics, layered d i-chalcogenide m a te ria ls  have la te  a t ­

t ra c te d  co n sid erab le  a tte n tio n  as well.

D en sity  fu n c tio n a l th eo ry  (D F T ) an d  d en sity  fu n c tio n a l p e r tu rb a tio n  th eo ry  (D F P T ) 

have em erged  as s ta te -o f  th e  a r t m eth o d s  for co m p u tin g  th e  g ro u n d  s ta te  of th e  

m an y -b o d y  system s, and  its  v ib ra tio n a l p ro p e rtie s , respectively . Here, e lec tro n ic  and  

p h o n o n ’s s tru c tu re s  a re  d e te rm in ed  using a b - in t io -D F T /D F P T  codes. M ore advanced  

e le c tro n ic -s tru c tu re  m eth o d , nam ely  th e  G re e n ’s fu n c tio n  q u asi-p a rtic le  ap p ro ach , are  

em ployed  in ad d itio n  to  th e  D F T  fram ew ork.

F irs t, we perfo rm  a  sy s tem a tic  s tu d y  of th e  d ep en d en ce  of th e  e lec tron ic an d  m ag n e tic  

p ro p e rtie s  in a M0S2 m onolayer on th e  an ion  (S), ca tio n  (M o) s u b s titu tio n , considering  

different n o n -m eta ls , tra n s itio n  m eta ls  an d  halogens d o p an ts . M ost d o p a n ts  a p p e a r  as 

deep -donors w ith  in th e  b an d  gap , how ever for som e d o p an ts  we find n -ty p e  an d  also 

p -ty p e  ch a rac te r. A d so rp tio n  of alkali m eta ls  sh ifts  th e  Ferm i energy  in to  th e  M0S2 

co n d u c tio n  b an d , m ak ing  th e  system  n -ty p e  as well. M oreover, th e  a d so rp tio n  of 

charged  m olecules is considered , w hich occurs in an  ionic liqu id  env iro n m en t. T h is  is 

fovmd to  lead  to  b o th  n- an d  p -ty p e  conduc tiv ity , d ep en d in g  on th e  charge p o la rity  of 

th e  ad so rb ed  m olecules. In ad d itio n , by s tu d y in g  th e  d iso rd er of M oS2/S i 0 2  in terface , 

we have been  ab le to  iden tify  tw o surface  defects w hich can  g en e ra te  e ith e r n- or p- 

do p ing  in M0S2.

N ext we in v estig a te  th e  elec tron ic  s tru c tu re  of M0S2 a rm ch a ir n an o rib b o n s  in th e  p res­

ence of an  ex te rn a l s ta t ic  elec tric  field. Such n an o rib b o n s , w hich are n o n m ag n e tic  and  

sem iconduc ting , ex h ib it a  se t of w eakly in te ra c tin g  edge s ta te s  w hose energy  p o sitio n  

de te rm in es th e  b an d g ap  of th e  system . W e show  th a t ,  by app ly in g  an  e x te rn a l t r a n s ­

verse elec tric  field, iSpxt, th e  n an o rib b o n s  b an d g ap  can  b e  sign ifican tly  red u ced , lead ing



to  a m eta l-insu la to r transition  beyond a certain  critical value. Moreover, the  presence 

of a sufficiently high density  of s ta tes  a t the Fermi level in the  vicinity of the  m etal- 

insu lato r tran sitio n  leads to  the  onset of S toner ferrom agnetism  th a t can be m odulated , 

and even extinguished, by Eext- In the  case of bi-layer nanoribbons we fu rther show 

th a t  the  bandgap  can be changed from indirect to  direct by applying a transverse field, 

an effect which m ight be of significance for opto-electronics applications.

In addition  to  the  1-D s tructu res represented by nanoribbons, we also investigated the 

electronic p roperties of different sizes of m onolayer triangu lar M 0 S2  nanoclusters. De­

pending on the  edge term ination  (such as Mo-edge or S-edge) and the  percentage of S 

coverage a t the  edges, a nanocluster is classified as m agnetic or non-m agnetic. We show 

th a t  by applying a transverse electric field, i?ext) the gap between the  highest occupied 

and low'est unoccupied m olecular orbitals can be decreased and th a t eventually a t a 

certain  critical Ee x t ,  a non-m agnetic nanocluster becomes spin polarized w ith a spin 

m om ent of 2 h b -

Finally, w'e investigate the electronic and phonon properties of hulk, and bo th  pristine 

and doped T iS 2 monolayer. T he bandgap of monolayers opens for iso-electronic doping 

w ith oxygen replacing sulfur and the  bandgap opens linearly as the  0 -concen tra tion  

increases. We observe a Kohn anom aly in bulk phonon dispersion. In con trast, our 

D P T  calculations using the  local density  approxim ation, show th a t  m onolayer exhibits 

charge density  wave (CDW ) instability. The CDW  can be tuned  either by compressive 

s tra in  or by oxygen doping. We observe th a t bo th  the bandgap and the  CD W  phase 

strongly  depend on the  functional used in the  D F T  calculations.
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Chapter 1

Introduction

1.1 Low dim ensional nanostructures

In low-diniensional (LD) system s, the m otion of quasi-particles such as electrons, 

phonons, or photons is restricted  from exploring the full th ree dim ensional world. D ur­

ing the  last few decades LD (quantum physics has become increasingly in teresting  due 

to  a constan t stream  of striking discoveries, such as Fermi licjuid theory, the  (juantum  

Hall effect, ballistic conductance quantization , (luantim i phase transitions. Coulom b 

blockade in quan tiun  dots, giant m agneto-resistance (GM R), etc. Furtherm ore LD 

structu res have a ttrac ted  increased in terest as a p latform  for present as w’ell as fu tu re  

po ten tia l applications in electronic devices such as highly efficient low' power lasers, 

single electron transisto rs, ciuantum  com puters, etc. A LD system  typically consists of 

a large num ber of atom s and molecules, bu t its size is small enough so th a t  electrons 

have to  be considered at the  quan tum  m echanical level at least along one direction. 

M ore precisely, in a LD stru c tu re  the  system ’s size is larger th an  a microscopic length 

fio (the Bohr radius), b u t yet sm aller th an  the  phase coherent length, L^, which is the  

characteristic  length beyond which an electron losses phase coherence. generally 

depends on the  dim ension, the  tem pera tu re  and the  electronic s truc tu re  of the  system .

LD physics has recently illum inated some difficult questions such as how' disorder (im ­

purities, for exam ple) and electron-electron in teractions affect the  dynam ics of a quan ­

tum  system . In fact, the  s tudy  of the  com bined effects of disorder and electron-electron 

in teraction  in condensed m atte r physics is curren tly  a problem  of enorm ous interest. 

LD nanostructu res have unusual b u t in teresting electronic and tran sp o rt properties due

1



C hapter 1. Introduction 2

to their small size and quantum  confinement. As an example, we mentioned tha t the 

ballistic flow of electrons in narrow channels for distances less than the mean free path 

has been observed experimentally [1]. There are many im portant distinctions between 

systems in different dimensions and those in their bulk form, such as the effective mass 

which, in general, depends on the the electron’s propagation direction and can even 

vary with position. Another im portant distinction between systems with different di­

mensions is their density of states, N{e)  [the number of states per unit volume in the 

energy range e to e+de\. In general one finds, A^(e) oc where d is the dimen­

sion of the system, and the power a  depends on the quasi-particle type, i.e. a  = 1 

for phonons and photons and a = 2 for electrons. In comparison with a bulk (3D) 

object, the higher surface to volume ratio associated to the LD nanostructures results 

in the dominance of surface effects (e.g., composition, bonding and surface sta tes/de­

fects) over the materials properties (electrical, therm al, mechanical, catalytic, optical 

etc). Such LD systems have potential for major applications in nanodevices as their 

performance, for example the gas sensing ability, largely depends on environmental 

conditions/adsorbates, surface scattering, and surface trapping.

1.2 M ateria ls  dem and  for A pplica tions

Over the past four decades, the performances of semiconductor electronics have been 

improved gradually by ‘scaling-down’ or reducing the dimensions of field effect tran ­

sistors (FETs). However, size-scaling has enhanced the complexity of the technology, 

where transistor m iniaturization is succeeded by integration of a large number of tran ­

sistors into a single integrated circuit called a microprocessor. Since 1971, this constant 

scaling-dow'n has enabled us to follow Moore’s law [2]: the transistor count per micro­

processor doubles every 18 months, leading to a significant improvement in performance 

and price reduction [3]. Nowadays a micro-processor is constructed incorporating a few 

billions metal-oxide semiconductor FETs (MOSFETs), whose channel length, i.e. dis­

tance between the source and the drain electrodes in FET, is shrunk down to 20-30 

nm. At such a scale, quantum  effects such as the onset of electron quantum  tunnel­

ing through potential barriers, limit the ability to confine charges in a densely packed 

array. Unfortunately, the size-scaling of FETs is expected to a tta in  a fundamental 

limit in the near future. Therefore research has been recently focused in searching for 

alternative device concepts and novel materials to be implemented in existing device.
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In order to  continue progress, one is left w ith two options. One route is to  explore 

entirely  new physical phenom ena, for exam ple spin transisto rs [4] or single electron 

devices [5]. T he second option is to  im plem ent the  existing F E T  concept w ith novel 

prom ising m aterials.

In a basic F E T  structu re , the  conductiv ity  of a channel is controlled by the  gate  elec­

trode  via application of an electric field. The channel m aterial, usually sem iconductor, 

needs to  m eet some prim ary  requirem ents. Firstly, the  sem iconductor should have 

bandgap of a t least 0.4 eV so th a t  the  conductivity  can be switched off (required for 

d igital logic operation) [6]. An on /off ratio  ( i.e. th e  ratio  of the on -sta te  to  the  off- 

s ta te  conductance) of lO'^-lO^ is generally require for effective sw itching [7]. N ext, a 

high charge carrier m obility in the  sem iconductor is required for fast operation.

Beside the  specific need for new' sem iconducting m aterials in digital electronic de­

vices, researchers are also busy in searching for prom ising m aterials w ith all kinds of 

electronic jihases for o ther po ten tia l applications such as opto-electronics, molecular- 

sensing, catalysis and therm o-electrics. For exam ple, m etallic thin-film s are required as 

transparen t electrodes in display technology [8]. whereas insulating films are prom ising 

as dielectrics for capacitors [9], gate  insulators [10], energy storage [11], and m em ory 

devices [12, 13]. Moreover, the  stacking of individual m aterials such as m etal/sem icon­

d u c to r/sem iconducto r/m eta l could lead to  hetero-junction solar cells. Perform ances 

of these devices prim arily  depend on the  electronic, vibrational, optical, and chem ­

ical properties of th e  m aterial. For example, for opto-electronic devices such as so­

lar cells, light em itting  diodes (LEDs), photo-detectors, and tran sparen t displays, the  

ability to  absorb /em it light is directly  determ ined by the  electronic bandstructu re . In 

fact, photons can not be ab so rbed /em itted  a t an energy sm aller th an  the m aterial 

bandgap energy. This is the  case for direct bandgap sem iconductors. In con trast, for 

the  indirect bandgap one, additional energy nm st be absorbed or em itted  in a phonon 

assisted transition  to  supply th e  difference in m om entum , reflecting the  much less ef­

ficient absorption or emission of photons. A nother in teresting exam ple is associated 

w ith developing high-perform ance therm o-electric m aterials for electric power gener­

ation from a heat source. T he figure of m erit of therm o-electric m aterials is usually 

defined by Z T  =  S'^aT/{Ke +  ni) where, S  is the Seebeck coefficient, a  th e  electrical 

conductivity, T  th e  absolute tem pera tu re , wiiile Kg, K[ are the  electron and the la ttic e ’s 

contributions respectively to the  parasitic  therm al conductivity. In ano ther words, th e  

therm o-electric efficiency is im proved by engineering independently  the  phonon and the  

electronic properties of a m aterial [14, 15].
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1.3 M aterials used in current electronics

Since 1960 silicon has been used as the  prim ary  m aterial to  fabricate the  sem iconducting 

channel betw een the  source and drain  in the  F E T . Silicon has been successful till 

the  present m ainly due to  its abundance and consequent low m anufacturing price for 

M O SFETs. O f course, there  are several o ther reasons: 1) it is easy to  dope to  make n /p -  

type sem iconductor, 2 ) there  is an easy accessible oxide (Si0 2 ), w'hich perform s nicely 

as an insu lating  substra te , and 3) there  is a significant body of experience accunm lated 

to  control the  m aterials processing and it physical properties. However, sihcon does not 

appear as prom ising for m any o ther applications. One exam ple is flexible electronics 

for which Si is too b rittle  and its carrier m obility is too  low' [16]. Thus, when the 

application changes, o ther sem iconductors can be used. For instance SiC, GaN, Ge, 

and GaAs have been all used for more specialized applications such as high power 

electronics, high tem pera tu re  electronics, photovoltaics and LEDs.

In m aterials design for nanotechnology, m etal oxides such Iu2 0 3 , Sn0 2 , and ZnO are a t­

trac tive  because of the  efficient progress m ade in fabricating their nanostructures, such 

as nanosheets, nanorods, nanoribbons and nanoparticles [17, 18]. These m aterials dis­

play a num ber of in teresting properties, such as large optical bandgap leading to  tran s­

parency, high photo-electric yield, and som etim es room -tem peratu re  ferrom agnetism . 

As such these m aterials have w idespread use in applications, including transparen t 

conductors, solid s ta te  sensors, and solar cells [8]. In particu lar, thin-film  transisto rs 

m ade of m etal oxide have some advantages over those m ade of Si: the  m obility is 

higher th an  th a t  of silicon and relatively cheap large scale production  is possible due 

to  their low tem p era tu re  fabrication. M oreover, m etal oxides w ith wide bandgaps (~  

3.0-5.0 eV) such as Zr0 2 , AI2O 3, T i02  and Hf0 2  are trad itionally  used for designing 

nano-dielectrics for high-K («;=dielectric constan t) dielectric devices [19]. The m ajor 

problem  w ith  m etal oxides is th a t their electronic properties are extrem ely sensitive to  

point defects, such as vacancies or in te rstitia l dopants, which arise during the m aterials 

growth. For instance, ZnO is an optically  efficient u ltra-violet bandgap sem iconductor, 

bu t it m ay display a green, yellow and blue photo-lum inescence because of the  presence 

of defects [20 , 21].

C arbon nano tubes (CN Ts) were identified as ideal for certain  areas of electronics over 

two decades ago. T he first tran sis to r using a single walled C N T was dem onstrated  

in 1998 [22]. Interestingly, in a individual C N T the  m obility can be as high as 10®
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cm^/V-s [23] and one can achieve an on/off ratio exceeding 10  ̂ [24]. However, nan­

otubes can exhibit many electronic structures from metallic to semiconducting de­

pending on the precise arrangem ent of the C atoms (the GNT chirality). Over the last 

decade it has become clear th a t sorting nanotubes by precise electronic type will be an 

inefficient process not suitable to large scale electronics. In addition it remains unclear 

how arrays of billions of nanotubes could be addressed. This has led to slow progress in 

finding a commercial use for CNTs. Although, it has been shown tha t transistors could 

be made from networks of metallic and semiconducting CNTs, upon the application of 

gate-bias, the semiconducting tabes turned off and the metallic ones burnt out with 

a high current. This is a serious disadvantage for realistic application [25]. On the 

contrary, the nanotubes thin-fihns can be considered in other device applications such 

as display devices. This has worked very well but it is becoming clear tha t they are 

not good enough for industrial applications, again partly because of the presence of 

semiconducting nanotubes [26]. Thus the presence of semiconducting nanotubes sup­

presses the possibility of potential applications requiring metallicity while the presence 

of metallic nanotubes complicates applications requiring semiconducting systems.

Conjugated polymers and other similar organic molecules were first shown to display 

electro-luminescence nearly 20 years ago [27]. Since then, polymer thin films of these 

materials have been used in photodiodes [28], solar cells [29], lasers [30], transistors [31] 

as well as LEDs [32]. Their main advantage is that they can be processed in the 

liquid phase, which makes device fabrication straightforw'ard. However, due to their 

conjugated nature, they are prone to photo-oxidization and so must be produced and 

used in inert enviromnents. This is a significant problem. Thus, all the nanostructures 

of made materials such as silicon, oxides, organic polymers, and other forms of carbon 

appear to have both potential and problems as electronic materials.

Recently, graphene (the 2D allotrope of carbon) has received much attention due to its 

unique and unusual electronic [33], therm al [35] and optical [34] properties. Graphene 

can be exfoliated from graphite, a layered material, where graphene monolayers are 

stack together by weak van der Waals forces. Surprisingly, just after six years from 

the first synthesis of graphene [36], in 2010, the Nobel prize was awarded to Andre 

Geim and Konstantin Novoselov. A new direction in science and technology at the 2D 

flatland  was opened. It was then suggested tha t devices based on layered materials, 

such graphene may become an alternative to the dominant silicon-based electronics. 

These are expected to overcome some of the limitations imposed by m iniaturization. 

Although graphene displays a mobility exceeding 10® cm^/V-s [37], its application to
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B u lk B a n d g a p  (eV )
(A i?,)

E le c tro n  m o b il­
ity  (cm V V -s) {n)

E le c tr ic a l 
R e s is tiv ity  
(Q -cm ) (p)

T h e rm a l 
c o n d u c tiv ­
ity  (W  /  m - 
K ) (k)

Graphite -0.4 (semi-metal) 
[41]

20x10^ [41] (5-30)x 10-® 
[42]

25-470 [42]

Si 1.12 (indirect)[45] 90-1400 (doping 
lO^O-lO^  ̂ cm-3)[43]

10^ [45] 149 [45]

BN 5.2 (direct) [46] ~  200 [46] ~  10^  ̂ [47] (30-600) [47]
Bi2Te3 0.21 (direct) [44] 1140 [44] - 3.0 [44]
M0 S2 1.23 (indirect) [48] 100 [49] ~  10^ [50] 4.17-18.06

[51]

T a b l e  1 .1:  Experimentally observed physical, electrical, and thermal properties of 
some layered materials, together with those of Silicon (Si) shown for comparison.

nano-electronics is hindered by the lack of a bandgap, i.e. the conductivity can not 

be switched off upon applying a gate bias. An electronic bandgap can be as large as 

200 meV opened by by patterning graphene into a nanoribbon. This how^ever reduces 

drastically the mobihty to ~200 cm^/V-s [38]. A similar reduction and bandgap opening 

happens when graphene is deposited on a suitable substrate [39], or when molecules are 

absorbed at the surface [40]. The bandgap problem of graphene then boosted the search 

for other classes of inorganic layered materials such as BN, BiSe2 , Bi2Te3 and transition 

metal di-chalcogenides (TMDs) (for example, 1M0 S2 ) to be used in nano-electronics. In 

Table 1.1 we list the physical, electrical and therm al properties of some interesting 

layered structure materials together with those of Si for comparison. For example, BN 

triggered tremendous research interest due its exceptional therm al conductivity, high 

chemical stability and extreme robustness and its possible potential applications in 

optics and opto-electronics [57, 58, 59]. In contrast, Bi2 Se3 and Bi2 Te3 are potential 

candidates for thermo-electronic applications [60, 61]. More generally, layered TMDs 

become attractive due their large variation of electronic phases such as semiconductors, 

metals and superconductors.

1.4 Layered Transition M etal D i-chalcogenides

Layered transition m etal di-chalcogenides (LTMDs) are a class of materials with the 

stoichiometry MX2 , where M is a transition metal from the IV, V, VI, VII, VIIIB and 

VIIIC group, while X is a chalcogen (S, Se or Te). There are about 40 LTMDs in
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F i g u r e  1.1: (a) Schcmatic representation of a typical MX2  bulk structure, with 
the metal atoms (M) in magenta and the chalcogen atoms (X) in green. Schematic 
representations of the MX2  structural polytypes: (b) 2H-TPC (two monolayers per 
unit cell, hexagonal symmetry, trigonal prismatic coordination), (c) 3R-TPC (three 
monolayers per unit cell, hexagonal symmetry, trigonal prismatic coordination), and 
(d) IT-OC (one monolayer per unit cell, hexagonal symmetry, octahedral coordi­
nation). In the panel (b-d) the metal atoms (M) are solid magenta circles and the 
chalcogen atoms (X) are solid light green circles. The lattice constant, a, varies from 
3.1 A to 3.7 A for different LTMDs [63], The index c indicates the number monolayer 
incorporated in the vuiit cell for different stacking orders, and the interlayer spacing, 
“van der Waal gap” , is ~  6.5 A [63].

na tu re . In these layered m aterials, th e  M ions are covalently bonded to  the  X ones to  

form a X-M-X sandwich layer, in which tw'o individual planes of hexagonally arranged 

chalcogens are connected via a sim ilar hexagonal plane of M atom s. Each X-M-X sand­

wich layer in teracts w ith the  neighboring sandwich layer only through van der W aals 

forces to  form a bulk crystal. Thus the  d istance between the  sandwich layers is called 

“van der W aals gap” [shown in Fig. 1.1(a)]. The stacking orders of the sandwich layers 

and the  coordination of the  m etal atom s lead to  a variety of polytypes for those layered 

m ateria ls (show'n in Fig. 1.1). T he entire family of LTM Ds display either hexagonal or 

rhom bohedral sym m etry  and additionally  the  m etal atom  has octahedral or trigonal 

p rism atic  coordination. The electrical and m agnetic properties of LTM Ds are charac­

terized by the  ligand field sp litting  of tran sition  m eta l’s d s ta tes, resulting from the 

m eta l’s d orbitals and the  chalcogens p  ones [62, 63]. Additionally, the  electronic phase 

of LTM Ds depends on the  degree to  which the  non-bonding d bands are occupied (see 

Fig. 1.2). For exam ple, the  presence of 1 non-bonding d electron orb ita l results in 

N bS 2  to  be a m etal. In contrast, M 0 S2  is a  sem iconductor due to  2 electrons filling the



Chapter 1. Introduction 8

OC TP

Z rS , NbS, NbS, IMoS,

s , p

p, d

>»
O)
oc
LU

Density of States

F i g u r e  1.2: Band scheme showing the electron energy (E) versus the density of
states, for some Representatives of MX2, i.e. from the group VI (ZrS2), the group V 
(NbS2), and VI (M0S2). OC and TPC denote the octahedral and trigonal prismatic 
coordinations respectively. The occupied states are shown shaded, and the dash line 
indicated the Fermi energy.

non-bonding d orb ita l [65]. In Table 1.2 the  crystallographic types and the  electronic 

properties of the  class LTjMDs are sunnnarized.

Due to the presence of a weak van der Waals force between the layers, the LTlMDs 

family displays very anisotropic properties both electronically and mechanically. The 

electrical conductivity perpendicular to the planes differ significantly from tha t in plane. 

For example, in the case of M0 S2 the perpendicular conductivity is reduced by at least 

two orders of magnitude from tha t in plane [63]. It is also notable th a t the so-called 

intra-layer phonon modes, Aig, which involve intra-layer X-X bonding, are many times 

stronger than  the so-called layer-layer modes E^g, w'hich involve bonding across the 

’’van der Waals gap” [64] [see Fig. 1.3(a)]. This fact produces an anisotropy not only in 

the mechanical properties such as the compressibility, but also in the therm al ones. Due 

to the unique electronic and phonon characteristics, the LTMDs show many interesting 

phenomena. For example, intercalation of organic molecules or alkali metals inside the 

’’van der Waals gap” can tune superconductivity and several electron-phonon driven 

lattice instabilities [63, 65].



M -S 2 C T -Sea C T -Tea C T E le c tro n ic  a n d  m a g n e tic  c h a ra c te r is t ic s .

IV [d̂ ]
Ti, Zr, Hf OC OC OC

Diamagnetic semiconductors. Eg ~  0.2-2 eV, p ~  1 
ohm-cm. TiSea/Tea exhibits CDW [52, 53].

> 
>

OC (V)
TPC(N b)
TPC /D O C (T a)

0C (V ),
TPC(N b),
TPC /D O C (Ta)

DOC

Narrow band metal, p  ~  10“* ohm-cm. Pauli paramag- 
net ^  band antiferromagnet. Selenides and tellurides 
exhibit l)oth CDW and superconductivity (Tc < lOK) 
[54, 55, 56].

VI
Mo, W TPC TPC

DOC
TPC (Mo)

(i) The im distorted compounds: Diamagnetic semicon­
ductors, p ~1 ohm-cm, ~  1-2 eV; (ii) The distorted 
compomids: semi-metals, p ~  10“  ̂ ohm-cm, diamag­
netic.

VII [d.̂ ] 
Tc, Re DOC DOC DOC Small gap diamagnetic semiconductors.

VIIIB [d̂ ] 
Co, Rh, Ir - ( I r ) - ( I r ) OC Metal. IrSa/Sea-semiconducting.

Vine [d̂ ] 
Ni, Pd, P t OC (Pt) OC (Pt) OC

(i) Tellurides-metals, p ~  10“ 5 ohm-cm. Pauli para­
magnetic. PdTea-superconductor. (ii) PdSa/PdSea, 
PtSa/Sea-diamagrietic semiconductors. Eg ~  0.4 eV, p ~  
1 ohm-cm.

T a b l e  1.2: Structure types, electrical and magnetic properties ot LTMDs. Notations: C T ^  Crystallographic Types, OC—> octahe­
dral coordination, T P C ^  trigonal prismatic coordination, D()C-> distorted octahedral coordination, Eg bandgap, p electrical 
conductivity, CDW —> charge density wave. The table is adopted from R('f. [63]
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1.5 LT M D ’s N anostructures

In the last few years, several experimental techniques have been employed to produce 

2D nanosheets dow^n to the single layer from inorganic layered materials [66]. For 

industrial applications, one needs to have a manufacturing protocol th a t is scalable 

to large volumes at a reasonable cost. In this context, Coleman et al. have been 

recently pioneered a straightforw'ard technique, namely liquid exfoliation, w'hich can 

efficiently produce 2D nanosheets from a variety of inorganic layered compound such 

as BN, Bi2 Te2 , M0 S2 , W S2 , MoSe2 , ]\IoTe2 , TaSe2 , NbSe2 and NiTe2 [67]. The virtue 

of the layered materials is tha t ultra-thin flakes exhibit, m general, of high crystal 

quality. Moreover, many interesting properties emerge from having atomically thick 

layers due the quantum  confinement. For example, the bulk indirect bandgap of the 

MX2 (M=M o, W) family becomes direct in the monolayer limit, as dem onstrated by 

the emergence of a room -tem perature photo-luminescence (PL) [68, 69, 70, 71] and the 

fact th a t the PL intensity depends on the m aterial's thickness. In fact, photo-transistor 

and photo-detector devices made of the ultra-thin layers M0 S2 and \VSe2 have been 

reported having better performances over silicon and germanium based ones [72, 73]. 

In contrast, the Aig and E.2 g phonon modes change monotonically with the thickness 

of the LTMDs.

As a representative of the LTMDs family, the variation of those phonon modes with the 

layer numbers for M0 S2 is shown in Fig. 1.3(b). Consequences of these results, namely 

the evolution of the PL intensity or the Ajg and Ejg Raman activated frequencies 

are utilized to identify the numbers of a layers of layered compound [69, 74, 75] [see 

the Fig. 1.3]. While, atomic force microscopy (AFM) [75] is the most direct way to 

identify the number of layers, the method is hindered by the time consuming process 

of the characterization. Scanning electron microscopy (SEM) or transmission electron 

microscopy (TEM) could also be employed here [76], but they are problematic due to 

electron-beam induced deposition and by radiation which could have significant impact 

on the atomic displacement [77]. However, optical imaging tools are developed in a 

simple way for rapid characterization of the samples [78].

Beside the recent huge progresses in making 2D nanostructures of TMDCs, other di­

mensional nanostructures such as ID like nanowires [80], nanoribbons [81, 82], nan­

otubes [83, 84]; and OD like nanoclusters [85], nanorods [86], nanoflowers [87], and 

nanoparticles [88] have been explored their properties for potential applications [85,
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F i g u r e  1.3:  (a) Schematics of the intra-layer phonon mode A ig ,  and the inter­
layer phonon mode E}g for bulk M0 S2 . The experimental variation of the phonons 
modes Aig and Ejg (b) and the photo-luminescence with the number of layers for a 
prototypical MX2 , M0 S2 (c). Panel (b) is taken from the Ref. [75] and (c) from the 
Ref. [79].

87, 89, 90]. For exam ple, several experim ental and theoretical investigations have been 

devoted to  M 0 S2  nanoclusters, since very small (~  2 nm) nanoclusters are reported  

to  be candidates for hydrodesulfurization catalysis due tlie presence of m etallic edge 

s ta tes  [91, 92].

W hile low dim ension nanostructu res m ade of layered m aterials have the  po ten tia l to 

transform  the  electronic industry, several fundam ental issues such as how the  electi’onic 

and phonon properties change in the  reduced dimensions, need to  be resolved before 

such m aterials are incorporated  into devices at an industrial scale. In th is thesis, we 

discuss the  effects of dim ensionality on the  electronic and phonon properties of LTMDs 

and th e  possibility of m anipulating  those properties by applying ex ternal pertu rbations 

such as doping, electric field and strain .
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1.6 D issertation  Layout

The main focus of this work is to examine the electronic and phonon properties of 

TMDCs using density functional theory (DFT), density functional perturbation theory 

(D FPT), and the Green’s functions formalism. As a representatives of the LTMDs 

large family, our studies are centered on LD nanostructures of M0S2 and TiS2- Their 

electronic properties are compared with those of other layer materials such as BN, 

TiSe2, HfS2, and ZrS2-

C h a p te r  2 : The theoretical methods required to investigate the electronic and phonon 

properties of real materials are introduced. The many-body electronic structure prob­

lem is discussed and, in order to solve this problem, an overview is given on density 

functional theory. As D FT is a ground state theory, one needs to consider other m eth­

ods to estim ate a fundamental quantity of the electronic structure such the bandgap. 

which depends on the excited states of the system. In this context, the Green's func­

tion method is introduced. Finally, the density function perturbation theory (D PFT) 

is introduced to study the phonon properties of the system.

C h a p te r  3 ; We study the electronic properties of bulk as well as monolayer M0S2 

by using ab initio D FT as it is implemented in the SIESTA program. Ab-initio  DFT 

calculations are performed within a systematic study of the electronic and the magnetic 

properties of doped M0S2 monolayers in order to search for suitable p-type and n- 

type dopants. The dopants are added both via S/M o substitution and as absorbates. 

Moreover, the adsorption of charged molecules on the surface of monolayer M0S2 is 

considered. This is found to lead to n-type and p-type conductivity, depending on the 

charge polarity.

C h a p te r  4 : A nanoribbon is constructed by patterning an infinite 2D nanosheet of 

M0S2. Again here the ab-initio studies are carried out on the electronic structure of 

narrow nanoribbons (~  1-3 nm), where the carriers are laterally confined to form a 

quasi-lD  system. Then, the M0S2 nanoribbons response to an external electric field 

has been studied with the aim of tuning their electronic properties (bandgap). A tight- 

binding model is presented in order to explain a few interesting phenomena, such as 

the tuning of the bandgap and the shifting of the direct bandgap from the F point 

to another point in the Brillouin zone upon the application of an electric field. The 

issue of the robustness of the electric field effects against the different types of edge 

term inations is addressed.
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Then we extend the  study  of the  external electric field effects to  o ther low'er dim en­

sional s truc tu res, such as nanoclusters, where the  edge struc tu res have been thoroughly 

characterized by the  recent experim ents.

C h a p te r  5: We investigate the  electronic and phonon properties of another pro to type 

LTMD, nam ely T iS 2 - O ur study  m ainly focuses on the  oxygen substitu tional doping at 

the  S site  of a T iS 2 m onolayer by using bo th  the  D F T  and G reen’s function m ethods. 

Then the  evolution of the  T iS 2  phonon properties w ith the  dimension in T iS 2  ( i-e. 

going from 3D bulk to  a 2D m onolayer) is stud ied  by using D F PT .

C h a p te r  6: We draw  some general conclusion and highlight possible directions for 

fu ture work.





Chapter 2

Theoretical M ethods

2.1 E lectronic Structure Problem

In condensed m atte r  physics the  electronic s tn ic tin e  problem  is characterized by the 

collective m otion of electrons and nuclei in teracting  via Covilomb forces. The steady- 

s ta te  m otion is described by the  tim e independent Schrodinger wave eciuation.

H'^ =  E-^ , ( 2 . 1 )

where I I  is the H am iltonian opera to r for the  quan tum  m echanical tnany-body wave- 

functions For the non-relativistic system  consisting of N,. electrons and N[^ nuclei, 

the  to ta l H  is described by,

1 ry 'i  1

/7 = _ i y  +
A ' =  l  “ k=l

V  V  N n  ry N e  ,

^. < s \ R k - R s \ , ^ J r , - r , |

w'here the  first and second term s are the  kinetic energy of the  nuclei and the  elec­

trons respectively. The th ird , the  forth  and the  last term  are the  nucleus-nucleus, the 

electron-nucleus and the  electron-electron Coulom b in teraction  respectively. R a ' and 

r;t denote the  positions of the  K*^ nucleus of m ass and the electron of mass 

respectively. Note th a t, in these definitions, we have in troduced the  atom ic units

15
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{h = rrie = e ^  1 ), which will be used throughout th is work. The s tru c tu re  and prop­

erties of a system  are governed by the  above eigenvalue equation, how'ever, finding an 

exact analytic solution of the  Eq.(2.1) is alm ost impossible even for a small molecule 

like H2 . In addition, num erical solutions are cum bersom e and extrem ely com putation­

ally dem anding m odern com puters even in th e  sim plest case of a few electron system. 

The problem  can not be solved exactly  for nano-scale objects, for which one has to 

deal w ith a few hundreds of atom s. To sim plify the  problem  w ithout sacrificing the 

accuracy of the  u ltim ate  solutions, one needs to  rely on some approxim ation such as 

B orn-O ppenheim er approxim ation, discussed below.

2.2 T he B orn-O ppenheim er A pproxim ation

The m any-body wavefuiiction in Eq. (2.1) depends bo th  on electronic (x^.) and the 

nuclear { X k ) degrees of freedom, in which their positions as well spin coordinates {a^) 

are included, e.g =  {rj^,ak).  Thus,

'I' =  X2 , ■ ■ ■ X h , X i ,  X 2 , ■■■X (2-3)

A m ajor step  to  simplify the  problem  is to  separate  out the  movement of the  nuclei and 

the  electrons through  the  Born-O ppenheim er (BO) approxim ation [93]. This is based 

on the  fact th a t  the  nuclear masses are nmch heavier ( ~  10^) th an  the  electron mass 

so th a t  the  nuclei move much slower th an  the  electrons. Consequently, in the  reference 

fram e of the electrons the  nuclei can be considered to  be a t rest {i.e., th e  kinetic energies 

of the  nuclei vanish) and th e  electrons move in th e  s ta tic  field generated  by the  nuclei 

plus the o ther electrons. Then, the  to ta l H am iltonian H  (Eq.( 2.2) takes the  form of 

the  electronic H am iltonian He, which can be w ritten  as,

= Te + VeN +  Kej (2-4)

where

=  (2-5)
k=l 

Ne N n

k/c ~  R-/cl- E E
f c = l  K = 1
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(2.7)

The Schrodinger equation for the entire system (electrons plus nuclei) reduces to the 

form,

( 2 .8 )

where, the energy eigenvalues E  are param etrized by the nuclear coordinates ({X/^;}), 

reflecting the fact tha t now one has only to  consider the electronic coordinates {x/-}, 

whereas the nuclear coordinates become a set of param eters of the electronic system.

2.3 N on-interacting electronic system

W ithin the BO approximation, Eq.( 2.8) suggests th a t the electronic wavefunctions 

belong to 3Ng dimensional space, i.e. 'P G meaning tha t extracting the proj)erties

of the interacting electronic system is still a nontrivial task. This is due to  the presence 

of the term  Vgg, which couples all the electronic coordinates. However, the problem 

becomes much simpler for the case of a non-interacting electronic system where Vee 

vanishes or is set to zero. Then, the Hamiltonian llg (Eq. 2.4) transforms into a sum 

of Ne individual one-electron Hamiltonians h. Thus,

non
Ne  W e  r  .. N n

(2.9)

and the corresponding Schrodinger wave equation becomes

J f n o n ^  = ( 2 . 10 )

The eigenfunction $  can be constructed as a Slater determ inant ( an anti-symmetric 

product of the occupied one-electron eigenfunctions V’a{x}), which also satisfies the
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eigenvalue equation  =  ^aV'ai

<J) =

V ^ l ( X l ) i A i ( x 2 )  . ■ ' */ ’ l ( X N e )

V ' 2 ( X i ) V ’ 2 ( x 2 )  . • M ^ N e )

V ^ N e ( X l ) ^ i V e ( X 2 )  . ■ îVe(X7vJ

( 2 . 1 1 )

This takes into consideration the  Pauli exclusion principle: two or m ore fermions (elec­

trons) cannot occupy the  sam e spin orbitals sim ultaneously. Note th a t  bo th  the  spatia l 

(r) and spin (a) part are included in ipa, i.e. ^ a { x }  =  ipa{'^,cF]a=\- Since h com m utes 

w ith th e  Sz com ponent of the  electron spin a , e ither o = + |(T )  or a  =  —| ( i )  can be 

chosen as a one-electron (juantum  nm nber. T he to ta l energy E  of th is system  is sim ply 

the  sum  of the  eigenvalues (e^) of the occupied single particle  sta tes, i.e.,

Ne
p n o n  =  ^

Q  =  2

Sim ultaneously, the  to ta l electron density  is given by

( 2 . 12 )

2.4 H artree-Fock Theory

The original in teracting  problem , i.e., the  Schrodinger equation in Eq. (2.8), is the  

coun terpart to  the  w'avefunction variational principle [95], nam ely for any tria l wave- 

function, ^'f, th e  to ta l energy of the  system  functional is always greater th an  the

ground s ta te  energy, E q . Thus,

>  E q, (2.13)

where the  equality  is satisfied only for the  ground s ta te  wavefunction, ^*4 =  ^'o- Here 

H  is the  H am iltonian described in Eq.( 2.4)

(2.14)
O '!  , - crNe
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and
2 (2.15)

a i , . . . ( T N e

'!'( can be constructed  in a general way, however the  wavefunction $  of the  non­

in teracting  system  is useful for th is purpose. Therefore our general in teracting problem

to  construct an orthonorm al basis for the expansion of the  antisym m etric eigenstates 

of H , the in teracting  H am iltonian. T he m any-body solution is found by m inimizing 

w ith the  m ethods of Lagrange m ultipliers. Thus,

tipliers w’hich take into account the  o rthononnality  of the  one-particle orbitals. Note 

th a t  a self-consistent field (SCF) approach is needed to  solve the  problem , since the  or­

b itals determ ine part of their own effective poten tial. K oopm an’s theorem  [96] provides 

a physical in te rp re ta tion  of the  orbitals energies, which approxim ate the negative 

of the  vertical ionization energy, defined as th e  energy required to  remove an electron 

from the o rb ita l ipa, i.e., K oopm an’s theory  is valid for all the

occupied levels w ithin HF formalism. W ith in  HP theory, electron-electron interaction 

is approxim ately  considered by the  th ird  and fourth  term  of Eq.(2.17). These are called 

the  e lectrostatic  H artree po ten tia l and the  non-local exchange po ten tia l, respectively. 

T he non-local exchange is entirely  due to  the  antisym m etric  na tu re  of the  wavefunc­

tion and does not have a classical counterpart. W ith in  HF theory, the  approxim ated 

wavefunction cap tures partially  the  natu re  of a m any electron system , how'ever it can 

never replace the exact wavefunction. As such, th e  to ta l energy determ ined by the  HF 

theory  { E ^ ^ )  alw'ays exceeds the  exact ground s ta te  energy E q and the  difference the

is rephrased in a way where the  S later-determ inant eigenstates [94] of are utilized

(2.16)

and the  H artree-Fock (HF) equation for the  Ng one-electron wavefunctions {ipa}a=i 

takes the form.

(2.17)

Here the eigenvalues (e^ orb ita l energies) of the  Fock operator are Lagrange mul-
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correlation energy, w ritten  as:

=  Eo -  (2.18)

The difference m ainly comes from quan tum  m echanical m any particle contributions 

to  the  to ta l energy which are not cap tu red  by a single S later determ inan t wavefunc- 

tion. Precisely, it originates from neglecting the  electronic correlation caused by the  

instan taneous repulsion of th e  electrons. Furtherm ore, even for HF theory  the  com pu­

ta tional cost grows rapidly  w ith the  num ber of electrons ( N"^). Therefore, a different

approach is needed to  tackle a realistic system  of in teracting  electrons. Indeed, Den­

sity Functional T heory (D FT ) achieves th is  by m apping the  m any-body w'avefunction 

onto  the  electron density n (r)  as th e  basic quan tity  of interest.

2.5 D en sity  Functional T heory

T he m ain idea behind the  D FT  form alism  is th a t the to ta l energy of the in teracting

electronic system  can be w ritten  as a universal functional of the  equilibrium  electron

density  rj(r). For a collection of in teracting  electrons, the  spin-polarized density 

n""(r) is defined by

n'^{r) = Ne /*2rfr3 ...c /rA rJ 'I '(x i,X 2 ,...,X 7vJ|^  (2.19)

subjected  to  the  constra in t (^ '|^ ') =  1- Here c r = t ( | ) o r | (  —| ) i s  the  2-com ponent of 

the spin and

n(r) =  n | ( r ) - F n | ( r ) , (2.20)

Also, f  dr  n"(r) =  N^.  (2.21)

As a consequence the  electronic s tru c tu re  problem  reduces to  a th ree spatial-dim ensional 

one, regardless of the  num ber of electrons in th e  system , while the  m any-electron wave- 

function depends on the  spatia l coordinates.
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2.5.1 The H ohenberg-K ohn Theorem

T he foundation of the  D F T  is based on the  Hohenberg-K ohn theorem s [97], sum m a­

rized by th e  following statem ents:

I. The ground s ta tes  density  no(r) of a system  of in teracting  particles uniquely deter­

mines the  ex ternal po ten tia l Vq w ithin an additional constan t. Since r?o(r) considers 

the entire spectrum  of m any-body H am iltonian except for a constan t shift of the  en­

ergy, the  ground and excited s ta tes  of the  m any-body w'avefunction can be extracted , 

im plying th a t  no(r) uniquely and com pletely determ ines all properties of the  system. 

H. For a given ex ternal po ten tia l Vextl'^'^], the  to ta l energy fvmctional £ '[n ‘̂ ] is w ritten  

as

E[n"] =  T[n"] +  +  V;,t[n"], (2.22)

where the T[n'^] and are the  kinetic energy and the  electron-electron in terac­

tion energy functionals. As the  to ta l energy is a functional of the  electron density, the 

variational principle provides th a t for any trial density, r?/(r), the  to ta l energy exceed 

the  true  ground s ta te  energy E q, i.e. E q < where the  eciuality sign holds if and

only if Uf = jiq.

Note th a t =  T[n'^] -t- Vee[n‘̂ ] is a universally valid functional as it does i\ot

depend on the ex ternal po ten tia l of the  specific system . U nfortunately, the universal 

functional Ff^i^[n'^] is unknow'n, im plying th a t  properties of a system  are still im pos­

sible to  ex tract w ith th is framew'ork. This problem  is overcome by the  Kohn-Sham  

scheme [98] discussed below’.

2.5.2 The K ohn-Sham  Schem e

T he K ohn-Sham  form alism  m aps a m any-body in teracting  electronic system s into a 

system s of non-in teracting electrons moving in a K ohn-Sham  effective poten tial, wdiich 

generates the  identical ground s ta te  density  and energy as those of th e  in teracting 

system . T he K ohn-Sham  to ta l energy functional, E[n[r)],  is expressed as,

E[n{r)] = Ts[n(r)] -I- J  dr  n{ r )  Vext{r) + Uee[n{r)]  -I- E 2,Jn (r)] , (2.23)

where first term  is the  non-in teracting  kinetic energy functional, the  second term  is the 

in teraction of the  electrons w ith the  external potential, I4a;f(r), the  th ird  term  is the
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classical Coulom b repulsion (H artree) energy of the  electron density  n (r) , i.e.

and the  last term  is the  exchange-correlation (XC) energy, E^c, which is defined to  

include everything neglected by the  first th ree term s, i.e.

Exc is not know’u exactly  and needs to  be approxim ated. Here the  fundam ental dif­

ference betw'een the  D F T  and HF formalisms is th a t  HF theory  includes the  exchange 

energy exactly, w'hereas D F T  can cap ture  bo th  exchange and correlation effects in an 

approxim ate way. Finally in the  K S-D FT m ethod, th e  following set of one-particle 

Schrodinger-like equation, called Kohn-Sliam  equation can be obtained:

Here are the  K ohn-Sham  one-electron orbitals, which satisfy the  orthonorm ality

condition, i.e. (i/^q^(r)l0^ '^(r)) =  ^a0 ai^d the  KS effective po ten tia l V k s  is identified

w'here second term  is the  H artree  potential, V//, and Vxc, is the  exchange-correlation 

po ten tia l w ritten  as a functional derivative of the  exchange correlation energy w ith 

respect to  the  density, i.e.

T he step  function 0  ensures th a t  the  sum m ation is taken over all th e  occupied KS 

orb itals th a t  m inimize the to ta l energy functional. T he chemical po ten tia l, satisfies 

the  condition.

(2.24)

E x c [ n { r ) ]  =  T[n(r)] -  r^[n(r)] -h K e [ n ( r ) ]  -  U e e [ n { r ) ] . (2.25)

+ I4.5[n(r)] V^^(r) = (2.26)

by,
+  Kc[n( r ) ] (2.27)

(2.28)

The charge density  is constructed  in the  following way.

(2.29)
Q = 1
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This iinphes tlia t Eq.( 2.26) can be solved by a self-consistent approach. Now w ith the 

orb itals tlie nonin teracting  kinetic energy can be calculated w ith the  form ula

Ts[n{r)] = e(^ l  -  ^ (r)). (2.31)
Q

W ith in  the  KS scheme, the  to ta l ground s ta te  energy E k s  does not apprear as the  sum 

of the  eigenvalues of the  KS equation , [Eq. (2.26)], ra the r it is expressed as

E k s  =  ^  0(m -  *  ” (r)Kc[?^(r)] J  ^
Q = 1

where th e  additional last th ree term s refer to  the  so called “double counting” correc­

tions.

2.5.3 A pproxim ated Exchange Correlation Functional

In principle, the  KS ansatz enables us to  predict the  exact ground s ta te  density. How­

ever, in practice, the  form of the  X C -correlation energy is unknown and it needs 

to  be approxim ated.

L o c a l D e n s i ty  A p p r o x im a t io n  (L D A )

Indeed, Kohn and Sham  proposed in their original w'ork [98], the  local density  ap­

proxim ation (LDA) for the  Exc[n{r)]. Here, jE’2 ^c[?^(r)] at, the  position r  depends only 

on the electron density  a t th a t  given position, i.e.

= J d v  n{r) e,e[n(r)]. (2.33)

T he functional e2 ^c[n(r)] is the  exchange-correlation energy density  for a hom ogeneous 

electron gas of density  n (r)  [100, 101] and it is param etrized by using Q uantum  M onte 

Carlo m ethods [99] to  reproduce highly accurate exact results. A lthough th e  LDA 

simplifies Exc[n{r)] by assum ing th a t  the  electron density is homogeneous, it w'orks 

reasonably well even in a system  w'here the  electron density is rapidly varying. T h is is 

accom plished by the  fact th a t the  underestim ated  correlation energy is com pensated 

by the  overestim ated exchange energy. In general, the  LDA overestim ates the  binding 

energies of the  solids, while their bond-lengths ty])ically are underestim ated . This
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approxim ation can be generaUzed to spin-polarized systems where it is called the Local 

Spin Density Approximation (LSDA), i.e. the E^^^[n{r)]  is modified as,

E^c^^[n]{r) ,ni{r)] = J  dr n (r) e^c[nT(r), " i(r)] , (2.34)

where, n j(r)  and n^(r) are spin-up and spin-down electron densities respectively.

G e n e ra liz e d  G ra d ie n t A p p ro x im a tio n  (G G A )

The inhomogeneity of the electron density is considered explicitly through the gen­

eralized gradient approximation (GGA) [102], where E^c is a functional of the electron 

density and the gradient of the electron density,

E Z ^^[n]{r ) ,n ‘{r)] = J  dr 7i(r) e^c[nt(r), ^ 'i(r), V n^(r), VtI| (r)]. (2.35)

Different flavors of GGA fmictional have been developed [103, 104, 105, 106] to capture 

more accurate features of the inhomogeneous system. GGA usually provides better re­

sults than  LDA in calculating the bond-length, binding energy and atomization energies 

of solids and molecules.

H y b r id  F u n c tio n a l

Hybrid functional was initially proposed w'ithin the framew'ork of the adiabatic con­

nection approach [107, 108], w'here the electron-electron interaction term gradually 

enters into noninteracting systems. Generally, the hybrid functionals £'^^*[n(r)] are 

constructed such tha t these contain a fraction of exact HF exchange with LDA or 

GGA exchange and correlation, i.e. E^^'^[n{r)\ can be formally w'ritten as

E^J^[n{r)] =  aE^^ +  (1  -  +  e L D A ( g g a )  ^ 2 .3 6 )

where the coefficient a is either determined experimentally or estim ated theoretically. 

One of the most popular hybrid functional used in the condensed m atter physics com­

munity is the HSE06 [109]. In tha t case Exc is w ritten as

+  E l ^ ^  , (2.37)
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where (sr) and (Ir) denote the short- and long-range parts of the respective exchange 

interaction (either HF or PBE exchanges). and denote the exchange and

correlation energies calculated within the GGA [102]. The separation is obtained by 

decomposing the Coulomb kernel into the following expression

1 O /  ̂ , r /  ̂ erfc(/xr) erf(;/r)-  = S^{r) + L^[r) = ------------h -----------  (2.38)
r r r

w'here r = |r  — r '|,  and are the param eters to define the range-separation and they 

are related to a characteristic distance, (2//j), at which the short-range interactions 

become negligible. The param eter // is optimized empirically to a value approximately 

in the ranges 0.2 — 0.3 [109]. By using this hybrid functional, lattice constants and

bulk moduli of solids are predicted more accurately than by the standard semi-local 

functional LDA/GGA [150].

LDA +  H u b b a rd  U (LDA+U)

The basic problem with the LDA/GGA functional is that the exchange correlation po­

tential is orbital independent. Therefore, for a system containing “correlated” orbitals 

(d /f  electronic shells) which produce strong correlation among themselves, LDA/GGA 

can not properly describe such system. This prol)lem can be overcome by introducing 

LDA+U method, where electrons are classified into two parts; delocalized s/p  electrons 

which are w’ell described by LDA/GGA and localized d /f  electrons for which additional 

energy term  (Hubbard U [110]) is required to describe the d-d/f-f Coulomb interactions. 

In this method, a new energy functional is w ritten [111, 112, 113] as

^ L D A + U  ^  J . L S D A  ^  (2.39)

w'here E'^ is the Hubbard energy, E^^ is the double comiting term and both of the them 

depend on the orbital occupation p" of the correlated orbitals. Several forms of the 

have been suggested to date. Particularly, in a simple and transparent form 

[114, 115], the U param eter is redefined as an effective param eter Uetf = U — J  {J is 

the intra-atom ic exchange energy for electrons) and the last two term  in the Eq.( 2.39) 

take the form,

I

K a  _  AV
m m  /  ^ J m m  i m m

m '

(2.40)
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Here the index of the atomic position K  is separated out from the magnetic quan­

tum  number m  and an off-diagonal population is introduced in the form =  

5Za(V^al^mm'lV’a)) where In Eq.( 2.39) the correction added to the

LDA functional depends on the two param eter U and J  and they are chosen in such a 

way as to reproduce the particular properties of the system of interest. Therefore the 

method is not considered as fully ab-initio. W ithin this approximation the energy of 

the occupied strongly correlated orbital shifts to a lower level in energy w'hile those of 

the unoccupied ones move the opposite way. This approximation describes transition 

metals and rare earth elements quite well.

Self In teraction  C orrection  (SIC )

One of the fundamental problems associated with the semi-local functionals (LDA/GGA) 

is the presence of self interaction (SI) [116]. This is the unphysical interaction of an 

electron in a given KS orbital with the Hartree and XC potential generated by itself. 

Although exact D FT is SI free, generally LDA/GGA functionals include SI. Note tha t 

within HF theory the SI of occupied orbitals is exactly cancelled out. How'ever, such 

a cancellation occurs partially wiien semi-local functionals are used and the rigorous 

condition of DFT,

f/ee[<] +  E^clK, 0] =  0, (2.41)

for the orbital density of a fully occupied KS orbital, is not satisfied.

The SI is of significant impact for systems with highly localized states. In contrast, it 

tens to vanish for delocalized states as the charge extends over the crystal resulting a 

rapid decrease of the coulomb interaction (~  ^ ) .

Since in a solid SIC is not uniquely defined, many different methods have been proposed 

in D FT calculations to  explicitly reduce the effect of the SI via generating an orbital- 

dependent potential (see Ref. [117] for a review). These are generally based on the 

work of Perdew and Zunger [116]. Another alternative work, the atomic-SIC (ASIC) 

approximation is used in this thesis because it is com putationally inexpensive and its 

foundation is described in Ref. [119]. The method is based on the w'ork of Vogel et 

al. [118]. Later this work w'as extended by Filipptti and Spaldin [120]. The great 

advantage of the SIC formalism over the LDA-I-U method is th a t the selection of the 

strongly correlated is not required and there is no need for the param eters such as U, 

and J.

The ASIC approach provides a good description of a large range of materials [121, 122,
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123]. Specifically, the  com puted bandgap and band alignm ent of sem iconductors have a 

b e tte r  agreem ent w ith experim ent. However for some m etals it provides a non-physical 

result, nam ely it m ay open an artificial gap (note th a t  m etals should be SI free).

2.5.4 The in terpretation  of K ohn-Sham  eigenvalues

As m entioned earlier, the  KS form alism  m aps the  m any body in teracting  problem  onto 

Ng non-in teracting  one-electron problem  w'ith sam e ground s ta te  electron-density  and 

ground state-energy. How'ever, the  KS eigenvalues are ju st a m athem atical construct, 

nam ely they  are the  Lagrange nm ltiphers needed to  minimize the  functional and  to  

impose the  orthonorm ality  of the  KS eigenfunctions. Moreover, it can be shown th a t  

the  KS single S later de term inan t wavefunction does not describe the  true  m any-body 

wavefunction. Therefore, the  significance of the  eigenvalues and eigenfim ctions needs 

to  be justified. Indeed, the  m athem atical m eaning of the  KS eigenvalues is provided 

by Jan ak 's  theorem  [127]: the  KS eigenvalue, £a, can be expressed as the  first order 

derivative of the to ta l energy w ith respect to  the s ta tes  occupation, i.e.

(2.42)
d l l a

In principle, the  KS eigenvalues do not correspond to  the energy of the  actual excited 

sta tes. However, it been shown shown [128] th a t in exact D FT , the  highest occupied 

energy level E h o m o  (for finite system s) is equal to  the  negative of the  ionization energy 

( /) ,  i.e. E h o m o  =  For a solid system , th is is equivalent to  the  fact th a t  the

chemical po ten tia l in exact D F T  is sam e as the  true  Fermi energy [127]. A lthough 

this relation is rigorous for the  exact exchange-correlation poten tial, in m any cases ’I ’ 

can be calculated by tak ing  to ta l energy differences, i.e. I  = E{Ng  — 1) — E{Nf,),  w’here 

E{Ng)  is the  ground s ta te  energy of the  system  containing Ng in teracting  electrons. 

Similarly, the  electron affinity, A,  can be ex tracted  from A  = E{Ne) — E{Ne  -I-1). This 

refers to  the  fact th a t  the  electron affinity of a system  of Ng electrons is equal to  the 

ionization energy of a system  of (TVg - I -  1) electrons.

It is s ta ted  th a t in the  KS form alism  only th e  highest occupied KS level has a physical 

m eaning. How'ever, in practice the  KS eigenstates and the  bandstruc tu res are routinely  

com pared to  the  experim ental b an d stru c tu re  of real system s. The bandgap of m olecular 

or sem iconducting system s containing electrons is defined [94, 129] as

Ah, = - [ E { N e )  -  E{Ng -  1)] +  [E{Ng +  1) -  E(7V,)], (2.43)
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I  — A  (molecules)
 ̂  ̂ (2.44)

+  1) — //(A^e) (semiconductor)

where E{Ne), A, n{Ne) are the ground sta te  energy, the electron affinity and the chem­

ical potential (solid) of the system containing interacting electrons, respectively. 

The predicted KS bandgap for solid semiconductors or molecules, i.e. the en­

ergy difference between the highest occupied { e h o m o )  and lowest unoccupied { s l u m o ) 

energy level, is not expected to be the real gap of the system due to the derivative 

discontinuity [129] of the energy X C  functional Ej;c at integer occupancy. Thus,

 ̂Exc [̂ ]  ̂Exc
7V e+ d

where, S is the infinitesimal variation of the to tal electron Ne- Meanwhile, the actual 

gap is defined as
^ a c t u a l  ^  ^ K S  ^  (2.46)

Since, is positive, the predicted KS bandgaps are expected to be smaller than the 

real one. In another word, unless the derivative discontinuity is accurately captured, one 

must be careful of the D FT calculations in w’hich extracting information depends on the 

bandgap and the position of the KS-HOMO level. Specifically, the LDA functional does 

not have a derivative discontinuity in the exchange-correlation potential. Therefore, the 

predicted bandgap is typically underestim ated by a considerable amount, for example 

it is around 50 % for weakly correlated semiconductors [130].

=  A" (2.45)

2.6 B eyond DFT: G qW o m ethod

Photoemission (PE) [131] and inverse photoemission (IPE) [132] spectroscopy are the 

main experimental methods used to probe, respectively, the occupied and unoccupied 

states of real systems. Usually P E /IP E  spectra are interpreted in term s of single 

particle excitations. It was mentioned before tha t D FT eigenvalues are not the real 

single-particle excitation energies. Therefore, in order to compare theory with P E /IP E , 

one needs to introduce the concept of quasi-particle energies for the interacting many 

electronic {Ng) system. The many-body eigenstate follows the Schodinger equation 

He\Ne,a)  =  E{Ne,(y)\Ne,ck), where He is the many-body Hamiltonian and E{ Ne , a )  

is to tal energy defined as E{ Ne , a )  = { Ng, a\ H\ Ng, a) .  The excitation energy Sa 

of the many-body states created by the addition and removal of an electron in the
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P E /IP E  process and the  corresponding transition  am plitude are defined

£a =  E[ Ne  +  1, a )  -  E{Ne)
for Ea >  Ep. (2-47)

V^a(r)  =  (A^elV' (r) l iVe +  l , a )

E^ = E { N e ) - E { N , - l , a )  I
> for £a < Ep.  (2.48)

V^a(r) =  (Â e -  l,a|V^(r)|A^e) i

Here, the  field opera to r V^(r) annihilates an electron from the  m any-body sta tes |7Ve +  l) 

or lA'̂ e), and Ep  is the  Fermi energy of the  system . In Eq. (2.47), Ea is in terp reted  as 

the excitation  energy from th e  A^e-e^lectron ground s ta te  w ith to ta l energy E{Ne)  into

an excited s ta te  of the  {Ng + l)-e lec tron  system  w ith to ta l energy E{Ng  +  1) upon

addition  of one electron. Similarly, upon removal of one electron from the  system  

corresponds to  the  to ta l energy difference of the  excited — 1-electrons system  and 

the  ground s ta tes  [see Eci.(2.48)].

Now the  excited s ta te  energy Eq and the  wavefunction solutions of the equation

[/((r) +  V//(r)]V)a(r) +  J  r '; So)V'a(r ) =  ^QV'a(r) (2.49)

w'here. h = Ts  + V^xt ( Ts = single particle  kinetic energy term  ) and Vh is the  H artree 

po ten tia l. Using the  H edin’s o approxim ation [133], the self energy is given

by

£GoU'o(r^r';e) du'e-^^'^Go{r,r'-,u + uj')Wo{r,v'-,u'). (2.50)

w'here 6 is an infinitesim al tim e and G o (r ,r ';w )  is the  single particle  G reen’s function 

which is defined by the  equation [134]

Go =  [̂  ̂ -  M r) -  VH{r)]6{r -  r ' )■ (2.51)

U 0 is the  screened Coulomb in teraction. T he non-in teracting G reen’s function [136] is 

given by,

Q I t  l Oa

w'here, and 4>a are the  eigenvalues and the  eigenstates of the  non-in teracting system. 

T hen the  screened Coulomb in teraction  Hq can be calculated from the  polarizability 

function

F o (r,r ';  w') = - ^  f  duj'Go{r,r'-,uj + u'')Coir',r;uj')  (2.53)
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and the  bare Coulom b po ten tia l are related  by the  D yson-type equation W q =  

Vee + VeePo^^ o Altliougli the form alism  of the  quasi-particle Eq. (2.49) is form ally

simple, it is difficult to  solve due to  the  non-local self energy term . However, the  D F T  

can be helpful in th is task. D F T  can reproduce the  exact g round-state  and w ith in  the  

KS schem e it follows the  equation

[h +  Kxt +  Kc] (2.54)

Com bining Eq.(2.49) and (2.54) and using the  first order p e rtu rbation  theory  [135], the 

quasi-particle energies are w ritten  as,

4 ^  = -  v ; d ^ r ( 0 > -  (2.55)

It is found th a t  the  G oVIq correction applied to  th e  KS schemes based on the  H ybrid 

functional (HSE06) yields overall agreem ent w ith the  experim ental bandgaps, while 

im provem ents are generally small when L D A /G G A  semilocal functionals are used [150].

2.7 Equilibrium  G eom etry and P honon Spectrum

M any physical properties of solids such as the  specific heat, th e  therm al conduction, 

the  resistiv ity  of m etals, the optical spectra, the  superconductiv ity  etc, depend on the 

la ttice  (phonon) dynam ics. Such dynam ics, w ithin th e  BO approxim ation is determ ined 

by the  Schrodinger equation given by.

N n
Z r Z s

A ' = l K < S
R x  — R c

+  / / , ( r ; R ) '& (r;R ) =  £ ;(R ) 'I '( r ;R ) , (2.56)

where //e (r ;  R ) is the  electronic p a rt of the  H am iltonian as described in the  Eq.( 2.4). 

For a system  of in teracting  electrons moving in a s ta tic  field of nuclei, th e  ground s ta te  

energy £'o(R-) is defined as

Eo(R.) =  F 4{v -Y^) + (2.57)
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with being the nucleus-nucleus interaction energy, i.e.

y  y
E ^ ^ { R )  -  y   --^  (2.58)

 ̂ ^  Ra- -  RsK < S  ' '

Taylor series expansion of the total energy £ '(R ) of a dynamical system about the

equilibrium structure at R  =  R q is given by

E (R ) =  Eo(R()) +  Fa' ^'Rk +  -  Ck s  ^Ra'<^Rs + .......  (2.59)
K  K S

In the Eq.(2.59), the F^- and the C x s  fire identified as the force acting on the 

nucleus and the interatomic force constant between the and the nucleus, re­

spectively. Thus,
dE{R )

F .- =  -

C ' k s  —

ORk

d ‘̂ E{R)
dR^dRs

(2.60)
Ro

(2.61)
R()

The first order energy derivative in Eq.( 2.60) can be calculated by using the Helhnan- 

Feynman theorem [138] and the equilibrium structure is found by solving the ec\uation 

F a =  0. In contrast, within the linear response formahsm [139, 140], C'as can be 

written in the form,

f  d n { r ] R ) d V { r )  f   ̂ d^V{r)  , d^E^^{R)

Here, r)(r,R ) is the ground states electronic density at the nuclear position R , <5\/(r) 

is the external perturbation to the potential V"(r) acting on the interacting electrons 

when the nucleus are fixed. W ithin the D FT framework, the V"(r) is replaced by the 

KS potential Vk s  [see the Eq.( 2.27)] and the Cks  can be calculated with by using the 

density functional perturbation theory (D FPT) [140].

The phonon frequencies lu can be obtained by diagonalizing the m atrix, i.e by 

solving the secular equation

E  (^A-s -  MKi^^SKS&a0)Ul = 0, (2.63)
S.0

where Ug is the Cartesian component of the displacement vector (^'Rs. In crys­

tals, the frequencies are classified by a wavevector q. Phonon u;(q) and displacement
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patterns t/f(q) are determined by the secular equation:

{ c : f  -  AhiopstSap) Uf = 0. (2.64)
t,0

Here, Ms is the mass of the s** atom in one unit cell. Cgf  is the Fourier transform of 

Cgf  at q, i.e.

= (2.65)
R

This approach allows us to calculate the phonon spectra throughout the entire Brillouin 

zone but it is limited to the harmonic approximation.

2.8 C om putational M ethods

KS-DFT schema have been implemented in many different rmmerical codes in recent

days. These enable the electronic structure and crystal structure calculations. However,

the accuracy of the results as well as the com putational costs depend on the two main 

features of the specific numerical D FT code:

I. The type of the basis set used to expand the KS eigenfunctions, the electronic density 

and the KS potential.

H. The efficiency to capture the effect of the core electrons residing close to the nucleus.

2.8.1 Basis Sets

W ithin the numerical D FT method, the KS eigenfunctions are typically expanded by 

using two popular classes of basis set, namely plane waves and atom-centered linear 

combination of atomic orbitals (LCAO).

P lane w aves

In a solid where the electrons move in a periodic potential, the Bloch theorem en­

sures tha t their wavefunctions can be obtained from the Fourier expansion over a set 

of plane waves [141]. This leads to the fact the KS eigenfunction can w ritten as

V>„(r) = '^CakUak{r)e 
k

( 2 ,6 6 )
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where k denote the w’ave vector and the summation is taken over the entire Brilloiun 

zone. Uar is the periodic Bloch function. The increasing value of [k] makes the com­

putational power costly. The numerical accuracy is set by truncating the plane wave 

basis set such tha t the highest electronic kinetic energy ^  < Ecut-

Linear C om bination  o f A tom ic O rbitals (LC AO )

A nother approach used in the molecular physics comnmnity constructs the eigenvec­

tors with analytic functions, such as Slater type orbitals or numerical atomic orbitals. 

Typically, the eigenvectors are constructed from a finite number of atom centered basis 

functions,

V-’a(r) =  (2.67)
0

where (j)  ̂(r) is a nmnerical basis function centered on the atom th a t decays rapidly 

from the nucleus. W ithin the LCAO scheme the </)^(r) orbitals are chosen to be atomic 

orbitals, i.e they are products of radial fimctions and spherical harmonics

Tims,

<^^(r) =  <^n/m(r) =  (2.68)

where, n, /, nr refer to the principal, azimuthal and the magnetic cjuantum numbers, 

respectively. The values of I. and m  may be arbitrarily large. Generally several orbitals 

with same angular dependence are used to construct the basis set, formally knowm as 

multiple-C basis sets [125].

The main advantage of using plane w âve calculations is tha t it is easy to handle rela­

tively large systems due to the availability of efficient fast Fourier transform techniques 

[126]. For non-periodic systems plane waves basis become inefficient computationally. 

However, localized basis sets like LCAO are helpful in that purpose.

2.8.2 Pseudo-potential

Electrons in solids and molecules arrange in a valence part and a core part, w'ith the 

chemical bonding, and the electron conduction being mainly determined by the valence

electrons. In contrast, core electrons remain unperturbed by the chemical environment,

i.e. the effects on their energy levels are small. Therefore, in order not to include the 

core electrons explicitly, the pseudo-potential (PP) approach is introduced [124]. Here,
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the individual coiitrihutions of the core electrons and the nuclear potential is incor­

porated into a single effective potential th a t acts on valence electrons. The great 

advantage of this technique is th a t it reduces the number of basis functionals needed 

to  construct the electron density.

Real-wavefunctions for the valence electron are replaced by the pseudo-wavefunctions, 

which are constructed in such way to  match to the real wavefunctions beyond a certain 

length I'c (the cut off radius) and having the oscillating part of the core region replaced 

by a nodeless smooth function. Consequently the electronic large kinetic energy in­

duced in the core region is roughly com pensated by the large potential energy from the 

coulomb interaction. The P P  is constructed by considering the fact th a t it has to be 

norm-conserving [142], i.e. the norm of the true and the pseudo-wavefunction must be 

same. Note tha t a PP  needs to be created separately for the each individual atomic 

species and the pseudo-eigenvalues of the valence electrons should match the real ones 

for the chosen atomic configuration. The above constraints lead to the fact tha t the 

pseudo-potential can be separated into two parts: a local potential Viocai{r) describing 

the region r > Vc and a non-local potential described the region r < Vc- The semilocal 

form (depending on the angular momentum /) of the pseudo-potential V((r) can be 

transformed into a fully nonlocal form as proposed by Kleinman and Bylander [143]. 

Another im portant criterion to construct a pseudo-potential is transferability [142], i.e, 

the Vi{r) and the all electron potential are equal beyond r^. Thus, 5V{r) = 0 for r^. 

Some DFT codes deal with a specific class of pseudo-potentials called ultra-soft [144, 

145] in which the non-conserving constraint is lifted, but the transferability criterion 

is still present. Therefore the pseudo-wavefunctions can be made nmch smoother than 

with standard PP. Consequently, the com putational cost is much cheaper as the the 

number of basis functional is reduced.

A drawback of the pseudo-potential approach is tha t often a complicated nonlinear core 

correction is necessary [146] for systems where the overlap between the core and the 

valence electron densities is significant. This deficiency can be eliminated by using an 

approach called the project-augm ented wave (PAW) method [147, 148]. Unlike the PP 

approach, the PAW method includes the nodal features of the valence orbitals. In this 

approach, linear transform ation is used to  rebuild the all electron wavefunctions from 

the pseudo wavefunctions [147, 148]. The great advantage of this method is th a t it not 

only gives comj)utational efficiency but also the accuracy of results obtained from all 

electron methods is achieved [149].
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2.8.3 DFT Codes

In th is  thesis, several D F T  codes (SIESTA, VASP, Q U A N TU M  ESPR ESSO ) are em­

ployed to  s tudy  the  electronic and phonon properties of th e  m aterials. M any electronic 

s tru c tu re  calculations are carried out using a developm ent version of SIESTA [125]. In 

the  SIESTA code, the  pseudo-potentials are norm -conserving and the  LCAO m ethod is 

used to  construct the  basis sets. W ith in  our group, m any useful features like the  atomic 

self-interaction correction (ASIC) functional [119] and the  LSDA-I-U are im plem ented 

additionally  to  the  s tandard  SIESTA code.

Two o ther D F T  codes, VASP [150] and Q U AN TUM  ESPR ESSO  [151] are used to 

s tudy  th e  electronic s truc tu re  of a few m aterials. A plane-wave basis set is used in 

bo th  of them . Both PAW and ultra-soft pseudo-potential are included in the  VASP 

code w'hile Q U AN TUM  ESPR ESSO  uses bo th  norm -conserving and ultra-soft pseudo­

potentials. Specifically, calculations based on the  G W  m ethod are carried out with 

VASP while phonon properties stud ied  w ith Q U AN TUM  ESPRESSO .





Chapter 3

Effects of impurities and of the 
substrate on a M0S2 monolayer

3.1 Introduction

Molybdenum di-sulfide (M0 S2 ) is a prototypical LTMD. Structurally, M0 S2 consists of 

covalently bonded S-Mo-S atoms arranged in 2D hexagonal planes (monolayers), which 

in its bulk form are stacked together by weak van der Waals (vdW) forces [152] (see 

Fig. 3.1). In the most stable structure of bulk M0 S2 , the Mo atom coordination is 

trigonal prismatic (2 H-M0 S2 ) and the space group of bulk M0 S2 is P63/m m c (point 

group Dg/,). Bulk M 0 S2 has an indirect bandgap of 1.23 eV, with the valence band 

maxinmm (VBM) located at F, and the conduction band minimum (CBM) along the 

F to K line in the Brillouin zone [see Fig. 3.1(d)], It has been widely explored as a 

lubricant [153], catalyst [154], and a lithium ion battery  anode [155] in the past. Many 

interesting properties have been found in bulk M0 S2 . For example, superconductivity 

has been induced by intercalating alkali metals, with a critical tem perature of up to 

6.9 K (Rbo.sMoSs) [156, 157].

Recently, M0 S2 based LTMDs have been investigated due to the possibility of cre­

ating low dimensional nano-structures for a variety of applications [158, 159]. The 

experimental techniciues used to fabricate such thin films include micro-mechanical 

cleavage, solution based exfoliation, laser-thinning, thermolysis, chemical vapor depo­

sition (CVD), and electrochemical lithiation [160]. The aim is to produce thin-flakes

37
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(a) (C)
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B r i l l o i u n  z o n e

F i g u r e  3.1: (a) M0 S2 bulk and monolayer, (b) and (c) Top and side view of the 
bulk M0 S2 vinit cell. The primitive vectors are a\ = (^a, ^ a ,  0), 0,2 = (^a, ^ a ,  0), 
and tt3 = (0,0, c). (d) The high symmetry fc-points in the Brillouin zone of hexagonal 
crystal structure.

of M0 S2 in large-scale, keeping the cost of the synthesis low while preserving a suffi­

cient quality of the film at the same time [160]. Such 2D nanostructures are gaining 

growing attention due to their potential for future nano-electronics applications, owing 

to their unusual physical, optical and electrical properties, which are a consequence of 

the quantum  confinement associated to their ultra-thin structure [161]. Interestingly, 

the electronic properties of M0 S2 have a strong dependence on its thickness, i.e. the 

bandgap of M 0 S2 increases with decreasing thickness, and at the monolayer limit the 

bandstructure exhibits a direct bandgap, leading to a photo-luminescence signal [69]. 

Therefore, light em itting devices such as photo-transistors [162] can be realized using 

a monolayer M 0 S2 , where the possibility of n- and p-type doping of M0 S2 is a key fac­

tor. Recently a photo-transistor based on a mechanically exfoliated monolayer M0 S2 

nanosheet was fabricated, and a better photoresponsive ŵ as dem onstrated when com­

pared w'ith graphene-based devices [159]. In particular, since M0 S2 monolayers have 

a direct bandgap of 1.90 eV, they may be a semiconducting alternative to graphene 

despite its large carrier mobility of up to ~10^ cm^/V-s), especially considering tha t 

graphene does not have a bandgap in its pristine form. The bandgap in graphene can 

be opened by making nanoribbons [163] or depositing graphene on substrates [164], 

at the cost however of deteriorating the carrier mobility due to edge and impurity 

scattering [165]. On the other hand, the absence of dangling bonds, high crystallinity, 

and the low dimensionality, make the performance of the LTMDs comparable to cur­

rently existing Si transistors at the scaling limit [166, 167, 168]. In fact, a monolayer 

M0 S2 transistor has recently been dem onstrated a t room tem perature with a mobility 

in the range of 200-1000 cm^/V-s, on/off current ratios of 10®, and with low standby
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power dissipation [169, 170]. This large mobihty is obtained due to dielectric screen­

ing by using a top gate with high-K dielectric materials [171]. On the other hand the 

rooni-teniperature mobility is as low' as ~0.5-3 cm^/V.s with the bottom  gate only 

configuration [169].

Interestingly, both n-type [169, 172, 173, 174] and p-type [175, 176] conductivities have 

been reported in ultra-thin M0 S2 layers deposited on Si02. The conducting behavior of 

M 0 S2 therefore seems to depend on the experimental details and an explanation for the 

specific current polarity (n- or p-type) remains far from clear. Note th a t no intentional 

doping was introduced in the experiments mentioned above, so th a t the origin of the 

different carrier types should be either intrinsic to the M 0 S2 layer, to the substrate, or 

it can be due to the interaction between the two.

The possible creation of Mo and /or S vacancies during the growth can not be the cause 

of the varying conductive properties, since vacancies create deep levels at midgap in 

the bandstructure of a M0 S2 monolayer [177]. One possible way to set the conducting 

character in a well defined way is by substitutional doping. Although there are studies 

of specific dopants in single layer M0 S2 [177, 178, 179], so far to our knowledge there 

are no systematic studies which investigate the possibility to tune the conductivity by 

substitutional doping in single layered M0 S2 . Moreover, the interfaces of the m ateri­

als play a crucial for controlling the conductive properties of ultra-thin devices. For 

example, in a liquid-gated electric double layer transistor, the ions can modulate the 

electronic properties from insulator to metal through chemical doping in the channel 

at a finite bias [180]. Compared with other dopants, such as metals and light atoms, 

ionic liquids have several advantages as surface dopants: a large variety of such ionic 

complexes are available, and they can accunmlate more carriers than  conventional solid 

sta te  gated transistors. In fact, ambipolar transistor operation has been achieved using 

thin flakes of M0 S2 in an ionic liquid-gated environment [181].

An ionic liquid (IL) is a molten salt, which consists of an inorganic anion and usually 

a large asymmetric organic cation. Due to  the large size of their constituents and the 

typical chemical nature of the anions, the charges on the ions of these salt are diffuse. 

Consequently the electrostatic forces between the anions and cations become very weak 

and anisotropic. This results in difficulties to form a crystalline structure. Therefore 

they usually exist in liquid phase at room tem perature. ILs are extensively used as 

solvent in chemical processes for synthesis and catalysis [182]. The structure of ILs is 

similar to tha t of table salt, namely as sodium chloride crystal made of positive sodium
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ions and negative ions, not molecules. Schematic molecular structures of typical ionic 

liquids (ILs) are shown in Fig. 3.2.

(b)
CH3— C H ^  CH,

CH, ~  C H , -  N — CH, —  CH,
C H , — CH,"" CH,  —  CH,

F i g u r e  3.2: Schematic molecular structure of two ionic liquids (ILs). (a) 1-Butyl- 
3-methylimidazolimn tetrafluoroborate and (b) N,N-dietliyl-N-(2-inethoxyethyl)-N- 
methylammoiiium bis(trifluoromethylsulphonyl-iniide), DEME-TFSI. Left and right 
panels show the cations and anions, respectively.

Unlike ionic liquids, which usually act as a top gate dielectric, the substrate gener­

ally acts as a back gate dielectric in field effect transistors. Notably, disorder at the 

semiconduct o r/substrate  interface in general plays a crucial role in determining the 

conductive properties of ultra-thin devices. For example, for GaAs nanowires it has 

been dem onstrated th a t upon decreasing the nanowdre diameter the interface-mediated 

conductivity gradually becomes dom inant over the bulk one [183]. Since M0 S2 mono­

layers are placed on insulators in practically all device architectures, it is im portant to 

identify the possible effect the substrate has on the conductivity.

The defects responsible for the conductive properties of low dimensional devices are 

expected to be extrinsic in nature, such as charged impurities at the interface between 

the conductive channel and the substrate. These lead to an inhomogeneous Coulomb 

potential for both conduction and valence band electrons. Such charge traps have been 

identified to be in the form of adsorbates or defects at the surface of the underlying 

substrate in the case of graphene [184, 185]. Likewise, tem perature dependent transport 

measurements on thin M0 S2 layers, down to the monolayer limit, suggest th a t trapped 

charges at the Si0 2  surface could be responsible for the observed n-type behavior, when 

M0 S2 is deposited on Si0 2  [186].

In general when charge traps are located at an interface, they influence the deple­

tion/accum ulation of electrons in the conducting channel up to a certain thickness.
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which is proportional to  the  channel screening length. This d istance depends on differ­

ent physical features, such as th e  n a tu re  and the  density  of the  traps, and the  electronic 

properties of the  channel. For conventional sem iconductors it typically reaches up to  

a few nanom eters. For instance it has been recently dem onstrated  th a t  charge trap  

s ta tes  a t the  su bstra te /channe l interface significantly affect the  conductiv ity  of GaAs 

nanowires up to  diam eters of about 40-70 nm  [183]. More dram atic  effects are expected 

for layered com pounds down to the  single layer lim it, in w'hich essentially all the  atom s 

are a t the  interface w'ith the  substra te , and the  channel vertical dim ension is certainly 

sho rter th an  the  screening length. Recently a reduction in conductiv ity  w ith increasing 

M0S2 film thickness has been observed in M oS2-based transisto rs, w'here Si02 w'as used 

as the  back gate [187]. This suggests th a t for the  M oS2/Si02 system  the  tran sp o rt is 

interface-m ediated, since intrinsic defects, hom ogeneously d istribu ted  in ]\IoS2, would 

not lead to  any dependence of the  conductiv ity  on thickness.

In th is chapter w'e have carried out tw'o key investigations on m onolayer layer IM0S2. 

Firstly, in Sec. 3.2 we system atically  study  the  effects of im purities on the electronic 

s tru c tu re  of m onolayer M0S2. We also calculate form ation energies to  evaluate the 

s tab ility  of different system s, w ith the  aim  of finding possible candidates for n- and 

p-type  sem icond\icting character. Specifically here we consider the  im purities such as 

halogens, non-m etals, transition  m etals, and alkali m etals from the  periodic table. The 

changes of the conductive properties of the  m onolayer M0S2 due m olecular ions (NH4 

and B F j)  absorbed at the  surface are investigated.

Secondly, in Sec. 3.3 we aim  to  shed some light on the  effects th a t tra p  s ta tes  at the  Si02 

surface have on the  conductive properties of M oS2/Si02 hybrid system s. In particu lar 

we consider the  case when the  trap s  are due to  im purities such as innnobile Na and H 

atom s, as well as 0 -dang ling  bonds.

3.2 Effect of Impurities

3.2.1 Therm odynam ics of im purity form ation energy and tran­

sition  level

M any im portan t physical properties in a sem iconductor, such as electrical conductiv ity  

and optical absorption, are often controlled by im purities in a sem iconductor. These
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properties play a crucial role in the efforts to boost the performance of a device for 

technological applications. To achieve such control, an extensive knowledge of the ther­

modynamic processes to control doping in semiconductor is required. In this context 

the energy position of the im purity levels, their formation energy and their therm o­

dynamic transition levels, which are either deep or shallow' in the bandgap, are the 

key quantities which need to be considered. The electronic states created by an im­

purity can be characterized experimentally by techniques such as photo-luminescence 

(PL) spectroscopy [20], sometimes generated by high energy electron irradiation [188]. 

The likelihood of such im purity formation can be directly estim ated from a reciprocal 

function of the formation energy.

The formation energy of an im purity refers to the energy required to incorporate the 

impurity into a semiconductor host. The im purity formation energy can be estimated 

by a m athem atical expression which is given by

£ ’form(^'^) =  EtotiX'^) -  Etotlbulk) -  ^  -I- c]{Ef -I- Evbm +  AV"), (3.1)
I

where denotes the impurity X  in the charge state  q, £'tot(bulk) and £ ’tot(-^'^) are 

total energies calculated for the pristine supercell and for the same supercell containing 

an impiu’ity X ,  respectively. Here Ui is the number of species i added (n* > 1) to or 

removed (n  ̂ <  1) from the supercell and /Xj are the corresponding chemical potentials 

of species. Ep is the Fermi energy with respect to the valence band maximum level, 

•E’vbm, ill the bulk and A V  is a correction term  due to the fact tha t the supercell 

is charged [189]. The chemical potential largely depends on the experimental grow'th 

conditions. For example, in the case of M0 S2 monolayer it can be Mo-rich, S-rich or in 

between. Therefore in order to assess the solubility of an im purity one needs to consider 

the possible range of the chemical potentials. Under extreme Mo-rich conditions, the 

Mo chemical potential, /xmo, sets to an upper bound, i.e. =  /iMo(bulk). Indeed, 

in therm odynamic equilibrium the Mo chemical potential can not exceed the energy 

of bulk Mo. If it does exceed, we will no longer be able to grow M0 S2 . Similarly, the 

upper limit of the S chemical potential, fis, is given by the energy

of S in the S2 molecule. In contrast, the lower limit for the chemical potential can be 

estim ated by minimizing the M0 S2 Gibbs free energy, G /(M oS 2 )=  Umo + 2/is. For the 

tem perature in question, T  < T f  {Tp is the Fermi tem perature) the free energy [190] 

is written as G s o U d  —  ■ E 's o i id  +  / v i b ,  where E ' s o i i d  and /vib are the electrostatic energy 

and the vibrational energy, respectively. At in low tem perature the contribution from
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th e  vibrational energy is neglected. This m eans th a t  Gsoiid ~  ■E'soiid- In our theoretical 

approach, the  g round-state  electronic s truc tu re  of the  system  is determ ined at the  

absolute zero tem pera tu re  lim it, i.e, G j  — Hj ,  where H j  is th e  enthalpy. The boundary  

of /xmo and /is are given by

yUMo(bulk) >  //Mo >  /iMo(bulk) +  A / / / ( M oS2), (3.2)

/is(S 2 , molecule) > > /is(S 2 , molecule) +  - A / / / (M o S 2 ), (3.3)

respectively. T he chemical po ten tia ls can be estim ated  from the  expression given by

//Mo =  £:tot(M o,bulk) +  A / / ; ( M oS2), (3.4)

2/is =  £'tot(S2 , molecule) +  A ///(M o S 2 ). (3.5)

T he to ta l energies are calculated  by considering th a t Mo is in a bulk m etallic body- 

centered cubic (bcc) s tru c tu re  and S2  is in the  m olecular phase. Sim ilarly the  form ation 

enthalpy of bulk M 0 S2  ,A ///(M o S 2 ), can be calculated from the  expression,

A / / ; ( M o S 2 )  =  E t o t ( M o S 2 , b u l k )  -  [ E t o t ( M o )  +  ^ t o t ( S 2 ) ] .  (3.6)

T he A ///(M o S 2 ) is estim ated  to  -2.86 eV (with respect to  bulk S), w'hich is in good 

agreem ent w ith the  experim ental value of -185.3 k J /m o l (-1.92 eV) [192]. An im purity

w ith high form ation energy is alw'ays unlikely to  form, since considerable energy is

required for their incorporation into a sem iconductor, whereas the  driving force to 

low'ering the  energy of the  system  is large. In th is work, we assum e th a t M 0 S2  is 

prepared at the  M o(S)-rich condition for anions (cations) substitu tions, so there  is no 

need to  add A H f  term  to  /luo arid /is [see Eqs. (3.4) and (3.5)]. Beside we consider 

th a t  the  im purity  s ta tes  reside in a charge neu tra l s ta te , i .e. ,q = 0. T he im portance of 

the  charged s ta tes  is discussed below.

M ost im purities, incorporated  in a sem iconductor can be found in nm ltiple charging 

sta tes. Moreover, im purity  levels are usually created  in the  bandgap of the  semicon­

ductor. These levels play a key role for identifying th e  im purity  center experim entally. 

How'ever, the  transitions betw'een different charging s ta tes  occur alw'ays for the levels 

which are relevant for experim ents. These kind of levels can be characterized by the 

deep-level transien t spectroscopy (DLTS) experim ent and tem pera tu re  dependent Hall 

experim ents (reflects in the  therm al ionization energy) for deep and shallow' im purity
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levels, respectively [189]. The relevant levels can not be d irectly  ex tracted  from by the 

K ohn-Sham  energies, calculated for the  im purity  incorporated  sem iconductor.

T he therm odynam ic transition  level, e{q\/q2 ), is defined as the  position of the Fermi 

level a t which the  form ation energies of an im purity  in its two charge sta tes, say q\ and 

q2 become equal. T hen e (g i/g 2 ) can be w ritten  as

f(9i/<72) — EyQu  H-------------------------------------------------------------(3.7)
<?i -  <72

and the  tran sition  level can be calculated by using the  to ta l energy m ethod, where 

£(91/ 92) is expressed as

e{q^/q2) = [ { E ^ M X ^ ^  ~  £^buik(^'^^)} +  {E{X^^)  -  EiX^^^)}]/{q, -  q^). (3.8)

Here Eioi{X^)  is the  to ta l energy of the  supercell w ith an im purity  X  in the  charging 

s ta te  q and i?buik(-^^) is the  to ta l energy for the  sam e pristine supercell in the same 

charging sta te . We note th a t  in th is work we do not calculate tran sition  energy levels, 

considering th e  fact th a t th e  im purity  resides in a charge neu tra l sta te .

S ta te-o f-the-art first principle calculations, using density  functional theory  (D FT) have 

a m ajor im pact on the  understand ing  of im purities in sem iconductors. W ith  the help 

of to ta l energy calculations, it has become feasible to  investigate the  atom ic structu res 

of sem iconductor doped by im purities. For th is purpose the  use of DFT-LD A  has 

been well justified [189], since only to ta l energies difference are m eaningful here. The 

m ain draw back of the  D FT-LD A  is th a t  it can not describe accurately  th e  properties 

of excited sta tes. It is observed th a t  the  bandgap is usually underestim ated  by LDA 

[191]. Due to  the  bandgap problem , the  im purity  sta tes are incorrectly  described and 

the form ation energy of im purity  m ay include a large error, particu larly  for charged 

states. M any corrections schemes such as LDA-I-U [113], GGA [224], GGA-I-U [113], 

SIC [116], ASIC [232] and hybrid H artree-Fock D F T  [109] have been in troduced  to  solve 

th is problem . For an estim ation  of such quantities, described by the  excited s ta tes  one 

needs to  go beyond D F T  and use the  schemes such as GW  approach and quan tum  

M onte Carlo. However, these are com putationally  expensive com pared to  DFT-LD A  

approach. In th is work, we only consider D FT-LD A  and hybrid H artree-Fock D F T  

(D FT-H SE06).
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3.2.2 M ethodology

To investigate the  electronic and m agnetic properties of a M 0 S2 m onolayer w ith im­

purities, ab-initio calculations are perform ed using density  functional theory  [97, 98] 

w ithin the  local spin density approxim ation (DFT-LSD A) of the exchange and corre­

lation using th e  Ceperly-Alder param etriza tion  [193], as im plem ented in the SIESTA 

code [125]. In our calculations, double-^ polarized [195] m nnerical atom ic orbitals basis 

sets are used for all atom s, and the  Troullier-iM artins scheme is used for constructing 

norm -conserving pseudo-potentials [194]. A (5x5) supercell (15.66 x 15.66 A^), is 

constructed  to  sim ulate the  single im jm rity  effects in the  m onolayer M 0 S2 [see Fig. 

3.3(a)]. An equivalent plane wave cutoff of 250 Ry is used for the  real space mesh, and 

the  Brillouin zone sam pling is done by using a (5 x 5 x 1 )  M onkhorst-Pack grid. Periodic 

boundary  conditions are applied, and a vacuum  layer of at least 15 A is placed above 

the m onolayer to  minimize the  in teraction  between the  adjacent layers. T he conjugate 

gradient m ethod is used to  ob tain  relaxed geometries. All atom s in the  supercell are 

allowed to  relax, until th e  forces on each atom  are less th an  0.02 eV /A .

(a) / --------------------------? (b) / ------------------------- 7

O  B.

FiCiURE 3.3: (a) The sim ulated (5x5) supercell of a doped M0 S2 monolayer where 
a IMo is substitu ted  by a transition  metal: Y, Zr, Nb. Re, Rh, Ru. Pd, Ag, Cd (solid 
red) and a S is substitu ted  by the nonm etals P, N. and As, as well as by the halogens 
F , Cl, Br, and I (solid green), (b) T he (5x5) supercell of an alkali atom  (black circle) 
absorbed at different positions (Tmq, T s, A and B ). Color code: light grey ^  Mo, 
light yellow ^  S

T he form ation energy is defined as

^form  =  ■£'tot(^IoS2 +  X ) - £ ' t o t ( ^ I o S 2 ) - £ 'b u l k { X ) - f i ? b u l k ( h o S t ) ,

where £'tot(I^IoS2 + X ) is the to ta l energy derived from a calculation w ith a substitu tional 

a tom  X, £'tot(J^IoS2 ) is the  to ta l energy of the  corresponding pristine M 0 S2 monolayer 

stipercell, ii'buik(X) and £'buik(host) are the  energies of a substitu tiona l a tom  X and a
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host atom  Mo (S) respectively in their bulk (diatom ic molecule) forms for th e  Mo (S) 

substitu tions. On the  o ther hand, the  adsorption energy can be w ritten  as follows:

E ^ s  =  £ ; t o t ( M o S 2 + Y ) - E t o t ( M o S 2 ) - S b u i k ( Y ) ,

where E'tot refers to  our to ta l energy results and -Ebuik to  the  energy of an adsorbate  

Y in its bulk form. To find the  m ost stable configuration for adsorption, we consider 

four different positions labelled Ts (adsorbate on top  of S), T^o (adsorbate  on top  of 

M o), A  (adsorbate  above the  center of the  hexagonal ring of M 0 S2 ), and B (above 

the  m iddle of the  Mo-S bond) [see Fig. 3.3(b)]. We observe th a t the  in-plane lattice  

constan t of the  system  incorporated  w ith an im purity  converges to  th a t  of the  pristine 

supercell, when its size is as large as (5x5). Moreover, the  im purity  form ation energy 

or adsorption energy has indeed converged for th is cell size.

In order to  verify th a t  the  calculated  im purity  level alignm ents are robust against 

the  choice of exchange correlation functional, we repeat the  calculations for the m ain 

results using th e  screened hybrid functional of H eyd-Scuseria-Ernzerhof (HSE06) [199]. 

All D F T  calculations based on the  HSE06 functional are carried out w ith the  p ro jector 

augm ented wave (PAW) pseudo ])otential plane-wave m ethod [196] as im plem ented in 

the  VASP code [197]. A 3 x 3 x 1  M onkhorst-Pack [198] k-point grid and a plane wave 

energy cutoff of 500 eV are used for the  HSE06 calculations.

3,2.3 Electronic properties of bulk and m onolayer

O ur system atic s tudy  begins w ith  calculating the  electronic properties of M 0 S2 in its 

bulk form. T he optim ized bulk M 0 S2 unit cell param eters are a = b — 3.137 A, 

c ja  = 3.74, while the  S-Mo-S bonding angle is 82.64°. These values are in good 

agreem ent w ith  previous theoretical calculations [200] and also w ith th e  experim ental 

ones of a =  6 =  3.16 A, c /a  =  3.89 [201]. The Mo-S bond length in bulk M 0 S2 is found 

to  be 2.42 A, again in close agreem ent w ith the  experim ental value of 2.41 A [201] 

and to  the  earlier theoretical estim ate  of 2.42 A [63]. Bulk M 0 S2 is a sem iconductor 

and we predict an indirect bandgap of 0.64 eV between the  F point and a point half 

way along the  F-K line [see Fig. 3.4(a)]. O ur calculated bandgap is sm aller th an  the  

experim ental one of 1.23 eV [200, 201] bu t it is in good agreem ent w ith existing density  

functional theory  (D FT ) calculations a t the local spin density approxim ation (LSDA) 

level [200, 202]. It is w'ell know'n th a t  the  LSDA system atically  underestim ates the
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bandgap, so th a t  such result is not surprising. However, we note here th a t the  LSDA 

underestim ation  affects our results only a t a m arginal cjuantitative level.

(b ) Bi-layer (c) Monolayer

>
V

lij
I

m

r r rM KA r

F i g u r e  3 .4:  Calculated LD A -bandstructures of (a) bulk M0S2. (b) bi-layer M0S2. 
(c) monolayer M0S2. The solid arrows indicate the position of the bandgap. Bulk 
M0S2 and the bi-layer are characterized by an indirect bandgap. At the monolayer 
limit IVfoS2 becomes a direct bandgap semiconductor. The blue do tted  line indicates 
the valence band maximum.

Next we move to  study  the  electronic properties of a single M 0 S2 layer. O ur optim ized 

lattice constan t, a = h, is now' 3.132 A, and therefore sliglitly sm aller tfian th a t  in 

the bulk. Such a value is in close agreem ent w ith the  experim entally  observed one 

of 3.15 A [203]. O ur calculations show th a t  as the  num ber of layers is decreased 

from the  bulk to  a few layers, the  m ininnun of th e  lowest unoccupied band shifts 

from half way along the  F-K line to  K, w ith a single M 0 S2 layer exhibiting a direct 

bandgap at K [see Fig. 3.4], A sim ilar conclusion was reached by com paring scanning 

photoelectron m icroscopy to  D P T  calculations [204]. For m onolayer M 0 S2 the  bandgap 

becomes direct at the  K point [see Fig. 3.4(c)]. This fact has been recently observed 

experim entally  [69]. The com puted LD A -bandgap of 1.86 eV is in good agreem ent with 

a recent experim ental value of 1.90 eV [172], as well as a previous theoretically  predicted 

value of 1.70 eV [205]. Both for th e  bulk and the  single layer the b andstruc tu re  around 

the Fermi level, Ep, is derived m ainly from ]\Io-4d orbitals, although there  are sm aller
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contributions from tlie S-3p via hybridization within the layer [see the Fig. 3.5]. This 

is in good agreement with previous calculations [178].

PDOS (states/eV/spin)

>a>
u.

HI
I

LU

T ota l
PD O S-M o

1 2 30
F i g u r e  3.5; Left: The LDA-bandstructure of monolayer M 0 S2 . Right: The total 
DOS (black) and the projected DOS on Mo-4d (red) for monolayer M oS2 - The 
election ic states in DOS are Gaussian broadened by 0.05 eV.

Next, in the Sec. 3.2.4 and the Sec. 3.2.5, we study the effects on the electronic structure 

of monolayer M0 S2 due to substitutional doping and due to surface-adsorption of alkali 

atoms and of ionic molecules, for n-type and p-type dopants. We evaluate formation 

and adsorption energies for all dopants to infer the likelihood of formation in experiment 

(Table 3.1).

3.2.4 Substitutional doping  

3.2.4.1 S substitu tiona l doping

We begin by substituting a surface S atom with elements from the halogen family 

(F, Cl, Br, I), in order to create possible n-type impurities in the M 0 S2 monolayer, 

since these have one more p electrons than S. We present the DOS for all the halogen
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Im purity 7 7 ? - (y U B /f ie f e C t) E f o r m ( e V )

F, Cl, Br 1.00 0.60 (F), 1.93 (Cl), 2.16 (Br)
I 0.00 2.53

N, P 1.00 2.90 (N), 1.89 (P)
As 0.00 1.91
Re 1.00 2.05
Ru 2.00 3.05
Rh 3.00 4.15
Pd 4.00 5.63
Ag 2.57 7.28
Cd 1.58 6.11

Nb, Zr, Y 0.00 -0.19 (Nb), -0.48 (Zr), 0.52 (Y)

T a b l e  3.1: The theoretically calculated (DFT-LSDA) magnetic moment per defect,
771, and the formation energy, E’form, of different substitutional dopants in the M0 S2 

monolayer.

fam ily (see Fig. 3.6). As a representative system , we s ta r t by illustrating  results of 

the  Cl doping, since the o ther ones are sim ilar. The Cl doped M 0 S2 m onolayer has a 

m agnetic ground sta te , where an occupied defect level is formed at about 0.4 eV below 

the  CBM. T he corresponding m inority  s ta te  is located above the  CBM  and is empty. 

These defect levels originate from the  hybrid ization betw een the  Cl-3p and the Mo-4cf 

sta tes. Sim ilarly to  the  Cl substitu tion , for bo th  F and Br dopants (iso-electronic to  

Cl) the  system s are param agnetic , having a m agnetic m om ent (per defect) of «  1 /ig . 

In the  case of the F substitu tiona l for S, th e  spin-splitting  is larger th an  th a t of the  

Cl, wdiereas it is sm aller for the  Br substitu tiona l case. Eventually, when substitu ting  

S w ith iodine, the  system  becom es nonm agnetic, but the  im purity  level is still located 

w'ell below' (0.3 eV) the  CBM [see Fig. 3.6(d)].

We then  investigate the  possibility of p-type doping by replacing a S atom  w ith an 

elem ent from the group VA in th e  periodic tab le  (N, P, As). W hen replacing S w ith N 

the  system  has a m agnetic ground s ta te  [Fig. 3.7(a)], w ith  a m om ent of lyue and ~0.20 

eV of exchange splitting. In bo th  spin channels gap s ta tes  are in troduced above the  

VBM , w'hich are formed by a hybrid ization betw'een th e  N-2p and the  Mo-4<i valence 

band sta tes. Similarly, when sub stitu tin g  S w ith P, th e  system  is again m agnetic, but 

the  defect s ta tes  are rigidly shifted closer to  the  VBM of the  pristine M 0 S2 m onolayer 

in bo th  spin channels, w ith a spin sp litting  sim ilar as before. F inally for the  As sub­

s titu tional case, the defect s ta tes  shift even more tow ards th e  VBM. Additionally, the  

sj)in-splitting vanishes and the  system  becomes p-type sem iconducting. T he partially
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F i g u r e  3.6: LSDA-DOS for one S in the M0 S2 supercell replaced by (a) F ,  (b) Cl,
(c), Br and (d) I. Negative values refer to minority spins, positive values to majority 
spins. The blue dashed line indicates the Fermi energy, the colored shaded areas 
indicate the DOS projected onto the dopants. The electronic states in DOS are 
Gaussian broadened by 0.05 eV.

unoccupied im purity band however shows very little dispersion and is split off the va­

lence band by ~0.08 eV. It is formed mainly by As-4p and Mo-4(i states. In Fig. 3.7 

the progressive shift to  lower energies of the defect levels, when going from N to P to 

As, is visible.

To summarize, for S substitutional doping most dopants create localized, spin-split 

gap states. The spin-splitting reduces and the states move towards the VBM/CBM  

when increasing the atomic number of the dopant. Doping with As gives the most 

promising DOS for p-type doping, since its non-spin polarized defect band is very close 

to the VBM. For n-type doping, among the considered dopants the donor states are 

located rather far from the CBM of M0 S2 , and are therefore localized states. We
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F i g u r e  3 .7:  LSDA-DOS for one S in the M 0 S2 snpercell replaced by (a) N,  (b), P  
and (c) As. N egative values refer to minority spins, positive values to m ajority spins.
The blue dasherl line indicates the Fermi energy, the colored shaded areas indicate the 
DOS projected on the dopants. The electronic states in DOS are Gaussian broadened  
by 0.05 eV.

note that in all cases the formation energies are rather large (see Table 3.1), so tha t 

substituting the S atoms with dopants in single M0 S2 might be difficult to achieve 

experimentally. However, the formation of S vacancies in M0 S2 monolayers has been 

recently dem onstrated [206]. Therefore, it might be possible to realize the considered 

S substitutions by filling up induced S vacancies with the above mentioned dopants.

3 .2 .4 .2  M o su b stitu tio n a l doping

Next we consider substitution of a Mo atom  with different transition metal atoms, 

each of them  having a different number of electrons in the d orbitals. Specifically, we 

consider all the atoms in the periodic table from Y to Cd, witfi the exception tha t 

instead of Tc we use Re due to the radioactivity of Tc. We find th a t for all the systems 

wiiere the substitutional atoms have larger d occupancy than Mo, the ground state  is 

magnetic. In Table 3.1 we list the magnetic moments per defect for all the different 

transition metals.
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F i g u r e  3.8: LSDA-DOS for one Mo in the M0 S2 supercell replaced by (a) Re, (b) 
Ru, (c) Rh, (d) Pd, (e) Ag and (f) Cd. The blue dashed line indicates the Fermi 
energy, the colored shaded areas indicate the DOS projected on the dopants. The 
electronic states in DOS are Gaussian broadened by 0.05 eV.
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W hen Re replaces a Mo atom , 1 ex tra  electron is added to  the  supercell. This ex tra  

electron goes into a m ajority  spin gap s ta te  [Fig. 3.8(a)], located 0.3 eV below the  

CBM , w ith the  Fermi energy located between th is s ta te  and the CBM , and the  system  

therefore has a m agnetic m om ent of 1 /i^ /supercell. The DOS is sim ilar to  the  Cl 

S -substitu tional doping [Fig. 3.6(b)]. In a non-spinpolarized calculation for a Re doped 

M 0 S2 m onolayer the  donor level is created  at abou t 0.2 eV below the  CBM. The 

m agnetic ground s ta te  is however low'er in energy th an  the  nonm agnetic s ta te  by 82 

m eV /supercell. The non-spinpolarized result is sim ilar to previous non-spinpolarized 

calculations [207] on Re doped M 0 S2 nanotubes, where it was found th a t the  donor 

level is s itua ted  a t 0.19 eV below the CBM, and where it is suggested th a t Re could be 

an n-type dopant for M 0 S2 nanotubes. We note th a t  single crystals of Re-doped M 0 S2 

have been grown by chemical vapor deposition [208].

For the  rem aining transitions m etal dopants having a larger d-orbitals occupancy than  

Re, an increasing num ber of gap s ta tes  are formed, and the  excess electrons go into 

those gap s ta tes  ra ther th an  into the  M 0 S2 conduction band (see Fig. 3.8). T he Fermi 

energy is always in the  M 0 S2 energy gap. and it moves further away downwards from 

the  M 0 S2 CBM as the  num ber of excess d electrons increases. The excess electrons first 

fill up  the  m ajority  spins of the  host (i-orbitals, until th e  m agnetic m om ent reaches the 

largest value of 4 //g  for Pd, and then  the m agnetic m om ent decreases when the  excess 

electrons s ta r t to  populate  the  m inority  spins states.

We move to  s tudy  the  possibility of obtain ing a p-type system , s ta rtin g  by replacing 

Mo w'ith Nb, w'hich has one less electron th an  Mo. The substitu tional doping by a Nb 

atom s does not change significantly the bond lengths. M oreover it does not change 

the  DOS profile significantly, b u t the Fermi energy is shifted below' the  VBM  due to  

the  removal of one electron [Fig. 3.9(a)]. The new'ly created  defect s ta tes  are ra ther 

delocalized and range up to  th ird  nearest neighbor Mo atom s. T he s ta tes  around the 

VBM m ainly originate from hybridized d orb itals of Nb and Mo. T he valence band looks 

sufficiently dispersive in our D F T  bandstructu re , therefore th e  m obility is expected to  

be ra th e r large. The form ation energy of th e  Nb doped system  is -0.19 eV, wdiich is in 

good agreem ent w ith the  form ation energy of -0.21 eV [209], obtained theoretically  for 

Nb substitu tion  in bulk M 0 S2 . O ur results suggest th a t  Nb is a prom ising candidate  

for a p-type dopant in m onolayer M 0 S2 . An experim ental s tudy  [210] shows th a t  Nb 

su b stitu ted  (concentration of 15-25 %) M 0 S2 nanoparticles can be synthesized, and th a t 

they  also exhibit p-type character. For all th e  o ther considered substitu tiona l dopants 

w ith less d electrons th an  Mo (Y and Zr) the  ground s ta tes  are also nonm agnetic (see
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F i g u r e  3 . 9 :  LSDA-DOS for one Mo in the JM0 S 2  supercell replaced by ( a)  Nb, (b) 
Zr and (c) Y. The blue dashed line indicates the Fermi energy, the colored shaded 
areas indicate the DOS projected on the dopants. The electronic states in DOS are 
Gaussian broadened by 0.05 eV.

Table 3.1). However, in contrast to Nb doping, the defect states become less hybridized 

with the VBM and produce split off acceptor-levels above the VBM for both Zr and Y 

doping [see Fig. 3.9(b),(c)].

Next we evaluate the pairing energy between tw'o Nb atoms in a 6 x6  supercell. In 

Table 3.3 we list the energy difference 5E  between the configuration w'here the two 

impurities are placed at the nearest, and w’here they are placed at the farthest distance 

from each other. The result suggests tha t in the case of Nb pairs the dopants try  to 

stay close to  each other in the M 0 S2 monolayer. Based solely on the pairing energy, 

Nb dopants would tend to form clusters, however this cluster formation is likely to 

be inhibited in experiments due to the large energy barrier for moving the transition 

metals in the M 0 S2 plane from one site to another one.

To summarize, for Mo substitutions with extra d electrons the donor states are located 

deep inside the gap (>  0.2 eV below the CBM), with Re being the dopant w'ith the 

smallest activation energy, and the formation energies are large (Table 3.1). On the 

contrary, p-type doping by substituting a Mo with transition metals such as Nb and
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Zr creates acceptor s ta tes  ju s t a t the  VBM , and the  form ation energies are also small 

(Table 3.1). In a recent experim ent[211] the  form ation of Mo vacancies in bulk M 0 S2 

via proton irrad iation  is observed, which have a finite m agnetic m om ent. If such 

experim ents can be perform ed for a single ]\IoS2 layer, it m ight then  be possible to  

fill up the  induced vacancies by the transition  m etal dopants considered here.

3.2.5 D oping by adsorption

T he results of the previous section show th a t neither by Mo sub stitu tio n  w ith transition  

m etals nor by S substitu tion  w'ith nonm etal elem ents is it possible to  ob tain  shallow 

donor states. A nother rou te  to  obtain  n-type character in a M 0 S2 monolayer is by 

adsorbing H and alkali m etals (Li, K, Cs). This possibility is addressed here. In the 

second part of this section we then  consider adsorbed m olecular ions as dopants for 

bo th  n- and p-type character.

3 .2 .5 .1  A lkali a to m  a d so r p t io n

For alkali m etals adsorption on the  M 0 S2 surface, we find th a t Tmq [see Fig. 3.3(b)] is 

the  energetically m ost favorable site for all considered adsorbates. This is also suggested 

experim entally  [212] as well as predicted  by a previous theoretical calculation [217]. All 

the  adsorption energies are large and negative (Table 3.2).

We s ta r t by considering Cs adsorption. W hen Cs is adsorbed there  is no significant 

s tru c tu ra l change in the  geom etry of the  M 0 S2 monolayer. The DOS in Fig. 3.10(a) 

shows th a t  the  Cs-6s electron is transferred  to  the  CBM  Mo-4d orbitals. For Li and 

K th e  electronic s truc tu re  is sim ilar [see F ig .3 .10(b),(c)]. In con trast, in the case of 

adsorbed H atom s we obtain  a spin-split (1 eV) m idgap s ta te  [see F ig .3.10]. This result 

in the  H -adsorbed case is in good agreem ent w ith recent theoretical results [206].

T he pairing energy of Cs-Cs and of Nb-Cs pairs is given in Table 3.3. Nb-Cs pairs 

m ight originate in a m ixed n- and p-type system . Note th a t in th is case Cs is adsorbed 

on top of e ither Nb or Mo w'hereas Nb substitu tes Mo. It is energetically m ore favorable 

by about 200 meV to  put the  Cs atom  on top  of Nb ra the r th an  on top  of Mo, which 

is caused by the  a ttrac tio n  of the  oppositely charged ions. For th is lowest energy 

configuration, the DOS is sim ilar to the one of the  pristine M 0 S2 , since the valence 

band s ta tes  are com pletely filled, so th a t the  Fermi energy is m idgap (see Fig. 3.11).



Chapter 3. Effects of impurities and of the substrate on a M 0 S2 monolayer 56

Total
Cs30

0

30
>

0)

■*-»

(O
O
Q

I l l
—  Total

1 7 1 “ ^ '
(b)

K

Total
30

0
\rTotal

-30

3 -2 1 10 2
E - Ep (eV)

F ig u r e  3.10; LSDA-DOS for (a) Cs, (b) K, (c) Li and (d) H adsorbed on the M0 S2 

siipercell. The blue dashed line indicates the Fermi energy, the colored shaded areas 
indicate the DOS projected on the adsorbates. The electronic states in DOS are 
Gaussian broadened by 0.05 eV.

Adatoms Eads (eV)
Cs -0.79
K -0.82
Li -0.98

T a b le  3.2: Theoretically calcu­
lated (DFT-LSDA) adsorption en­
ergy for different alkali m etal ad­
sorbed on the M0 S2 monolayer.

Pairing between SE  (meV)
Nb-Nb -157
Nb-Cs -218
Cs-Cs -166

T a b le  3.3: Theoretically calcu­
lated (DFT-LSDA) pairing energy 
for co-doping in the M0 S2 mono­
layer.
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F i g u r e  3.11: LSDA-DOS for a M0 S2 supercell, where a single Mo is replaced by Nb, 
and where a Cs atom is adsorbed. The blue dashed line indicates the Fermi energy, 
the colored curves indicate the DOS projected on the dopants. The electronic states 
in DOS are Gaussian broadened by 0.05 eV.

To sninniarize the  properties of adsorbed alkali m etals, we find th a t  these release their 

valence s electron a t the  CBM. Moreover the  adsorption energies are large. T here­

fore, they  are prom ising candidates for n-type eloping of M 0 S2 . This is different to  H 

adsorption, where m idgap s ta tes  are formed. Various experim ental studies have been 

perform ed on the  in tercalation of alkali m etals in bulk M 0 S2 [218]. wdiich indicates th a t 

th is should be possible also in the  single layer lim it.

3 .2 .5 .2  A dsorption  o f m olecular ions

Electric double layer (EDL) transisto rs  w ith ionic liquids acting as gate  dielectrics have 

recently emerged as prom ising devices tools, where the electrical properties of a solid 

can be controlled by e lectrosta tic  carrier doping [180, 219]. A schem atic diagram  for 

such a device concept is showm in Fig. 3.12. By applying a gate bias to  the  ionic 

liquid, an electric double layer is formed between the interface of the  liquid and the 

solid (see Fig. 3.12), wdiere th e  polarity  of the  m olecular ions on the  surface of the 

sem iconductor can be reversed by changing the  polarity  of th e  gate  bias. The EDL at 

the  ILs/solid  surface can be regarded as nano-scale capacitor po ten tia lly  displaying a 

huge capacitance. As a result the  accunnilation of charges along the  tra n sp o rt channel 

occurs a t a high density  level (10^^ cm “ ^), which is practically  im possible to  reach in 

conventional transisto rs m ade w ith  solid gate dielectrics. This can even lead to  phase 

transitions in the solid. M etal-superconductor and m etal-insu lator transitions have 

been dem onstrated  in KTiOa [220] and V O 2 [180], respectively by using EDL gating.
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F i g u r e  3 .12:  Schematic diagram s of the ED L  transistor operation w ith an ionic 
hquid electrolyte. Here, “S” indicates the source, “D” indicates the drain, and ” G” 
indicates the gate. The solid circles denote the ions in the liquid, where the differ­
ent colors represent cations and anions, (a) W ithout an applied gate bias ( V g = 0 ) ,  

cations and anions are vmiformly d istribu ted  and both  adsorbed at the interface of 
the sem iconductor w ith equal probability, (b) W ith  a finite applied bias a t the gate 
(Vq = v), cations or anions adsorb predom inantly  at the gate electrode, depending 
on the bias polarity, and the oppositely charged ions adsorb predom inantly on the 
semiconductor. These adsorbed ions will emerge an electric field (black arrows, di­
rection depends on the polarity of ions) and lead to an accum ulation of a screening 
charge a t the sem iconductor surface, which implies a large surface carrier concentra­
tion.

It has been reported tha t a large electric field, generated by a nano-capacitor, induces 

not only electrostatic charge accumulation but also an electrochemical reaction be­

tween the licjuid and the solid [213]. This electrochemical reaction represents another 

mechanism to induce conduction in the solid channel through chemical doping by ions. 

This type of chemical doping occurs at relatively large bias. Indeed, a distinct bias 

regime of chemical as well as electrostatic doping has been reported in SrTiOs in a liq­

uid gated arrangement [213]. It has been shown th a t chemical doping has a significant 

contribution for large bias (above 3.7 eV). This study clarifies some issues regarding the 

doping mechanism in the EDLT devices. However, regardless of the chemical doping, 

the accumulation of the charge (induced electrostatically) is maintained due to charge 

injection from the electrodes in the EDLT devices. The operation of highly flexible 

M0 S2 thin-film transistors in an ionic liquid gated dielectric has been dem onstrated 

recently [221]. Although we do not consider any electrode in our study, we discuss the 

effects of the adsorbed molecular ions on M0 S2 monolayer at high im purity density 

limit (lO '̂* cm “^). Here w'e simulate the situation where the charges in the solid comes 

from the ions as they have usually a low electron ionization potential (anion) and a

(a) V c = 0

•  • •
•  IL A

D

Substrate

(b)
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F i g u r e  3.13: (a) Schematic diagrams of the EDL transistor operation with an ionic 
hquid electrolyte at finite positive bais Vq — v. The accumaled charges (green solid) 
transfer from the electrode to jMoS2 - Other symbols and levels are same as shown in 
Fig.3.12. (b) Schematic band diagram for charge transfer (here electron) to the M0 S2 . 
When for each positively charges ions one electron is transfered from the lectrode 
to M0 S2 , the Fermi level {Ep) is denoted by solid black line, whereas the dashed 
black line is for a fractional charge-transfer. The VB and CB denote, respectively 
the valence and conduction band of M0 S2 .

high electron affinity (cation) as com pared to  the solid. A lthough large variety of ionic 

complexes are available experim ent ally, here we consider only N H j and B F J  ions. We 

note th a t the  electronic ionization po ten tia l of NH4 and electron affinity of BF4 are 

respectively, ~  0.42 eV [214], and ~  6 . 8 6  [215], wdiereas the  electron affinity is ~  4.0 

eV for bulk M 0 S2 [216]. Therefore one m ay expect th a t  the  ions release electrons to  

M0S2 (in the  case of XH4) or take electrons from M0S2 (in th e  case of BF4) to  induce 

a conducting channel.

In experim ents charged layers of ions are absorbed on M 0 S2  surfaces. It will induce a 

large electric field, w'hich rep e ls /a ttrac ts  the  electrons in ]\IoS2 (see Fig. 3.12). There­

fore, th is will partially  transfer electrons/holes from the  M 0 S2 to  the  electrodes in the 

EDLT devices [see Fig. 3.13(a)]. In our calculations, w'ith a neu tra l system  we implicitly 

assum e th a t for each ion one electron is transfered from the  electrode to  M 0 S2 . This 

represents an upper lim it for the  charge transfer. O therw ise, the  charges transfered 

would be a fraction of an electron for each ion [see Fig. 3.13(b)].

In our calculations, w'e place th e  NH 4  and B F 4  ions on the  5 x 5  M 0 S2  supercell (see 

Fig. 3.14). This corresponds to  an im purity  density  of ~10^'‘ cin*^. We find th a t the 

energetically favorable adsorption sites are Ts for the  cation, and T ^o for the anion.
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(a) (C)

%r%r*̂ vYV*V*

(d)

F i g u r e  3.14: The optimized geometries for (a, b) N H j and (c, d) BF^ ions adsorbed 
on the M0 S2  monolayer. In (a) and (c) the top view is shown, whereas in (c) and 
(d) the side view is shown. Pink spheres indicate H, green spheres N, cyan spheres 
F ,  and red spheres B.

>o

Total
n h /30

0

“ I I 1“ “ I I r

E - Ep (eV)

—  Total (b)
—  bf. J

F i g u r e  3.15: LSDA-DOS for (a) N H j and (b) BF4  adsorbed on the M0 S2  supercell. 
The blue dashed line indicates the Fermi energy, the colored shaded areas indicate 
the DOS projected on the adsorbates. The electronic states in DOS are Gaussian 
broadened by 0.05 eV.
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In Fig. 3.15(a) the DOS is shown for NH4 adsorption. It can be seen tha t the NH4 

releases one electron into the M0 S2 CBM, resulting in a n-type channel in the M0 S2 

monolayer. On the other hand, if BF4 is adsorbed, it obtains one electron from the 

M 0 S2 [see Fig. 3.15(b)], thereby shifting the Fermi energy below the VBM of M0 S2 , so 

tha t the system is p-type. This also confirms that these adsorbed molecules are indeed 

ionized to  N H j and B FJ when put on M0 S2 . In a liquid gated transistor arrangement, 

the anions/cations are brought close to the surface of the channel by applying a bias 

at the gate. Therefore, for this system, depending on the polarity of the gate bias the 

M0 S2 is indeed predicted to have a n- or p-type conducting channel. Clearly this effect 

is maximized for a single layer of M0 S2 when compared to thicker structures. In fact, 

conductivity measurements [181] on M 0 S2 show that it decreases from going from a 

thin layer to bulk in an ionic licjuid gated environment. Moreover, depending on the 

polarity of bias, it is found tha t the conductivity indeed switches from n-type to p-type.

3.2.6 R obustness of the results against the choice of XC func- 

tionahH SE06

Finally, in order to verify that the im pm ity level alignment presented in the previ­

ous sections is robust against the choice of exchange correlation functional, we repeat 

our calculations using the HSE06 exchange and correlation functional. The M0 S2 lat­

tice constant obtained using the HSE06 functional is 3.165 A, which is only slightly 

larger than the LDA value of 3.137 A. For a pristine M0 S2 monolayer a t this relaxed 

lattice constant HSE06 exhibits a direct bandgap of 2.10 eV (compared to a LDA 

gap of 1 . 8 6  eV at 3.137 A), which is rather similar to the gap obtained applying the 

atomic self-interaction correction [see Sec. 3.3.5]. This is however larger than  the optical 

bandgap of 1.90 eV measured experimentally for M0 S2 monolayers [172]. The appar­

ent contradiction can be solved by noting th a t the optical excitations involve excitons 

with a large binding energy of the order of 1 eV, as confirmed by many-body calcu­

lations [243]. Thus, one expects th a t the true quasi-particle spectrum  has a bandgap 

of approximately 1.9-l-l=2.9 eV, in good agreement with tha t computed with the G\V  

scheme, either at the first order level [243] (2.82 eV) or self-consistently [244] (2.76 eV).

In Fig. 3.16 we report the results for four representative choices of doping, namely for 

Nb substitutional doping, as well as for Cs, NH4 and BF 4 adsorption. The calculations
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F i g u r e  3.16; DOS for the doped monolayer M0 S2 , calculated with the HSE06 
functional: (a) Nb substitutional doping, and (b) Cs, (c) NH 4 , as well as (d) B F 4  

adsorbed on the M0 S2 surface. The blue dashed line indicates the Fermi energy, the 
colored shaded areas indicate the DOS projected on the adsorbates. The electronic 
states in DOS are Gaussian broadened by 0.05 eV.

£'form /  £'ads (eV)
Impurity LDA HSE06

Nb -0.19 -0.14
Cs -0.79 -0.89

T a b l e  3.4: Theoretically calculated (DFT-LDA/HSE06) formation and adsorption 
energy, respectively for Nb doped and Cs adsorbed on the M0 S2  monolayer.

are carried with the same structures used in the previous sections, in order to make a 

direct comparison with the presented results. We find tha t for all four cases the main 

difference to the LDA results is ju st a minor change in the bandgap, while the impurity 

levels with respect to the respective Fermi energies are placed at the same positions 

observed in tlie LDA calculations. Moreover, the formation energies are similar to the 

LDA values (see Table 3.4).
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3.2.7 Conclusion

We have carried out a system atic study  on the  changes to  the  electronic s tru c tu re  of 

a M0S2 m onolayer induced by dopants. We considered substitu tional doping for bo th  

Mo and S, as well as doping by adsorption. S substitu tion  w'ith nonm etals and Mo 

substitu tion  w ith transition  m etals create deep donor levels inside the  bandgap of the  

M0S2 monolayer for m ost of the  considered dopants. V ia substitu tiona l doping we find 

th a t  it is possible to  obtain  p-type M0S2 by replacing a Mo atom  w ith a Nb. For m aking 

M0S2 n-type on the  o ther hand  we find only ra the r deep donor levels w'hen sub stitu tin g  

Mo w ith transition  m etals, w ith Re being the  one w ith the  sm allest activation barrier. 

A N -type character can also be achieved by adsorbing alkali m etals. As a last class 

of dopants w'e consider adsorption of ionic molecules, wiiich can occur during electric 

double layer form ation when M0S2 is contact w ith in an ionic liquid. These show high 

po ten tia l for inducing large carrier concentrations, bo th  electrons or holes, w ithin the  

M0S2 m onolayer. Moreover, the  changes to  the carrier densities induced by ionic liquids 

are expected to  be a general p roperty  of LTM Ds in such environm ents.
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3.3 Effects of Si02 substrate  

3.3.1 M ethodology

In order to  investigate the  influence of a Si02 substra te  on the  electronic properties 

of a ]\IoS2 m onolayer, ab-initio calculations are perform ed by using density  functional 

theory (D FT) [97, 98] w ithin th e  generalized gradient approxim ation (GGA) of the  ex­

change and correlation (XC) functional as in troduced by Perdew, Burke and Ernzerhof 

(PBE) [224] and num erically im plem ented in the  SIESTA code [125]. In our calcula­

tions, a double-(^ polarized [195] num erical atom ic orbital basis set is used for all the 

atom s and the T roullier-M artins scheme is employed for constructing  norm -conserving 

pseudo-potentials [225]. An equivalent p lane wave cutoff of 350 Ry is chosen in all the 

sinm lations and the  Brillouin zone is sam pled by using an equivalent A'-grid cutoff of 

17 A. Relaxed geom etries are obtained  w ith  the  conjugate gradient m ethod, where all 

the atom s in the  supercell are allowed to  relax until the force on each atom  is less than  

0.02 eV /A .

A trap  s ta te  is usually formed when an energy level associated w ith e ither a defect or 

an im purity  appears w ithin the  energy gap of the  host m aterial. Such tra p  s ta tes  influ­

ence the  charge tran sp o rt properties m ainly in tw'o ways. Firstly, if the  trap s  become 

charged, they  will cap tu re  a hole or an electron from the  environm ent. This produces 

a m odification of the  e lectrosta tic  po ten tia l, w'hich in tu rn s  shifts the  level alignm ents 

in th e  system , and thus affects the  conductivity. Secondly, they  can also increase the 

carrier concentration and provide pathw ays for electrons or holes to  hop. The efficiency 

of th is process depends on the  am ount of localization of the  s ta tes  associated w ith the 

defect site. If the  energy of the  localized gap s ta te  is close to  either the  valence band 

m axim um  (VBM) or the  conduction band  m inim inn (CBM ), then  a t a given tem pera­

tu re  some of these charges will be transferred  either to  th e  conduction or to  the  valence 

band, where they  m ay con tribu te  to  increase the  system  condTictivity.

W hether or not one can describe w ith ab initio  calculations such m echanism s depends 

crucially on the  ability  of com puting accurately  the  energy levels of the  system . The 

use of the  GGA (or of the  local density  approxim ation - LDA) for electronic struc­

tu re  calculations of defect levels is, in general, problem atic. One reason is the  typical 

underestim ation of the  energy gap and the  related  incorrect alignm ent of the  energy 

levels of hybrid system s. For instance an artificially reduced bandgap m ay erroneously
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bring deep traps in resonance with either the conchiction or the valence band [226, 227], 

A second source of error is the incorrect description of the charge localization at the 

defect site, a feature th a t usually leads to defects being predicted ions of to be too shal­

low [228]. Atomic self-interaction correction (ASIC) [229, 230] has been proved to over­

come these deficiencies [231, 232]. Therefore we also perform additional LDA-I-ASIC 

calculations to verify the robustness of the LDA/GGA results. In particular w'e set the 

ASIC scaling param eter to a  =  0.5, a value which is generally appropriate to mid-gap 

insulators [229].

3.3.2 D efect-free Si02 interface

Substantial experimental efforts have been devoted to deposit ultra-th in  M0 S2 lay­

ers onto Si0 2  in order to dem onstrate transistor operation, down to the single layer 

limit [169, 172, 176]. Usually amorphous oxides are used as substrates. How'ever. in 

order to avoid the com putational complexity of a highly disordered structure, a crys­

talline Si( ) 2  substrate is simulated here instead. This also allows us to  systematically 

determine the effects of individual defects and impurities on the electronic structure of 

a M 0 S2 layer. Our unit cell is constructed as a slab containing at least 6 Si atomic layers 

of Q-(iuartz and an adsorbed M0 S2 monolayer. At least 15 A of vacuum are included at 

the slab boundaries to avoid the spurious interaction betw'een the slab periodic images. 

We consider the modified oxygen-terminated (0001) Si( ) 2  surface in order to simulate 

the most experimentally relevant conditions.

Tw'o prim ary structures for the oxygen-terminated Si02 (0001) surface are possible, 

depending on w'hether the term ination is with the siloxane group (Si-O-Si) or with the 

silanol one (Si-OH). Both surfaces can form depending on the surface treatm ent [233]. 

The siloxane reconstruction at room tem perature forms an 0-term inated  surface with 

an outerm ost six-membered ring structure, as show'n in Fig. 3.17(a, b). Under an­

nealing in ambient conditions it becomes hydroxylated (Si-OH) and the reconstruction 

transforms into the silanol one, wiiich presents on the surface a zigzag H-bonded net- 

w'ork [see Fig. 3.17(c, d)]. In both cases in our simulations the dangling bonds on the 

Si-terminated bottom  surface are saturated  by hydrogen.

The optimized lattice constants of the pristine Si02 and IM0 S2 are 4.91 A and 3.19 A, 

respectively. We therefore construct a hexagonal supercell in the plane, with a 9.69 A- 

long side, so tha t the lattice mismatch betw'een Si02 and M0 S2 is minimized to ~1.2 %.
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F i g u r e  3.17: Side and top views of reconstructed  structures for the O -teriiiinated 
Si0 2  (0001) surface (a and b), and the fully hydroxylated Si0 2  (0001) one (c and d) 
(color code: cyan —+ Si, red —> O, violet —> H).

The GGA calculated bandgap of Si02 and of a M0 S2 monolayer are 6.20 eV and 1.49 eV, 

respectively. The small strain applied to the M0 S2 monolayer changes the electronic 

structure only slightly. The bandgap remains direct at the K point and it is only reduced 

by 0.22 eV from the value of 1.71 eV obtained for the unstrained case. Similarly to the 

case of graphene [234], we expect th a t the electronic structure of a M0 S2 monolayer is 

only marginally affected by its local arrangem ent on the Si02 substrate. Therefore, as 

a representative configuration we use the arrangem ent of Fig. 3.18, whei’e an oxygen 

atom is situated at the hollow site of the Mo surface triangles.

We s ta rt our discussion by presenting the properties of the defect-free hybrid MoS2/Si02 

system. The equilibrium distances, do, betw'een the Si02 and the M 0 S2 surfaces are 

3.01 A and 2.98 A for siloxane and silanol, respectively. Here do is defined as the 

vertical separation between the top-m ost O layer in the Si02 surface and its nearest S 

layer in M0 S2 . These values are similar to  the distance between two M0 S2 monolayers 

tha t we calculate to be 3.17 A. The binding energy of the MoS2/Si02 system is given 

by Ey, = £'moS2 +  -EsiOj - -^MoSa/siOa; where -E'Si0 2 ) and £'MoS2 /Si0 2  total
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F i g u r e  3.18: Top view of the optimized structu re of M 0 S2 placed on a defect-free 
(a) siloxane and (b) silanol surface (color code: light grey —> Mo, yellow S, cyan 
—> Si, red O, violet —> H).

energies of the isolated M 0 S2 , the isolated Si02 slab, and of the ]\IoS2/Si02 hybrid 

system, respectively. We find E'b for siloxane and silanol to be respectively 0.14 eV and 

0.16 eV per primitive M0 S2 unit cell. These binding energies are close to tha t between 

tw'o IM0 S2 layers (0.20 eV /im it cell), which are bound together by the rather w’eak van 

der Waals forces. As such, our results show that M0 S2 is weakly bound also to the 

Si( ) 2  surface, in agreement with recent experimental results that have measured the 

interaction between M0 S2 and an underlying Si02 substrate to be negligible [204].

Note that in general GGA-type XC-functionals do not describe accurately van der 

Waals forces. How'ever. it has been showai that the LDA/GGA is able to reproduce 

the interlayer spacing and the binding energy of layered chalcogenides [235]. We have 

then verified tha t our calculated do for bulk M0 S2 , do = 3.08 A, is in good agreement 

with the experimental value of 2.96 A [157] and also wdth the previously calculated 

theoretical estim ate of 3.05 A [236]. Moreover, in order to take into account possible 

small deviations of the relaxed distance from the experimental value due to the XC 

functional used, we have evaluated the electronic structure for do w'ithin the range 

do ±0.5 A, and w'e have found tha t the results change little with varying the distance.

3.3.3 Si02/]V[oS2 com posite w ith  siloxane reconstruction

We now" move to study the electronic structure of a IM0 S2 monolayer deposited on 

Si02 by starting  with the siloxane surface. In particular w’e consider first the situation 

w'here Si02 is defect-free. Fig. 3.19(c) shows the density of states (DOS) of the hybrid 

Si02/MoS2 system, wdiich remains semiconducting with a bandgap of 1.48 eV, i.e. with 

the same bandgap as a free-standing M 0 S2 monolayer with the same lattice parameters.
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Figure 3.19: Electronic structure of the Si02/MoS2 hybrid system when various 
defects are present at the Si02 siloxane surface, (a) The total GGA-DOS for the 
defect-free surface (black, dashed curves), and when either Na (green, solid curves), 
or H adsorbed (magenta, solid curves) are adsorbed, (b) The DOS of a pristine 
free-standing M0 S2 monolayer. The total DOS and the PDOS for M 0 S2 , when the 
M0 S2 monolayer is placed on the defect-free siloxane surface (c), on a siloxane surface 
with one adsorbed Na (d), or with one adsorbed H (e). The blue dashed vertical hne 
indicates the Fermi level, which has been set to zero in all the panels. The red shaded 
areas indicate the M0 S2 PDOS. Positive and negative DOS are respectively for spin 
up (majority spins) and spin down (minority spins) electrons.The electronic states 
in DOS are Gaussian broadened by 0.05 eV.
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F i g u r e  3.20: Schematic band diagram for M 0 S2  placed on the defect Si02 substrate
(a), and on a substrate including a defect-induced donor (b) or acceptor (c) level. 
This demonstrates the modulation of the conductivity from n-type to p-type as the 
impurity state redefines the Fermi energy in the oxide. The energy levels E y ,  E c ,  E p  
and E'vac define the valence band maximum (VBM), the conduction band minimum 
(CBM), the Fermi energy, and the vacvunn level, respectively. The subscripts 1 and 
2 refer to SiO '2 aiid M0 S2 , respectively. The blue dashed-lines indicate the Fermi 
energy of the hybrid system (common to Si02 and M0 S2 ). The thick green line in
(b) indicates the donor level and the thick red line in (c) represents the acceptor 
state in the oxide. Note that in general due to charge transfer from M0 S2 to the gap 
states, and the related dipole formation, the level alignment between E\ x and E y i  
will also change in the defective systems.

Both the  valence and tlie conduction bands of the  hybrid compouncl are associated 

w ith MoS2 . We note th a t the  p ro jected  DOS (PDO S) over 3M0 S2 extends into the 

Si02 bancigap, and the  to ta l DOS of the  combined m aterial is essentially given by 

the  superposition  of the  DOS of the  pristine slab of Si02 [Fig. 3.19(a)] and of the 

M 0 S2 m onolayer [Fig. 3.19(b)]. B oth  the  conduction and the  valence bands of Si02 are 

located a t least 1.5 eV away from those of I\loS2 . As a consequence, no charge transfer 

between the  substra te  and M 0 S2 occurs. O ne of the  basic criteria  for a selection of 

the gate  oxide is fulfilled here, nam ely th a t the oxide should have a band offset of 

over 1 eV for bo th  the  conduction and valence band in order to  create a large barrier 

for bo th  electrons and holes [237]. O ur results show th a t  the  conductiv ity  of M 0 S2 is 

not influenced by the  underlying defect-free Si02 substra te . Therefore the  m easured 

n-type or p-type conducting properties of M 0 S2 on Si0 2  m ust be due to  defects and 

im purities.

Localized sta tes, arising from im purities or defects w ithin the  oxide su b stra te  or at 

the  interface w ith the  conducting channel, can redefine the  effective Fermi level of the
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(a)
F ig u r e  3 .21: The optim ized geom etries for M 0 S2 placed on (a) the siloxane surface 
incorporating a Na impurity and (b) the dangling oxygen bond on the silanol surface, 
obtained by removing a H atom. The arrows indicate the positions of the defects on 
the surface (Color code: green —» Na, while the other colors are the sam e atom s as 
in Fig. 3.18). The arrows indicate the location of the im purities/defects.

liybrid system, as illustrated schematically in Fig. 3.20. Depending on the alignment of 

the gap states with respect to the M0 S2 valence and conduction bands, the system can 

switch from n-type [see Fig. 3.20(b)] to p-type [see Fig. 3.20(c)]. Therefore, such trap  

states are expected to give significant contributions to the conductivity of these low 

dimensional systems. In the layered structure considered in this work, the trap  states 

are expected to be located at the interface between the LTMDs and the substrate, not 

in the LTMDs themselves, w'hich usually are highly defect-free. Trap states at the Si02 

surface can have a wide range of origins, such as immobile ionic charges, Si( ) 2  surface 

dangling bonds, and foreign impurities adsorbed on the surface [238]. In the literature, 

densities of trap  states on Si02 are rej)orted in the range [239] 10^°-10^^ cm“ .̂ As 

representative dopants, here we consider tw'o possible candidates: Na atoms and Si02 

surface oxygen dangling bonds.

During synthesis and sample preparation, Si02 can adsorb relatively light impurities 

such as Na and K [240] at its surface. In order to simulate the effects of such impurities 

on the electronic structure of the M0 S2 channel a single Na atom is placed on top of the 

siloxane Si02 surface. Given the lateral dimension of our supercell, this corresponds to 

an im purity density of ~10^^ cm “ ,̂ which is close enough to recently reported values 

of trap  states densities, reaching up to ~10^^ cm~^ for thin M 0 S2 layers deposited on 

Si02 [166, 187]. The most energetically favorable binding position for Na is found to 

be at the center of the surface oxygen triangle [see panel (a) of Fig. 3.21], A Na adatom 

adsorbed on a pristine Si02 surface creates a deep donor state in the DOS, with a single 

particle level at about 2 eV below the Si02 CBM [see Fig. 3.19(a)]. Note tha t such
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a state  is singly occupied and therefore spin-splits in our spin-polarized calculations, 

with the em pty minority spin state (spin down) laying approximately 1 eV below the 

CBM and 1 eV below the Fermi level.

W hen a M0 S2 monolayer is deposited over the the Na-doped Si02 surface, increases 

to 3.24 A at the edges of our unit cell, w'hereas at the Na site the 0-S  distance becomes 

3.45 A. The enlargement of the binding distance compared to th a t of the pristine 

Si02/MoS2 system is a direct consequence of the Na intercalation at the interface. 

The electronic structure of the composite is strongly affected by the presence of the 

Na ion, as shown in Fig. 3.19(d). Also in this case the to tal DOS appears as a direct 

superposition of those of Si02 and M0 S2 . However the presence of the Na filled state 

shifts the Fermi level, which now gets pinned just below the M 0 S2 CBM. The resulting 

DOS around E-p is thus tha t of the defect-free M0 S2 conduction band with the addition 

of a Na-derived im purity level positioned below it. Hence, the gap state  is moved below 

the Fermi energy, resulting in a very small activation energy for the transfer of electrons 

from Na to the M 0 S2 conduction band. This is the situation schematically presented 

in figure 3.20(b), which leads to n-doping.

If we now replace Na with H on the Si02 siloxane surface, the associated filled gap state 

lies deep in the Si02 bandgap [see Fig. 3.19(a)], despite the fact tha t H and Na share 

the same s-like valence. The same situation persists in the composite [see Fig. 3.19(e)], 

w'here the H-derived filled spin-up level remains at mid-gap, approximately 0.5 eV 

above the VBM, w'hile the em pty spin-down one is nearly resonant within the con­

duction band. This situation however does not leads to doping so th a t H can not 

influence the conductivity of the MoS2/Si02 structure. The quantitative difference 

found between the results for the Na and the H case show tha t, in order to obtain 

n-type character, only impurities with rather small ionization potential are relevant. 

These can transfer one electron to the M0 S2 conduction band with small activation 

energy. The activation energy is a key factor in the determ ination of the threshold 

voltage, Vth, required to operate a transistor in the on-state. As a consequence, the 

experimentally measured values for which show a large variation for different sam­

ples [186], are then attributable to  varying concentrations and properties of the trap  

states from sample to sample.
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F i g u r e  3.22: Electronic structure of the Si02/MoS2 hybrid system when various 
defects are present at the Si02 silanol-reconstructed surface, (a) GGA-DOS for the 
defect-free surface (black, dashed curve) and for the one where on a Na atom in 
placed at the hollow site, (b) The GGA-DOS for the defect-free surface (black, 
dashed curve) and for the one where one O dangling bond is induced by a single H 
removal (green, solid curve labelled as SiO*). The total DOS and the M0 S2 PDOS for 
the Si02/MoS2 composite when the M0 S2 monolayer is placed on (c) the defect-free 
surface, (d) on the surface with a single adsorbed Na atom, and (e) on the surface 
with a O dangling bond created by removing a single H atom. The blue dashed line 
indicates the Fermi energy, which is set to zero in all panels. The red shaded areas 
indicate the M0 S2 PDOS. Positive and negative DOS are respectively for spin up 
(majority spins) and spin down (minority spins) electrons. The electronic states in 
DOS are Gaussian broadened by 0.05 eV.
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3.3.4 S i02/M oS2 com posite w ith  silanol reconstruction

Next we move to  exam ine the  case of the Si02 surface w ith silanol reconstruction, 

whose DOS is presented in Fig. 3.22(b). Sim ilarly to  the  siloxane case, the  PD O S for 

the  defect-free M oS2/Si02 com posite [see Fig. 3.17(c)] corresponds to  a superposition 

of the DOS of the  isolated M 0 S2 [Fig. 3.19(b)] and Si02 [Fig. 3.22(b)] com ponents, 

indicating weak in teraction  between the  tw'o m aterials. W hen a N a atom  is in tercalated  

betw'een the  silanol surface and the  M 0 S2 layer, w'e find th a t the  system  becomes n-type 

[Fig. 3.22(d)], in the  sam e way as for the  siloxane surface. This indicates th a t Na is an 

efficient n -dopant for M 0 S2 on Si0 2  regardless of the  surface reconstruction.

In general therm al annealing of the  silanol surface creates under-coordinated oxygen 

atom s (S i-0*). These appear as stab le  surface defect centers and act as typical charge 

trap s in oxygen rich Si02 [241], since they  are able to  cap ture  an ex tra  electron in 

their dangling bond. In our calculations, such defects are created  on the  Si-OH surface 

by rem oving a H atom  from the  top  surface [see Fig. 3.21(b)]. For such a defect 

we find th a t the  em pty acceptor s ta te  is created  ~ 0 .9  eV above the  Si02 VBM [see 

Fig. 3.22(b)]. Once M 0 S2 is layered onto the  surface, the  value of do at the  boundary 

of our H-deficient \nht cell is do =  2.98 A, which is approxim ately  equal to  th a t for 

the  pristine sm’face, w’hereas at the  dangling bond site th e  O-S distance is significantly 

reduced to  2.68 A. W hen placing the  M 0 S2 m onolayer on th is defective surface, the 

dangling bond s ta te  gets filled by captm ’ing an electron from the  M 0 S2 valence band, 

so th a t the  Fermi energy now lies ju st below the  M 0 S2 VBM  [see Fig. 3.22(e)]. This 

is the  level alignm ent presented in Fig. 3.20(c), which makes the  com posite p-type. 

Note th a t  the  ra the r high density  of oxygen dangling bonds in our system  causes a 

large surface charge density  dipole, w'hich shifts the  M 0 S2 DOS downwards in energy 

by m ore th an  1 eV w'ith respect to  the  Si02 substra te . By m odulating  the  density  of 

such defect types one m ay be able to  change such a shift.

We observe th a t  for Si02 siloxane surface the  im purity  levels are much less deep in the 

bandgap (~  1.5 eV) th an  th a t  of the Si02 silanol surface (see F ig .3.19 and 3.22). So we 

expect a large energy shift of the  VB (CB) of Si02 w'ith respect to  th a t of the  VB (CB) 

M 0 S2 band-edges, for exam ple as shown in Fig.3 .19(d) and 3.22(d). Here we m ention 

th a t the large im purity  concentration (10^4 cm “ ^) in Si02 siloxane surface m ay be the 

cause for a closure of the  im purity  levels in th e  bandgap.
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F i g u r e  3.23: Density of states for the defective Si02/M oS2 composite calculated 
with the ASIC XC functional. In panel (a) we report the DOS for the siloxane 
reconstruction with an intercalated Na atom [corresponding to Fig 3.19(d)], while in 
(b) tliat for the silanol reconstruction and an O dangling bond obtained by removing a 
surface H atom [corresjionding to 3.22(e)]. The electronic states in DOS are Gaussian 
broadened by 0.05 eV.

3.3 .5  R o b u stn ess  o f  th e  resu lts  against th e  choice o f  X C  func­

tional: A SIC

Finally, in order to verify th a t the calculated level alignment is robust against the 

choice of exchange and correlation functional, we have repeated our calculations by 

using the ASIC scheme. As expected the ASIC functional increases the bandgap of 

IM0 S2 and Si02 respectively to 1.73 eV and 8.02 eV (for the same strained hybrid 

structure used in the previous sections). In the case of Si02 this brings the calculated 

value sensibly closer to the experimental one of 8.9 eV [242], as expected from the ASIC 

when dealing with an insulator whose valence and conduction bands have different 

orbital content [229, 230].

The situation for M0 S2 is more complicated and deserves a detailed discussion. In 

this case the bandgap is defined by bands dominated mainly by Mo-d orbitals and 

the ASIC opens it only marginally. For a free-standing M0 S2 monolayer the ASIC 

(q =  0.5) returns a direct bandgap of 2.03 eV (compared to a GGA gap of 1.71 eV).
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Note th a t the  LDA value is 1.86 eV so th a t  the  LDA already partially  opens the  gap 

w ith respect to  the  GGA. It is also notable th a t  an enhancem ent of the screening 

param eter q to  a  =  1 (full atom ic correction) produces a m arginal further increase of 

th e  gap to  2.10 eV. Com paring GGA, LSDA, ASIC, and HSE06, we therefore find only 

m inor quan tita tive  difference in the  size of the  bandgap [see Sec. 3.2.6].

We now' go back to  the  Si02/]\IoS2 com posite and in Fig. 3.23 w'e report two represen­

ta tive  results for the  case of Na adsorbed on the  siloxane surface and for th a t  of the  O 

dangling bond on the  silanol one. We find th a t  for th e  first case, although the bandgaps 

of the  tw'o parent m aterials are bo th  increased, the  Fermi energy is still pinned at the 

bo ttom  of the  M 0 S2 conduction band [Fig. 3.23(a)]. As a consequence N a still leads to 

n -type  sem iconducting character w ith a small activation barrier. Sim ilarly th e  O dan ­

gling bond on the  silanol-term inated surface leads to  p-type sem iconducting character 

[see Fig. 3.23(b)], w ith the  Fermi energy positioned below' th e  M 0 S2 valence band. This 

indicates th a t  our two m ain results rem ain unchanged w'hether calculated at the  GGA 

or ASIC level, i.e. they are robust w'ith respect to  the  choice of exchange-correlation 

functional.

3.3 .6  C onclusion

T he effects of the Si02 su b stra te  on the  conductiv ity  of a sem iconducting M 0 S2 m ono­

layer are investigated. T he defect-free Si02 surface does not affect significantly the 

electronic properties of M 0 S2 due to  their w'eak m utual in teraction. The conductive 

properties of M 0 S2 do not change and Si02 appears as an ideal gate m aterial. However, 

when Na atom s are placed at th e  Si02/M oS2 interface, a shallow donor tra p  s ta te  is 

created  ju st below the CBM  of the  hybrid S i()2 /M oS 2 com posite. The small activation 

energy (~0 .10  eV) makes the  hybrid M oS2/N a-Si02 system  an n-type sem iconductor 

even for ra th e r low' tem pera tu res. Interestingly, the  behavior is different for H adsorp­

tion, where the  im purity  level is created  ~ 0 .9  eV below' the  CBM , resulting  in a stable 

localized charge th a t  cannot be easily prom oted to  the CBM  and does therefore not 

affect the  conductivity.

In con trast, in the  case of oxygen dangling bonds on the  silanol-term inated Si02 surface, 

the  Fermi energy of the  M oS2/Si02 system  is located ju st below' (0.03 eV) the  VBM , 

m aking the  system  a p-type sem iconductor. These results show' th a t  the  conductiv ity  

of u ltra -th in  sem iconducting LTM Ds changes from n-type to  p-type depending on the
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charge-polarity of the traps, as well the energy level alignment of the trap  states within 

the LTMDs band gap. These kinds of trap  state  at the Si02 surface are likely to  be 

the origin of the observed change in conductance in different experimentally realized 

MoS2 -based transistors. Intriguingly, our results suggest the possibility of intentionally 

doping M0 S2  by depositing different adsorbates over the substrate Si02 surface. This 

can pave the way for a new' strategy in the design of two-dimensional devices, where 

the electronic properties of the channel are engineered by m anipulating those of the 

substrate.



Chapter 4

Electric Field Effects on Low 
Dim ensional Nanostructures

Over the past several years one dimensional (ID) nanostructures, such as nanotubes, 

wires, rods, belts and ribbons have attracted  growing interest from researchers keen 

to  investigate the wide array of photophysical, photochemical and electron-transport 

properties that are unique to their dimensionality [245. 246]. The study of these 

nanostructures has also been facilitated by recent advances in nano-lithographic tech­

niques [247], such as electron beam or focused-ion-beam (FIB) writing [248, 249] and 

X-ray or extreme-UV lithography [250], whereby such ID systems can be readily fab­

ricated in the research laboratory. From a nanotechnology perspective, ID structures 

offer a range of potential applications tha t are different from those provided by their 

2D and 3D counterparts [245, 251].

\Miile carbon nanotubes (CNTs) remain the most widely studied ID nanostructures to 

date, uanowires (NWs) and nanoribbons (NRs) have lately received increasing attention 

as possible alternatives. In particular the fact th a t the electronic structure of NRs can 

be modified by m anipulating their edges, which usually are more reactive than the bulk, 

offers a powerful tool for customizing such nanostructures to a particular application. 

A recent experiment has shown tha t in nanoscale electronics, semiconducting NRs have 

comparable or exceeding performance to th a t of single crystals as their carrier mobility 

values, and on-off current ratio (in field effect transistor) have been enhanced [252]. For 

these reason recent times have witnessed an explosion of theoretical and experimental 

studies on NRs. Primarily these have been devoted to graphene NRs (GNRs) [38, 253, 

254] but many other materials have been either made or predicted in the NR form.

77
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These m clude BC 3 [255, 256], BN [257, 258, 259], ZnO [260, 261, 262], Si [263, 264] 

etc. Intriguingly for some of these, a m agnetic [262, 264] or even a half-m etalhc ground 

s ta te  has been predicted. [265]

Alongside different dim ensional nanostructu res, the  investigation of sem iconductor nan­

oclusters (OD) has recently a ttrac ted  considerable of experim ental and theoretical in ter­

est [266, 267, 268, 269]. The spatia l confinem ent of electrons in very small nanoclusters 

can induce size-dependent properties in th e  electronic s truc tu re  of nanoclusters. For in­

stance, they  m ay exhibit a d istinct functional change in, for exam ple, optical, m agnetic, 

or electronic properties [266]. Varying th e  size of nanoclusters or applying an external 

p e rtu rbation  allows the  electron affinity and ionization po ten tia l of the  nanoclusters 

to  be tuned, which m ay affect the  ra te  of charge transfer [270]. One of the  m ajor 

m otivations to  s tudy  nanoclusters is to  explore th e  current device technology in w'hich 

b e tte r  perform ance could be achieved com pared to  o ther nanostructures. For example, 

for a large area application, such as LED s (light em itting  diode) and photovoltaics, 

nanoclusters have the  advantage of having size tunab le  absorption and emission [270].

Much intensive research has been devoted to  tun ing  the  ban d stru c tu re  due to  con­

finement induced quantization  of th e  continuous band sta tes [271]. h i general, the 

ability to  control the  electronic properties of m aterials by an ex ternal pertu rbation  

such as an electric field, a m agnetic field, s tra in , light, external doping is at the  heart 

of m odern science and technology. In m any cases, an electric field can change the 

carrier concentration and the  m obility in a sem iconductor [36]. Particularly , an ex­

ternal transverse electric field (iiext) can tune  the  electronic and m agnetic properties 

in various nanostructu res. For exam ple, a tran sition  from insulator to  half-m etal has 

been dem onstrated  theoretically  [272] in zigzag GNRs. Moreover, A gapito  et al. have 

studied the  m agnetism  under E'ext applied on a single layer nanoclusters suggesting a 

poten tia l application in spintronics devices [273].

From the  paren t M 0 S2 single-layer crysta l several nanostructu res can be made. In fact 

a num ber of p repara tion  m ethods for M 0 S2 nanostructu res including nanowires [80], 

nanoribbons [81, 275], nanotubes [274], triangu lar nanoclusters [277], and nanom eter 

flowers [276] have been reported . All these nanostructu res have been trad itionally  

studied in the  context of catalysis for desulfurization processes [277, 278], nanolubrica­

tion [279] and as therm oelectric m aterials [205]. M ore recently M 0 S2 has also a ttrac ted  

a tten tion  as a po ten tia l electronic m aterial. In particu lar, recently M 0 S2 NRs transis­

tors w ith high on-off ratio  (~  10^) have been dem onstrated  [187]. Here we explore a
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different aspect, nam ely how the  electronic properties of M 0 S2  arm chair nanoribbons 

(ANRs) can be m anipulated  by the  application of an external electric field, i^ext- 

p articu la r we look a t the  possibility of inducing a m etal-insu lator transition  in the 

nanoribbons, and a t the  associated m agnetic m om ent form ation via the  Stoner mech­

anism^ in the  search for a large m agneto-electric effect. O ur s tudy  thus com plem ents 

those already reported  in th e  litera tu re  for graphene [272], BN [257], BC 3  [255] and 

AIN [280]. Next w'e extend th is s tudy  of electric field effects onto single layer nanoclus­

ters.

We are in terested  in studying  the  electronic s tru c tu re  of ANRs, although at present 

there  is no experim ental evidence for such type of edge term ination . In contrast D FT  

calculations show the  relative stab ility  between the  arm chair and zigzag NRs [288]. 

However, in case of W S 2  ( isostructu ral to  M 0 S2 ) m onolayered zigzag edges have been 

identified recently through scanning transm ission electron microscopy (STEM ) [281]. 

M oreover, for graphene (most widely studied among the  2D layered m aterials) the 

form ation of the  zigzag and arm chair edges have been characterized in a controlled 

w'ay [282]. In th is context, experim entally  it has been reported  th a t different types of 

edges term inations are present in M 0 S2 m onolayer nano-cluster [158]. Moreover, the 

form ation of various edges structu res also observed in these clusters depends on the 

grow th conditions [158]. Therefore here we shed some light on the  edges term inations of 

an ANR in the  section 4.2.6. We note th a t following th is w'ork, an arm chair nanoribbon 

has been synthesized using top-dow'n fabrication technicjue [283].

Im purities in ANRs can generally change the  ribbon’s electronic and m agnetic p roper­

ties, i.e. these are an im portan t factor in tun ing  the  m aterial for specific applications. 

In trinsic im purities, which m ainly form during the  synthesis or under am bient condi­

tions are crucial in such kind of nanostructu res as their properties are ruled entirely by 

th e  edge’s construction. In th is w'ork we s tudy  the effect of C r substitu tiona l in place of 

Mo in a ANR. The m ain m otivation behind th is s tudy  is to  explore a way for inducing 

m agnetism  in a sem iconducting ANR. Cr, in fact, is isovalent to  Mo (it is one row up 

in the  periodic table), bu t possesses partially  filled 3d shell (in con trast to  the  4d  shell

^The basic idea behind the S toner criterion [298] is as follows. D ue to  the localized density of sta tes, 
electrons will experience a strong Coulomb repulsion if they occupy the sam e orb ita l, in which case 
they m ust have opposite spin orien tation  due to  the Pauli exclusion principle. Therefore, to  reduce 
the Covilomb energy, it is energetically favorable for the electrons to  occupy different orb ita ls w ith the 
sam e spin {i.e. generating a non m agnetic m om ent) instead of having parallel spin configuration. To 
accom plish this, electrons m ust be transferred  to  previously unoccupied orb ita ls w ith higher kinetic 
energy. Essentially, the S toner criterion  establishes a balance between Coulom b repulsion, Pauli 
exclusion principle, and an increased kinetic energy explicitly for continuous electronic bands.
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of Mo), which can support a m agnetic m om ent. We know th a t  the  exchange energy is 

relatively large for light atom s such as C r (as com pared to  Mo). A lthough, there is no 

experim ental s tudy  on Cr doped M 0 S2 -NRS, sim ilar experim ental as well as theoretical 

investigations have been conducted on tran sition  m etals doped (such as Co, Ni) M 0 S2 

nanoclusters, due their po ten tia l application as cataly tically  active m aterials [278]. 

Recently A taca et al. have studied  the  electronic s tru c tu re  of atom s absorbed on the 

A N R ’s surfaces and their studies an im portan t inform ation tow ards its functionaliza- 

tion [303]. In addition, C r-doped bulk M 0 S2 have been synthesized and are promising 

for tribiological applications under a high hum idity  environm ent [284]. Interestingly a 

monolayer Moi_a;W 3;S2 alloy (Vv is also isoelectronic to  Mo) has been synthesized [285]. 

Such alloying are im portan t to  tune  the  electronic and m echanical properties, w'hich 

m ay have po ten tia l for bandgaj) engineering and their edge-structure-related  cataly tic  

behaviors [285].

4.1 Com putational details

Electronic s tru c tu re  calculations are perform ed using density  functional theory (D FT) 

and the  C eperly-A lder pararnetrization  [193] of the  local spin density  approxim ation 

(LSDA) to  the  exchange and correlation functional. In particu lar we employ the 

S IE S T A  code [125]. A double-C polarized [195] num erical atom ic o rb ita l basis set for 

Mo and S is used together w ith the  T roullier-M artins scheme for constructing  norm- 

conserving pseudo-potentials [194]. T he pseudo-potentials are generated  by trea ting  

the  following electronic s ta tes  as valence s ta tes  : Mo: 5s'5p°4d®4/°; S: 3s^3p^3d°. An 

equivalent plane wave cutoff of 250 R y is chosen for the  real space grid. T he Brillouin 

zone is sam pled using a (1 x 100 x 1) M onkhorst-Pack grid for the  NRs, while for the 

single layer triangu lar nanoclusters (TN C s) the F-point is only employed in the calcu­

lations. In bo th  cases, periodic boundary  conditions have been included and a vacuum 

layer of a t least 15 A is placed at the  edges of the  ribbon b o th  in plane, and out of 

plane in order to  suppress the  in teraction  betw een th e  ribbon periodic images, whereas 

the  vacuum  layers are placed along all directions in th e  case of TN Cs. T he conjugate 

gradient m ethod is used to  optim ize the  geometry, where all th e  atom s in the  unit cell 

are allowed to  relax under the  action of the  ex ternal electric field until the  forces on 

each atom  are less th an  0.03 eV /A .
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In our calculation we do not consider explicitly any correction term s, which arise due 

to  the  dipole when an external field is applied to  the  cell. Due to  periodic boundary  

conditions, the  image charge will then  be repeated. Here we use a vacuum  separating  

betw een cells large enough th a t  such electrostatic  in teraction  between the  image charges 

can be neglected. Indeed we observe th a t the  electronic s truc tu re  does not change when 

the  length of vacuum  region is as large as 25 A.

4.2 Electric field effect on M 0 S2 N anoribbon

4.2.1 N anoribbon Structure

Each layer of bulk M 0 S2 is used as the  2D tem pla te  for constructing  the  NRs. Similarly 

to  C nano tubes [286], M0 S2 NRs m ay be described by 2D prim itive lattice  vectors, a and 

b, of the  paren tal 2D struc tu re  and tw'o integer indices (n ,m ) [287], so th a t the  chiral 

vector is defined as 6 '/, =  na + mb. Three types of NRs can thus be identified: zigzag for 

n = m . armchair  for ri 7  ̂ 0 , ryi = 0 , and chiral for n ^  m  [see the  Fig. 4.1(a)]. M 0 S2- 

ANRs are nonniagiietic sem iconductors irrespective of their size, w hereas the  zigzag 

nanoribbons (ZNRs) are p red icted  to  be m etallic and m agnetic [288]. Since om' goal 

is th a t  of describing an elect ric-field induced m etal-insu lator transition , our s ta rtin g  

point nuist consist of NRs w ith an insulating ground sta te . Nevertheless, the electric 

field effect also has been stud ied  in zigzag nanoribbons [289]. As such we consider only 

ANRs. As a m atte r  of no tation , following several previous studies [257, 288, 290], we 

identify the  different sized M 0 S2 ANRs as n-ANR, w'here n is the  num ber of dim er 

lines across the  term inated  direction of the  2 D M 0 S2 layer, i.e. across the  non-periodic 

dim ension of the  nanoribbon [see Fig. 4.1(b)]. The m ultilayer ribbons are constructed  

by placing single layer ribbons on top  of each o ther w ith an ABA stacking [291].

4.2.2 Electronic structure of ]V[oS2-A N R

In Fig. 4.1(b) the  optim ized geom etry of a M 0 S2 10-ANR is show'n (the periodicity 

is along the  y-direction). For sym m etric ANRs (n odd) th e  tw'o edges have m irror 

reflection sym m etry, w'hile th is is not the  case for the  antisym m etric  ones {n even). 

O ur calculations show th a t  the  two possible ribbon configurations are energetically 

degenerate (see Fig. 4.2), m eaning th a t  th e  to ta l energy per atom  scales w ith  the ribbon
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F i g u r e  4 .1:  (a) Structural relation between a single layer 2D M0 S2 sheet and a 
nanoribbon. The vector a and b are the primitive vectors for the M0 S2 lattice. The 
chiral vectors Ch =  na + mb is specified by {n,rn). The (n,0) direction (red arrow) 
and the (n, ni) (green arrow) direction indicate the “armchair” and “zigzag” edge 
respectively and the corresponding dotted lines denote the periodic direction of the 
nanoribbons. (b) The optimized structure of a M0 S2 10-ANR. The ribbon is periodic 
along the y direction. Color code: grey (dark grey) =  Mo, yellow (light grey) = S.

size bu t does not depend on the  ribbon synnnetry. We have tlien checked th a t  the 

eleotronic properties and their dependence on the  ex ternal electric field are insensitive 

to  the  ribbon geom etry and here d a ta  are presented only for the  asym m etric case. In

-315
Sym metric ANR  
Antisym m etric ANR  
Single layer-315.1

-315.2

■S-315.3

-315.4

-315.5 12 24
ANR W idth (n)

F i g u r e  4.2: Total energy per atom for various n-ANRs as a function of n. Note that 
the symmetric (n odd) and antisymmetric (n even) congurations are energetically 
degenerate.

order to  determ ine the  ground s ta te  of the  different n-ANRs, we have first carried out 

bo th  spin-unpolarized and spin-polarized to ta l energy calculations including geom etry 

optim ization. We take  the  case of a 10-ANR as an exam ple and we use its electronic 

s tru c tu re  to  discuss th e  general p roperties of such a NRs class. From the  baridstructure
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F ig u r e  4.3: Electronic structure of a 10-ANR as a function of an external transverse 
electric field, isext- In (a) we present: (left) the band structure and (right) the LDOS 
respectively of the CB (top) and VB (bottom ) for E e x t  ~  0. In (b) the same quantities 
are shown for E'ext =  1-4 V /n m . The LDOS are taken over the energy range indicated  
by the red (dark gray) and green (light gray) boxes respectively above and below  
the Fermi level (see band-structure). N ote that in both cases the CB and VB are 
characterized by states located at the NR edges.

[shown in Fig. 4.3(a)], it is clear th a t a 10-ANR is a iiori-niagnetic semicoiiciiictor w ith 

a direct (LSDA) bandgap of 0.45 eV at the F point. This is in agreem ent w ith previous 

calculations [288]. The local density  of sta tes (LDOS) of the  conduction band (CB) and 

valence band (VB) [shown in Fig. 4.3(a)] indicates th a t  the  electronic s ta tes  around 

Ep are com pletely localized at the  A N R ’s edges. T he CB and the  VB originate from 

a hybridized mix of Mo-4<i and S-3p orbitals with the  hybrid ization being stronger in 

the  VB th an  in the  CB.

Such results are relatively independent of the  ribbon size, and unlike graphene NRs, all
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F i g u r e  4 .4 ;  Variation of (a) the elem entary LSDA bandgaps and (b) the lattice 
constants w ith w idth of ANRs.

the  M 0 S2 AN Rs are seiniconducting. For th e  sm aller ri-ANRs (71 <  24), the  bandgap 

oscillates in m agnitude w ith  increasing n  and finally converges to  a constan t value of 

around 0.52 eV for larger sized ribbons (n >  24) [see Fig. 4.4(a)]. The sam e oscilla­

tory  behavior has been observed in earlier calculations [288] and it is qu ite  sim ilar to  

th a t  p redicted  for BN-ANRs [258]. As n increases we also observe oscillations in the  

equilibrivnn la ttice  constan t, w'hich slowly approaches a constan t value of ~  3.132 A 

[see Fig. 4.4(b)], sim ilar to  th a t  calculated for the  infinite M 0 S2 single layer. We thus 

note th a t  the  calculated bandgaps for all n-A N R s are nnich sm aller th an  th a t of the  

infinite M0 S2 single layer (1.90 eV), while the  la ttice  constan ts deviate only marginally. 

T he reason for such a difference is rooted in the  fact th a t bo th  the  VB and CB of the  

ribbons are form ed by s ta te s  strongly localized a t the  two edges. Indeed these s ta tes  do 

not exist in the  case of the  infinite M0 S2 single layer and they  are sim ply a consequence 

of the  different wave-function boundary conditions.
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F i g u r e  4 .5 : V a r ia tio n  o f th e  e le m e n ta ry  LSDA b a n d g a p  w ith  th e  a p p lie d  tra n sv e rse  
e lec tric  field . E e x t ,  for 10-ANR (b lack  c irc les), 16-ANR (red  sq u a re s ) ,  24-ANR (g reen  
d ia m o n d s) .

4.2.3 R esponse o f a M 0 S 2-A N R  to E’ext

We now discuss the  response of the electronic s tru c tu re  of the  M oS)-ANRs to  a sta tic  

ex ternal electric field, E^xt- As m entioned earlier, the size of the  ribbon bandgap is 

determ ined by the  energy position of the  edge s ta tes  forming the  CB and the  VB. Thus 

any change in the  ANR bandgap under an applied field would be m ainly determ ined 

by the  response of its edge sta tes. It is w'orth noting th a t  for E^^t = 0, bo th  the  CB 

and VB are doubly degenerate as there  are tw'o s ta tes  in each band corresponding to  

the  tw'o edges of the  ribbon (this m eans th a t  the  electron density  corresponding to  

either the  CB or the VB is equally d istribu ted  over the  two opposite edges). We find 

no gap m odulation w’hen E^xt is perpendicular to  the  plane of the  ribbon, indicating 

th a t  a p lanar M0 S2 nano-structu re  w ith a longitudinal gate will no t be electronically 

responsive. In con trast a significant m odulation of th e  bandgap can be obtained  by 

m eans of a transverse field. This is applied along the  2-d irection according to  the  geom­

e try  of Fig. 4.1(b). In practice in our calculations a periodic saw 'tooth-type po ten tia l 

perpendicular to  the  ribbon edge is used to  sinuilate the  transverse  electric field in the 

supercell so th a t  the  po ten tia l rem ains hom ogeneous along th e  ribbon edges [292].

As the  transverse E^xt is applied, the  bandgap decreases m onotonically while rem aining 

direct a t P [see Fig. 4.3(b) and Fig. 4.5]. Such behavior can be understood  by assum ing 

little  in teraction  betw^een the  electron densities at the  two edges. U nder th is assum ption
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the only effect produced by a transverse electric field is tha t of creating an electrostatic 

potential difference across the ribbon. As a consequence, the band manifold (either 

belonging to  the VB or the CB) localized at the edge kept at the higher external 

potential moves upwards in energy, while tha t kept at the lower potential moves in the 

opposite direction. Hence, the new bandgap of the system in the presence of an external 

electric field is formed between the CB manifold localized at the lower potential edge 

and the VB manifold localized at the opposite one. The edge degeneracy is thus broken. 

As the field strength increases the bandgap reduces further and eventually vanishes for 

a critical field, Ec, characteristic of the specific nanoribbon. Note th a t such a Stark- 

driven gap modulation has been previously reported for C nanotubes [293] and for 

nano-ribbons made of different materials such as graphene [272], BN [257, 258, 294], 

AIN [280] etc. Notably, in the case of M 0 S2  and in contrast to some other compounds 

such as BN [294], the gap closure is independent of the field polarity, reflecting the 

perfect mirror symmetry of the ribbon’s edges.

Fig. 4.5 shows the evolution of the bandgap as a function of the external electric field 

for three selected nano-ribbons, respectively 10-ANR, 16-ANR and 24-ANR. In general 

we observe tha t the bandgap drops more rapidly with E^xt as the size of the 7 7 -ANRs 

gets larger. Such a width dependence can be easily rationalized by assuming again little 

interaction between the two ribbon edges. In this case the potential diflference between 

the edges necessary to close the gap is the same regardless of the ribbon size. If one now 

assumes tha t the potential drop inside the ribbon is approximately uniform (linear), 

we will conclude th a t larger ribbons necessitate smaller electric fields to sustain the 

same potential difference at the edges. As such the critical field, Ê ., decreases with the 

ribbon width and already for a 24-ANR it assumes a value around 4 V /nm .

Our calculated values for the critical field E^ are quite similar to those obtained before 

for BN [294] and AIN,[280] despite the fact that the bandgaps in these materials are 

much larger. Such a fact however should not be surprising. In fact, the bandgap 

closure occurs because of the almost rigid shift of the edge-localized ribbon CB and 

VB when the field is applied. As such, the condition for gap closure is th a t the external 

field produces a potential difference, A V, at the nano-ribbon edges th a t matches the 

ribbon bandgap, AiSg, i.e. e A V  =  AE'g, where e is the electron charge. Under the 

assumption of a linear potential drop (constant electric field) inside the ribbon, we 

obtain the relation e A V  = eEg^t^, where n is the ribbon dielectric constant along the 

transverse direction and d is the ribbon width. The critical field for the gap closure



C hapter 4. Electric Field Effects 87

E =8 . 9V/nmext

><u

UJ
I

LIJ

1 k „ =  0.11/a
0.1

0

-0 . 1,

1

>

m
I

UJ

E =13 .3V/nmext

1 k „ =  0.18/a
0.1

- 0 . 1,

1

F i g u r e  4.6: Non-spin polarized LDA-bandstriicture of a \ I 0 S2 10-ANR in presence 
of a transverse field of magnitude close to that needed for the gap closure: Eg^t =  
8.9 V /nm  (left) and £ ’ext = 13.3 V /nm  (right). The smaller figures are a zoom 
aroimd the Fermi level (a is the lattice constant).

then  sim ply reads
ed 1

AE„  =  eAV-'' =  Ec—  Ec cc —- , (4.1)
K ed

where the  second equality follows from the  fact th a t the  dielectric constan t is ap­

proxim ately inversely proportional to  the  m aterial bandgap. The Ecjn. (4.1) has two 

im portan t consecjuences. On the  one hand, it tells us th a t the  critical held for the  gap 

closure is approxim ately m aterial independent. On the o ther hand, it establishes a 1 /d  

decay of E^ w ith th e  ribbon width.

Before the  bandgap closes com pletely w ith increasing i^ext tin in teresting  effect is ob­

served in small sized ANRs (for exam ple in 10-ANR), nam ely th a t  the  gap rem ains 

direct bu t it moves away from P tow ards Y in the  ID  Brillouin zone. This shift occurs 

sim ultaneously w ith bandgap reduction and it is seen to  become m ore pronounced as 

Eext gpfs larger. Such an effect can be observed in Fig. 4.6 w'here the  b and -struc tu re  of 

the 10-ANR is p lo tted  for tw'o different values of the  electric field. T he bandgap  shift 

away from F appears because of the  in teraction  betw'een the  two edges of th e  ribbon 

and can be explained w ith the  help of a sim ple tight-binding m odel, wdiich we develop 

next.

As already m entioned, the  CB and VB are extrem ely localized a t the  edges of the  ANR, 

so th a t their dispersion is solely determ ined by the  longitudinal dim ension. T hen  we 

can model their electronic s tru c tu re  by considering a sim ple nearest-neighbor tight
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binding m odel for two linear chains (mimicking the  two ID  edges). For simplicity, we 

take only s orb itals in the  m odel and the  CB and VB are sim ply characterized by two 

different on-site energies, respectively 6l and 6r (L and R stand  for left and righ t-hand 

side edge). T his is of course a ra the r crude m odel, as bo th  p and d orb itals are excluded. 

However, the  bandgap closure and th e  form ation of a m agnetic m om ent bo th  originate 

from the  one-dim ensional n a tu re  of the  edge s ta tes  and not from the  details of their 

o rb ita l com position. O ur sim ple m odel cap tu res the  essential features of this problem , 

w'hile further details rela ted  to  edge specific n a tu re  will be discussed at the  end of this

F i g u r e  4.7: The band-structure of two linear chains calculated by using a simple 
tight-binding model. In the top panel the interaction between the chains is assumed 
to vanish, while in the bottom  one there is an additional hopping m atrix element 
between atoms belonging to different chains (the chains are arranged on a square 
lattice). The horizontal dotted line in the lower panel corresponds to the Fermi level.

T he two edges of a nanoribbon  in terac t w ith  each o ther in two possible ways. O n the 

one hand, electrons can tunnel betw een the  two edges w ith a probability  given by the 

hopping integral t. T his is expected to  decrease as the  ribbon w idth  becomes larger. 

On the  o ther hand, upon the  application of an external field, the  charges a t the  tw'o 

ribbon edges will in terac t electrostatically . Such an in teraction is taken  into account by

section.

1

1
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the  dielectric response of the  ribbon, which is described by the transverse com ponent 

of th e  dielectric constan t k . The po ten tia l difference between the ribbon edges, A V ,

two edges are simply, = (h ~  cosk,  and, =  cr +  2 t 2 COsk, where >  0 and 

t2 > 0 are the  hopping integrals respectively of the  left- and righ t-hand side chain, and 

k  is the  ID  dim ensional wave-vector (see Fig. 4.7). Let us assum e th a t  c l >  fR so 

th a t  the  left-hand side edge corresponds to  the  CB and the  righ t-hand one to  the VB 

(the  bandgap is a t P). Let us also assum e for the  m om ent th a t there  is no inter-chain 

in teraction , i.e. th a t  the  hopping integral betw een the  two chains vanishes,  ̂ =  0. 

Clearly, if |fL ~  c r | >  2(fj -|- 2̂ ) there  will be a gap betw'een the  CB and VB. The 

presence of an electric field sim ply shifts the  on-site energy of the  two bands. Thus the 

new on-site energies will be respectively — U/2  and  e r -|- U/2,  w ith U = e A V .  This 

sim ple m odel then  predicts th a t the bandgap will close for U =  c l — fR — 2{ti + 2̂ )- 

For electric fields exceeding such values the  ribbon will appear as a sem i-m etal, i.e. it 

will present coexisting electron and hole pockets a t th e  P point.

Let us now investigate the  situa tion  in which there  is inter-chain in teraction, i.e. t ^  0 

between atom s localized on different chains (the atom s are assiuned to  be arranged on 

a square lattice). T he  new band -struc tu re  now takes the  form

where the  “-I-” sign is for the  CB and the ” one is for the  VB. C learly inter-chain

hopping opens up a bandgap (of size 2t) a t the  point along the  F-Y line, where the 

two bands would otherw ise cross for / =  0 (as shown in Fig. 4.7). It also indicates 

th a t , if th e  applied electric field increases fu rther {U gets larger), the  A’-pohit where the

rem ain constan t. It then  follows th a t  the  bandgap  closure occurs only if t is reduced 

sim ultaneously as E^xt is increased (see the  curve in Fig. 4.7 for t' < t). T his essentially

Eext occurs in such a way as to  reduce the  effective in teraction  between th e  two edges 

of th e  ribbon. N otably  the  position in A;-space of the  bandgap, k^^, can be found by

qualita tive  p icture agrees quite  well w ith our D F T  calculated  A’exi which is presented 

in Fig. 4.8 for small ANRs (n <  20). From the  figure it is also w'orth noting, again 

in agreem ent w ith our sim ple model, th a t k^x is practically  independent of the  ribbon

is related  to  the  external field sim ply as A V  = i^extf • T he ID  band-struc tu res for the

\j\ (4.2)

direct bandgap appears will shift towards Y, bu t the  value of the bandgap itself will

suggests th a t  the  polarization of the  edge s ta te  w avefunctions under th e  influence of

m inim izing Eq. (4.2). This gives us /Cgx =  cos ' '2(11^ 2) ’ ~  fR- Such a
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F i g u r e  4 .8 :  The variation of the fc-vector. corresponding to position of the 
energy bandgap as a function of apphed bias for different n-ANRs. Here t/gxt = Eextd- 
where d is the nano-ribbon width.

size once the curve is plotted as a function of the external potential at the ribbon edges

Next, we make a number of additional observations, which further validate our model. 

Firstly we note tha t, as expected, the interaction between the ribbon's edges gets 

stronger as the ribbon gets smaller. This means tha t the band repulsion at the bandgap 

along the F-Y direction strengthens for small nano-ribbons. As a consequence the gap- 

closure occurs for relatively larger fields than those expected by a simple rigid band 

shift (see figure 4.5). Secondly, the position in /t'-space of the gap immediately before 

its closure, k^, moves towards F as the ribbon becomes wider. This essentially indicates 

th a t the inter-edge interaction, param etrized by t, is reduced for large nano-ribbons. 

In order to prove such a fact, in Fig. 4.9 w'e plot the bandgap (at relatively large field) 

as a function of the nano-ribbon size n. This is calculated for an external electrostatic 

potential, f/ext =  12 Volt, sufficient to  move the bandgap away from F for all the ribbons 

investigated. In this situation the bandgap is a direct measure of the inter-edge hopping 

2t. Notably the decay is rather severe indicating tha t already for relatively 

small ribbons (n > 14) the inter-edge interaction becomes almost negligible.

Finally we look at the charge density polarization induced in the ANRs by the external 

electric field. In figure 4.10 we plot the field-induced charge density distribution, Ap, 

as a function of the position across the ribbon (z-coordinate, see Fig. 4.1). Here Ap
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F i g u r e  4 .9 :  V aria tion  of th e  L SD A -bandgap  A£"g as a  function  of th e  r?-ANR 
w id th , n. R esu h s  are  p lo tte d  for an  applied  ex te rn a l p o ten tia l, J7ext =  12 V, w hich 
is sufhcient to  shift th e  b an d g ap  away from  F. In th is  cond ition  AE'g is a d irect 
m easure  of th e  in ter-chain  hopping  in tegra l t. T he  red  dashed  line is an  exi^onential 
fit of th e  ca lcu la ted  d a ta .

is the  difference between the  charge density  calculated in an applied field p(£'ext) and 

th a t  in no field. /9(£'ext =  0). Also note th a t all the densities are averaged over the 

x y  plane. N otably  there  is charge accum ulation at the  positive po ten tia l edge and a 

corresponding depletion at the  negative one. A transverse field induces an electrical 

dipole across the  ribbon, wdiich effectively behaves as a capacitor.

T he accum ulated charge can be calculated by sim ply in tegrating  A p(z) from one of the 

edge positions, 2l - to  the  ribbon m id-point, Zm, which is Apa^c =  This

quan tity  is presented next in Fig. 4.11 as a function of Epxt and for different ANRs. 

C learly Apacc is found to  increase linearly w ith the  field. This is the  behavior expected 

from a parallel p la te  capacitor. A second im portan t observation, also consistent w ith 

viewing the  ribbon as a parallel p late  capacitor, is th a t the  slope of the  Apacc--E'ext 

curve is alm ost independent of the  ribbon w idth. M inor variations can be a ttr ib u ted  to  

our a rb itra ry  definition of the  ribbon m id-point (this is defined in term s of the p lanar 

average of A p ( 2 ) as the  point wdiere A p( 2 ) =  0) and to  the  fact th a t  as the  field 

increases and the  ribbon bandgap is reduced, the dielectric constan t changes.

In sunnnary, the  evolution of the  electronic properties of M 0 S2 arm chair nano-ribbons 

as a function of an external transverse electric field can be understood  in term s of the 

ribbon dielectric response, which is indeed consistent with th a t  of a linear dielectric. 

These findings are ra the r general and can be easily transferred  to  o ther m aterials w ith
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F i g l ' r e  4.12: The LSDA-bandstructure for a nmhi-hiyered M0S2 8-ANR: (a) N[^ =  
1. (b) N[^ — 2, (c) N l  — 3, (d) Ni^ =  4, (e) — 00. Note that now the bandgap
is indirect w ith the conduction band niiniminn positioned along the F-Y direction. 
The horizontal dashed line denotes the position of the Fermi level.

different bandgaps. Next we exam ine the  effects of stacking m ultiple M 0 S2 nano-ribbon 

layers.

4.2 .4  B i-layer and m ulti-layer M 0 S 2 -A N R

In 2D layered com pounds the  tiny  inter-layer in teraction is often sufficient to  change 

drastically  the  electronic properties of the  m aterial. A prototypical exam ple is graphene, 

w'here th e  weak tt-tt in teraction  is able to  tu rn  the  linear band-dispersion parabolic [296]. 

It becomes therefore n a tu ra l to  investigate how' the  results of the  previous section get 

m odified in nm lti-layered ribbons com prising N i  monolayers.

In order to  keep the  com putational costs reasonable we consider here only the  case of 

8-ANRs, w'hose electronic band -struc tu re  in a few layers form is presented in Fig. 4.12. 

As for bulk M 0 S2 also m ulti-layered nano-ribbons display an indirect bandgap, which
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F i g u r e  4.13: The LSDA-bandstructure of a M0 S2 8-ANR bi-layer in the presence 
of a transverse electric field. For f'ext =  2.3 V /nm  (left) the bandgap is indirect, 
while it becomes direct at F for the larger field of i?ext =  6.9 V /nm  (right).

is positioned along the F-Y direction in the  ID Brillouin zone. We have ex tended  our 

calculations to  ANRs com prising up to  five layers and, for com parison, to  an infinite 

(periodic) nano-ribbon stacking. We notice th a t  the  bandgap  tu rn s  indirect already 

for a bi-layer and then  it rem ains indirect for any o ther struc tu re . Furtherm ore, the 

bandgap decreases m onotonically w ith increasing the  num ber of layers. How'ever, at 

variance wdth their parent 2D coun terparts  and sim ilarly to  the single-layer ribbons, 

also in nm lti-layered ANRs bo th  the  CB and the  VB are localized over the  ribbon 

edges. This fact is ra ther robust w ith respect to  the  interlayer-separation, in contrast 

to  w hat happens to  the  fine details of the  electronic s tru c tiu e  of the  infinite 2D nm lti- 

layers [297], so th a t the  explicit inclusion of van der W aals in teraction in th e  present 

context is no t crucial. The localization of CB and VB a t the  edges m eans th a t ,  as in 

the single-layer case, also the  m ulti-layers are sensitive to  a transverse electric field.

Such a sensitiv ity  is exam ined next for the  case of th e  8-ANR bi-layer in Fig. 4.13. 

In general the  response to  E^xt is qualita tively  sim ilar to  th a t  of the  single layers as 

it is determ ined  by the  e lectrosta tic  po ten tia l shift a t th e  nano-ribbon edge. T hus as 

Eext gets larger the  energy shift of bo th  the  CB and VB localized a t opposite  edges 

results in a bandgap reduction. T here is however a difference w ith respect to  th e  single 

layer case, nam ely th a t the  inter-layer in teraction  lifts the  edge-band-degeneracy for 

Eext =  0. As a consequence the  band-dispersion around the  bandgap changes in a
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F i g u r e  4 . 1 4 :  Left: v a ria tio n  of th e  e lem en tary  LSDA l)andgap  w ith  th e  applied  
tran sv erse  electric field, E'exti for m onolayer (black circles), bi-layer (red  squares), t r i ­
layer (green triang les) an d  quadri-layer (blue d iam onds) of 8-ANR. R ight: varia tio n  
of th e  norm alized  e lem en tary  LSDA b an d g ap  w ith  different num ber of layer for E'ext =
0 V /n m  (red  d iam onds), Spxt =  1 V /n m  (green trian g les), and  E ’ext =  1 V /n m  ( 
black circles). H ere A® is th e  b an d g ap  of th e  co rrespond ing  8-A N R a t th e  E e x t  —  0.
T h e  black line denotes th e  perfect l /N ^  varia tio n  of th e  b an d g ap  w ith  being th e  
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non-trivial way w ith the  electric field. For instance for the  case of the  bi-layer 8-ANR 

first the  CB niininium  moves tow ards Y, thus streng then ing  the  indirect na tu re  of the 

gap and then , for larger fields, is reverts back to  F and eventually the  bandgap becomes 

direct. This is an intriguing feature as it dem onstrates th a t  in m ulti-layers the  na tu re  

of the  bandgap can be m anipu lated  by an ex ternal transverse field. One m ay expect, 

for instance, th a t  the  optical activ ity  of such ribbons m ay be electrically m odulated.

As a final observation we note th a t  the  critical fields for closing the  gap in m ulti-layer 

ANRs are significantly sm aller th an  those needed for the  corresponding single-layer 

ones [see Fig. 4.14(a)]. Furtherm ore, for a fixed external field the  bandgap is found to  

be inversely p roportional to  the  num ber of layers [ see Fig. 4.14(b)], although a more 

precise dependence is difficult to  establish. Such an inverse dependence is expected 

if the  different layers in the  m ulti-layer ribbon behave effectively like capacitors in 

parallel, a lthough such an analogy cannot be pushed nmch fu rther based on our D FT  

results.
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4.2 .5  E lectr ica lly  driven  m agn etism

As the  VB and the  CB of a M 0 S2 -ANR approach each other vuider the  influence of 

Eext a liigh DOS is generated at the  Fermi level on the  verge of the  insiilator to  m etal 

transition . Such high DOS originate from the  Van Hove singularities at the  band 

edges owing to  the  quasi-ID  na tu re  of th e  NRs. For i?ext =  0 the  ANRs are non­

m agnetic sem iconductors. Thus, for any fields sm aller than  the  critical one for the 

band  closure th e  system  rem ains sem i-conducting and no spin-polarized calculations 

are needed. However, at and beyond the  onset of the  m etallic phase b o th  spin polarized 

and non-spin polarized calculations have been perform ed in order to  establish w hether 

the  ground s ta te  is stable against the  form ation of a finite m agnetic m om ent. In general, 

w'e have found th a t  a t the critical electrical field, E^., wherc> the  bandgap closes there 

is a sufficiently high DOS a t the (non-m agnetic) Fermi level [see Fig. 4.15] to  drive the 

form ation of a m agnetic m om ent according to  the  S toner criterion for ferrom agnetism .

—  24-ANR
30

0
>
0) 20-ANR

30

(A

(0o T 16-ANR

0.4-0.4 0.8
E - Ep (eV)

F i g u r e  4.15: The non-spin polarized DOS a t the critical field Ec  for which the first 
diam agnetic to  magnetic transition  occurs for the 24-ANR (blue), 20-ANR (red) and 
16-ANR (green). T he electronic states in DOS are Gaussian broadened by 0.01 eV.

Fig. 4.16 displays the  evolution of the  ribbon m agnetic m om ent (per ribbon cell), m, 

as a function of E^xt for th ree different ANRs. For exam ple, one can clearly see th a t  a 

24-ANR becomes m agnetic for Eg^t =  4 V /n m , which is th e  critical field to  close the 

gap completely. Such a tran sition  from a diam agnetic to  a m agnetic  ground s ta te  is 

driven by the  Stoner criterion, which reads Ipp > 1, where I  is the  S toner param eter
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F ig u r e  4.16: Variation of the magnetic mom ent per ribbon cell, rn, as a function 
of the external electric field £ ’ext for 16-ANR (green triangles), 20-ANR (red circles) 
and 24-ANR (blue diam onds). We also report d a ta  for the sym m etric 23-ANR (black 
squares). R1 and R3 (R2 and R4) define the regions of £'ext where the 24-ANR is in 
its diam agnetic (magnetic) state.

(the exchange constan t) and pp is the DOS a t the  Fermi level of the diam agnetic 

s ta te  [298, 299]. The Stoner param eter can be estim ated  from onr D F T  calculations, 

since the  m agnetic exchange sp litting . A , of the  bands is given by Iffi  [300], where m 

is the  m agnetic m om ent in units of the Bohr m agneton ;ib- For instance, in th e  case of 

the  24-ANR at £'ext =  4.5 V /n m  we find th a t  A =  0.14 eV and m. =  0.27 ^ /e /un it cell, 

so th a t  the estim ated  value of the  Stoner I  j^aram eter is ~  0.5 eV and the  required 

DOS at the Fermi level necessary to  satisfy the  S toner instab ility  condition is pp > 

1/0.5 =  2 e V - ‘ .

Also in Fig. 4.16 it can be observed th a t the  critical field for the  d iam agnetic to  m agnetic 

tran sition  corresponds exactly  to  E^, i.e. it coincides w ith the  onset of m etallicity  (see 

Fig. 4.5). This is true  for b o th  the  20-ANR and the  24-ANR and for any larger ribbon. 

The situa tion  how'ever is diiferent for the  16-ANR for wdiich the  m agnetic transition  

occurs a t a field sm aller then  E^.. As noted previously, for small ribbons non-spin 

polarized calculations reveal th a t the  inter-edge in teraction  creates a band  anti-crossing, 

so th a t  the  critical field for the  bandgap closure is larger th an  th a t  needed for shifting 

rigidly the  CB and the  VB by th e  baudgap. T hus the  m etallic phase occurs a t an Ec 

larger th an  the  one necessary to  sinq^ly shifting the  bands. In con trast, we find th a t  

once spin-polarization is allowed in the calculation, the  sem iconducting to  m etallic
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F i g u r e  4.17: The band-stnicture of the 24-ANR plotted for different £^ext- par­
ticular we select four representative field strengths corresponding to the fom regions 
defined in Fig. 4.16.

transition  occurs v irtually  w ith the  band edges of the  VB and the  CB touching at the 

r  point. This suggests th a t  the  exchange energy gained by spin-polarizing the  system  

is sufficiently large to  overcome the  inter-edge in teraction. Total energy calculations 

indeed confirm  th a t the  spin polarized ground s ta te  is energetically m ore favorable th an  

the  d iam agnetic one. Hence, the  8-ANR undergoes a m agnetic transition  at a sm aller 

Eext tlie Ef. calculated from the  LDA.

It is also in teresting  to  look a t w hat happens when the  electric field is increased beyond 

th e  value needed for the  diam agnetic transition . Taking the  case of the  24-ANR as an 

exam ple we notice in Fig. 4.16 th a t  there  are different m agnetic regions depending on 

E'ext- In particu lar w'e observe two diam agnetic regions (HI and R3) and two m ag­

netic ones (R2 and R4). R l  corresponds to  the  serni-conducting ground s ta te  of the 

ribbon and therefore it is non-m agnetic. At the  boundary  between R l and R2 the 

ribbon becomes m etallic and th e  Stoner m echanism  drives the  electronic s tru c tu re  in 

a m agnetic sta te . A fu rther increase of iiext, however, destroys th e  m agnetic m om ent, 

which re tu rns to  zero in R3. Such a re tu rn  of the  d iam agnetic phase can be understood  

by looking a t Fig. 4.17, where we present the  band-struc tu re  for the  24-ANR at four 

representative electric field streng ths, corresponding respectively to  the  four regions. 

In R3 the  field is strong  enough to  further shift the  CB and VB in such a way th a t  

th e  Van Hove singularities are removed from Ey- Now the  electronic s truc tu re  of the  

ribbon is th a t  of a non-m agnetic sem i-m etal w'ith bo th  an electron and a hole pocket 

a t the  Fermi level. As E^  cuts now in a region where the  bands have relatively large
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dispersion (small DOS) the  S toner criterion is no longer satisfied and the  m agnetic 

m om ent disappears. A further increase of the  external field drives th e  system  into R4, 

where now' a new' band from the  CB m anifold crosses the  Fermi level and it is spin-split 

by the  S toner exchange. The sam e m echanism  w'orks for the 20-ANR, while anomalies 

appear for the  16-ANR, again because of th e  more subtle  inter-edge in teraction.

F inally  w'e wish to  note th a t, as previously observed, the  fact th a t th e  ribbon has 

inversion sym m etry  abou t its axis is irrelevant for the  m agnetic m om ent form ation. 

This is dem onstrated  again in Fig. 4.16, w'here for com pleteness we report d a ta  for 

the  23-ANR as well. C learly the  23-ANR and the  24-ANR display an alm ost identical 

p a tte rn  of m agnetic m om ent form ation w ith i?ext, except for m inor details in the  various 

critical positions for the  on-set of the m agnetism , which are m ainly due to  the slightly 

different confinement in the  tw'o structures.

4 .2 .6  E dge term in ation

Then we move to  discuss the  efi^ects th a t the  different edge term inations have on the 

onset of the electric field driven m agnetism . Experim entally  it was reported  th a t M 0 S2 

single layer clusters present a well defined edge structiu 'e  [277] (discussed in details later 

in th is chapter). In particu lar it was shown th a t clusters above a certain  critical size 

(about 1 nni) all display Mo edges, i.e. the  ones investigated so far th roughou t our w'ork. 

This broadly agrees w ith earlier density  functional theory  calculations [301], w'hich 

how'ever pointed  out th a t a lternative edge struc tu res can form depending on the clusters 

grow'th environm ent. In jjarticu lar it w'as reported  th a t under hydrodesulfurization 

conditions S -term inated edges become more stable. It becomes then  m eaningful and 

in triguing to  explore w hether the  results presented so far are robust against sulfurization 

of the  edges.

Towards th is goal w'e have repeated  our calculations for the  24-ANR by replacing 

either one or bo th  Mo edges w'ith a diff^erent term ination. In particu lar we have looked 

a t th ree different cases, namely: 1) single 50% S-passivated edge, 2) single 100% S- 

passivated edge, 3) double 100% S-passivated edges. Furtherm ore for com pleteness, we 

have explored w hether hydrogen passivation, a lternative to  the  S one^, produces any 

qualita tive  change.

 ̂ 50 % and 100 % passivated edge refer to that a Mo edge is passivated with one S (H) or two S 
(H) respectively.
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In general we have found th a t  regardless of th e  term inatio ii, the  valence and the  con­

duction bands of the  nanoribbon are always m ade of edge sta tes, wdiile their band 

dispersion and the  actual bandgap do depend on the  chemical n a tu re  of the edges. 

These tw'o features suggest th a t  the  evolution of the  bandgap in an external electric 

field should present sim ilar qualita tive  features to  those discussed previously, as the 

gap closure is sim ply dom inated by the  shift in the  electrostatic  po ten tia l a t the  ribbon 

edges. In con trast the form ation of the  m agnetic m om ent, which depends on the  band 

dispersion through the  density  of s ta tes  and  on th e  exchange in teraction of the  edge 

wave-function, m ay be sensitively affected by the  details of the  edge structu re .

50% S (one edge)
♦ 100% S (one edge)

100% S (both edges)
■ - H i  100% H-MoS (both edges) 
«—» 100% H-Mo (both edges)

0.5

>  0.4
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■o
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0.1

F i g u r e  4 .1 8 :  Evokition of the LSDA-bandgap in an external electric field of a 24- 
ANR with different edge terminations. In some cases, labelled as “one edge” , the 
new termination is only over one of the two edges, while the other remains in the 
unsaturated configuration discussed throughout this chapter (Mo edge). In this case 
we plot the gap as a function of field for both the field polarities.

Fig. 4.18 shows the  value of the  bandgap  as a function of the  external electric field for 

all the  term inations investigated. Note th a t , as some ribbons present different edges, 

the  gap depends not only on th e  electric field in tensity  b u t also on its polarity. For 

these ribbons we plot results for bo th  positive and negative Eext- In general the  figure 

confirms the  in tu itive p icture presented above, i.e. for all the  term inations stud ied  we 

observe gap closure as a function of the  electric field. T he critical fields are also ra ther 

sim ilar ranging between 4 V /n m  (the sam e critical field for th e  case of two Mo edges) 

to  approxim ately 6 V /nm .
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More intriguing is the  influence of the  edge term ination  on the  form ation of the  m ag­

netic m om ent. Here we find th a t  some edges do not display any Stoner instab ility  so 

th a t no m agnetism  is induced by the  external field. This can be appreciated  by looking 

a t Fig. 4.19, where we plot the  m agnetic m om ent per cell as a function of i^ext- From

50% S (one edge)
♦ 100% S (one edge)
*  100% H-MoS (both edges) 

100% H-Mo (both edges)

0.6

0.5

0.3

0.2

0.1

0

F i g u r e  4.19: M agnetic moment as a function of the external electric field for a 
24-ANR w ith different edge terniination.s.

the figure it appears th a t ANRs w ith either 50% or 100% S-rich edges can susta in  a 

m agnetic m om ent. How'ever the  figure refers to  a 24-ANR in which only one edge has 

such term ination , w'hile the o ther still displays the Mo one. A closer look at the density  

of s ta tes  reveals th a t  the m agnetic m om ent in th is case forms only at the  Mo edge, 

bu t not a t the  S-rich one. This brings the  in teresting consequence th a t the m om ent 

form ation occurs only for one specific po larity  of the  electric field, wdiicli is the  one 

necessary to  bring the  band associated to  the  Mo edge at the  Fermi level. A second 

consequence is th a t  when the  sulfurization is a t bo th  edges no m agnetic m om ent ever 

develops.

We then  conclude th a t  in S-rich edges the  S toner condition is not m et, either because 

the density  of s ta tes  is not large enough or because the  additional S contribu tes to  

reduce the  S toner param eter of the  edge sta tes. Interestingly H passivisation does 

not seem to  fje detrim ental to  the  m agnetism . As suggested in Ref. [302] we have 

investigated two types of passivation differing by w hether the  double passivation is 

only a t the  Mo site (this is labelled in Fig. 4.18 and Fig. 4.19 as “H-M o” ) or b o th  a t 

the Mo and the S ones (labelled as “H-MoS” ). In th is case the  m agnetic m om ent forms
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at bo th  edges as soon as i^ext is large enoiigh to  close the  gap, i.e. H -passivated edges 

behave identically to  the  unpassivated Mo ones.

F inally  we conclude w ith some com m ents on the  possible effects of disorder. T hrough­

out th is chap ter we have investigated only perfect edges, which is justified given the  

experim ental observation of large clusters w ith perfect edges [277]. However these 

clusters count a t m ost approxim ately  20 sites per side and it is very unlikely th a t 

m uch larger nanoribbons can m ain tain  such s tru c tu ra l perfection. Defects and inho- 

m ogeueities of course break transla tiona l invariance so th a t  the  one-dim ensional na tu re  

of the edge s ta tes  will certain ly  be affected. One should then  expect a general b road­

ening of the  edge-related bands w ith a consequent reduction of the  average density  of 

states. Because the  m agnitude of th e  density  of s ta tes  determ ines the  S toner condition, 

it is reasonable to  expect th a t th e  form ation of the  m agnetic m om ent will be ra the r 

sensitive to  edge defects. In contrast the gap closure in an electric field should be 

m ore robust. This in fact depends only on the  ability  of creating a po ten tia l different 

between the  edges, a feature th a t should not be affected too  much by disorder.

4.2.7 Cr doped AN R

In the  previous sections we have shed some light on the  dependence of the electronic 

s truc tu re  (bandgap) of the  different kind of edge term ination  and on an external elec­

tric  field, iSext- 111 order to  shed additional light on the  robustness of the electronic 

properties under E'ext hi the  presence of external doping, we now discuss a 10-ANR 

M 0 S2 doped w ith chrom ium , Cr.

All the  calculations for Cr doped nanoribbons are carried out for a 10-ANR, where 

Mo is replaced by one Cr atom . We perform  calculations for th ree  different doping 

sites: 1) the  ou ter side of the  AN R {Co configuration), 2) the  m iddle of the  ANR {Cm 

configuration) and 3) bo th  sides of AN R (Cf, configuration) [see Fig. 4.20]. For every Cr 

doped 10-ANR, a supercell of 60 atom s is used. This contains one C r atom  for the  Cg, 

and Cm configurations, and two C r atom s for the  Cb one. O ur calculations show th a t  

doping a t th e  outerm ost side of th e  A N R is energetically m ore favorable th an  doping 

in the  inner positions. W hen doping a t the  Cm position, th e  10-ANR has the  electronic 

s truc tu re  of non-m agnetic sem iconductor w ith a bandgap of 0.51 eV. This is sim ilar 

to  the  undoped case [see section 4.2.2], where b o th  the  CB and VB are localized at 

the  ribbon edges. For th is configuration the  C r-related  im purity  bands are located at
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-> y-direction

F i g u r e  4.20: The atomic structure of the M0 S2 -ANR with Cr dopants for the three 
different configurations investigated. When Mo atoms are replaced by Cr at the blue, 
green and red position, the corresponding configurations are named Co, Cm and Cb, 
respectively.
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F i g u r e  4.21: (a) Bandstructure of a Cr doped 10-ANR in Co configuration, and 
the corresponding (b) DOS and PDOS (projected on the Cr atoms). The electronic 
states in DOS are Gaussian broadened by 0.05 eV.

energies th a t  are not close to  the  VB and CB. In con trast, the  Co and configurations 

are bo th  m agnetic and insulating. The bandstructu re , DOS and the  PD O S ( projected 

on the  Cr atom s ) have been p lo tted  in Fig. 4.21 for the Co configuration. We note 

th a t also for the  Co configuration bo th  the  CB and VB originate from the  edges of 

the  ribbon. We find a Cr im purity  band in the  m ajority  spin-band above the  VB 

m axim um . The o ther bands around the  Fermi level are located on the  C r atom s and 

on the  different species of the  edges atom s. T he to ta l m agnetic m om ent per sim ulation 

cell is 1.994 h b , which is w hat expected from a Cr^"''-d^ configuration (in fact abou t 1
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Hb associated w ith S atom s). The m agnetic m om ent is localized on the  C r anci its 

surrounding Mo and S atom s.

We now apply an external transverse electric field to  the  Co configuration. This can 

tune  the  bandgap, as we have seen before for the  undoped ANR. Since the  spin-up 

and spin-dow'n bandstruc tu res are different, th e  response to  an Eext of tw'o spin species 

are expected to  be different. In particu lar, for a certain  range of values of i^ext a half- 

m etallic solution can be obtained. Also a sm aller value of E'ext is recjnired to  close the 

bandgap com pared to  the  undoped 10-ANR. By applying a reverse transverse Ee^t, we 

expect th a t  the  bands would move differently. This is confirmed by our calculation 

in a transverse £ ’ext- We find th a t  before closing the  gap, the orbital character of the 

VB changes as a function of the  field. Therefore, we find the  im portan t result th a t 

the  effective m ass of a VB electron can be varied by applying a transverse E'ext- This 

phenom enon dem onstrates the  possibility  of tun ing  the  carrier m obility of C r doped 

M 0 S2 -ANR by applying a £̂ ext-

Total
•  «  Cr
•  •  Mo

ec
3 .

E

■ V

F i g u r e  4 . 2 2 :  Variation of the magnetic moment with the electric field for Cr doped 
M0 S2 10-ANR. Different lines represent the total (black), and the contributions to 
the magnetic moment from Cr (red). Mo (green), and S (blue).

Fig. 4.22 shows th a t  th e  to ta l m agnetic  m om ent, m ,  as well as the m agnetic m om ent 

of the  individual species, as a function of the  applied field. By applying a small Eext, 

(the m agnetic m om ent con tribu ted  by sulfur atom s in a conventional unit cell) flips 

from negative to  positive, and th en  rem ains approxim ately  constan t for fu ther increase 

of £̂ ext- However, w ith increasing E'ext th e  m agnetic m om ents of the  C r and Mo species 

do not change, b u t the  to ta l m agnetic m om ent of the  sim ulation cell changes resulting  in
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a change of m agnetic m om ent associated to  the  S atom s, mg. Such a sw itch of the  to ta l 

m agnetic m om ent by an i^ext m ay have apphcations in spintronics devices. Note th a t  for 

the  Cb configuration, where bo th  sides of the  10-ANR are doped, the  results are sim ilar 

to  the  Co configuration. T he only m ajor difference is th a t all the  previously m entioned 

m agnetic m om ents are doubled, since we have doubled the  num ber of dopants in the  

un it cell.

4.2 .8  C onclusion

In sunm iary, we have investigated the  ground s ta te  electronic s tru c tu re  and the elec­

trical field response of M 0 S2 nano-ribbon structures. O ur first principles calculations 

show th a t M 0 S2 ANRs are insulators w ith a direct bandgap regardless of their w idth. 

T he bandgap in these system s is prim arily determ ined by a ])air of edge s ta tes  and it 

m ay be tuned  by applying an external transverse electric field. T hey  can eventually 

drive a m etal-insu lator transition . This m etal-insu lator transition  is robust against the  

different percentage of edges passivation w ith either S or H. It is im portan t to  note 

th a t the  critical electric field for the  transition  can be reduced to  a practical range with 

increasing ribbon width. Also it is in teresting to  rem ark th a t, as the  dielectric constant 

is approxim ately  proportional to  the inverse of the bandgap, th e  critical fields for the  

gap closure are expected to  be relatively m aterial independent.

T he presence of localized edge s ta tes  th a t can be moved to  the  Fermi level suggests th a t  

the  system  can be driven tow ards m agnetic instability. O ur spin-polarized calculations 

show th a t th is indeed happens and th a t a t a certain  critical electric field a diam agnetic 

to  a m agnetic transition  occurs. This follows directly from the  S toner criterion as the  

Van Hove singularities associated w ith the  edge s ta tes  have a large density  of states. 

Intriguingly the  m agnetic phase can be fu rther tuned  by th e  external field and different 

a lte rna ting  diam agnetic and m agnetic regions can be accessed. Interestingly, th e  study  

of an external field induced bandgap-tun ing  of the  ANRs w ith S, H passivated edges 

suggests th a t  the  Stoner m agnetism  is very sensitive to  edge’s reconstruction.

Finally, we s tudy  the  effect of im purities on the electrical response of a  10-ANR by 

doping the  system  w ith Cr atom s in place of Mo. O ur to ta l energy calculations show 

th a t  Cr preferably locates a t the  edges and the ribbon and becomes m agnetic. By 

applying an electric field, the  m agnetic m om ent as well as the  electron effective mass 

by r\-/ 11% can be changed. There is a certain  region of i?ext, where Cr doped 10-ANRs
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(Co and Cb configurations) becom e half-m etals. These results confirms th a t  tun ing  of 

th e  bandgap of a ANR is robust even external im purity  doping.

4.3 E lectric Field Effects on Triangular N anoclus­

ters (T N C s)

As m entioned earlier the  edge term ination  of M 0 S2 -ANR plays a crucial role in de te r­

m ining their electronic properties and the  m agnetism  induced by an external electric 

field. Yet there  are little  existing experim ental inform ation abou t the  edge-reconstruction 

of the  M 0 S2 -NRS. Fortunately, th e  s itua tion  is different for another m onolayer nanos­

tru c tu re , nam ely nanoclusters. Recently Lauritsen et al. [277] have m anaged to  show a 

series of atom -resolved STM  images of monolayer M 0 S2 -TNCS w ith varying size. These 

w'ere fully characterized to  correspond to  atom ically scaled structu res previously de te r­

m ined by D FT -based  STM  sim ulation [190, 205]. Lauritsen  et al. also observed th a t 

the  size dependent s tru c tu re  of M 0 S2 -TN C  reflects the  change in the edges term ination  

(either Mo or S) and the  coordination of S atom s of the  nanocluster. In th is work, w'e 

focus only on the  experim entally  proposed M 0 S2 -TN C  structu res (see Fig. 4.23). The 

size of the  M 0 S2 -TNCS investigated, are defined in term s of the  num ber {n) of Mo atom s 

along the  TN C s edges. Essentially, all nanocluseters w'ith n  >  6 have appeared  to  be 

term inated  by a 100% sulfided Mo edges of M 0 S2 whereas for nanoclusters w'ith n < 

6, the  edges are m ostly S term ina ted  having a different percentage of sulfidation [277]. 

Next, we s tudy  the  electric field effect on the M 0 S2 -TNCS.

4.3 .1  M 0 S 2 n an oclu sters

First we stud ied  the  electronic properties of m onolayer M 0 S2 -TNCS. In Table 4.1, we 

list the  m agnetic properties and the  gaps between the  HOM O and LUM O of different 

sized TN Cs. O ur calculations show th a t the  gap varies w ith increasing TN C  size 

in a nonlinear way (firstly, the  gap decreases w ith size, then  it increases leaving the  

m inim um  a t the  size n  =  8). Because of com putational cost, th e  calculations have been 

carried out up to  the  cluster sized n =  10. This type  of size dependent variation  of the  

gap, in small M 0 S2 -TNCS, could be an inherent effect in low dim ension nanostructu res 

(LDN) as we have also observed a size dependent oscillation of the  bandgap in M 0 S2
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F i g u r e  4.23: Size dependent structural progression of single layer M0S2 nanoclus­
ters. Upper part: STM images of clusters as a function of size, where n denotes the 
number of Mo atoms on the cluster edge. Lower part: Ball model (top view) with the 
M0S2 triangles observed by STM and the corresponding cluster compostion MoxSy- 
(Mo: blue; S: yellow). Adapted from the Ref. [277].

Size Edges specification Magnetic properties Gap (eV)
n = 2 S edges, 75 % S Magnetic -
n =  3, 4 S edges, 100 % S Magnetic -
r? =  4 S edges, 75 % S Non-magnetic 0.57
?? =  5, 6 S edges, 100 % S Magnetic -
n =  6 Mo edges, 100 % S Non-magnetic 0.22
n = 7 Mo edges, 100 % S Non-magnetic 0.19
n = 8 Mo edges, 100 % S Non-magnetic 0.05
n = 10 Mo edges, 100 % S Non-magnetic 0.16

T a b l e  4 .1: Theoretically calculated magnetic properties and electronic HOMO- 
LUMO gap of the TNCs.

nanoribbon (ID) [304], in w'hich the states around the Fermi level are localized at the 

edges like in the TNC (see later in this section). Therefore, there may be a similar kind 

of oscillation in the gap wnth size in IM0 S2 -TNCS. The point group symmetry, 

resides in the M 0 S2 -TNCS, implies tha t the energy levels are either non-degenerate or 

doubly-degenerate [305]. Moreover, the w^avefunctions of the degenerate levels depend 

on the type of edges and the orbital symmetry of the TNCs. For an example, in 

the non-magnetic cluster (n =  4) with S edges and 75% S coverage at edges, the 

LUMO level is doubly-degenerate, whereas the HOMO level is non-degenerate. As 

a conseciuence, the wavefunction of the HOMO level has 3-fold rotational symmetry, 

wdiereas the wavefunction of LUMO does not have (see Fig. 4.24). In other word, the 

non-degenerate LUMO can thus be identified with the A  representation of this 

group, whereas the doubly-degenerate LUMO states belong to the two-dimensional E  

representation. Of course, superposition of the two degenerate states have the expected
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F i g u r e  4.24; T h e K ohn Sham  orb itals o f th e H O M O  and L U M O  sta tes  for different 
size M 0S2-TN C S. d d en ote  th e  degenracy o f th e  resp ective level, either H O M O  or 
LU M O . In th e case w here th e H O M O  and L U M O  are d egen erate, on ly  one of them  
is p lo tted . Color code: grey (dark grey) =  M o, yellow  (light grey) =  S, red and blue 
=  p o sitiv e  and n egative  am p litu d e o f th e  w avefun ction  respectively .

3-fold sym m etry. The wavefunctions of the HOM O and LUMO sta tes for different sized 

TN C s are shown in Fig. 4.24. The HOM Os are m ainly localized a t the  edges atoms. 

This result is in good agreem ent w ith the  experim entally  observed STM  picture (see 

the  ref. [277] and Fig. 4.23). Also, w’avefuntions of the  HOM O and LUMO for a M 0 S2 - 

TN C w ith Mo edges {n =  6) are in good agreem ent w ith th e  previous theoretical 

calculations [190].

Now we discuss the  effect of an external planer electric field (i^ext) on non-m agnetic 

M 0 S2 -TNCS. In Fig. 4.25, the  effect of an E’ext (along the  y-axis) on the  energy levels 

of a m onolayer M 0 S2 -TN C  (n  =  4) is depicted. Due to  a change in po ten tia l along the 

y-axis of the  TNG, the  D^h sym m etry  is broken. This lifts the  degeneracy of the  LUMO 

level. However, the  reflection sym m etry  of the  wavefunctions abou t th e  d irection of the 

^ext (y-axis) is preserved. The HOM O level is localized along the  edges w ith  higher 

po ten tia l, while the  LUM O level is localized on the  lower po ten tia l edge (see Fig. 4.25). 

M oreover, upon applying an £^ext, b o th  the  HOM O and the  LUM O level shifts towards 

each other, resulting  in reduction of the  gap betw een them . B oth the  HOM O and 

LUMO energy levels shift down in energy m onotonically as E'ext increases, bu t the 

shifting rates are different from each o ther (as shown in Fig. 4.26). Eventually, for a 

certain  value of E’ext, in th is case approxim ately Eext =  1-6 eV /A , the  spin degeneracy
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F i g u r e  4.25: The effect of an E'ext (applied along the y-axis) on the TNG {n = 4). 
The dotted lines, in the energy level diagrams for all i?ext , denote the Fermi level 
Ep  observed in om’ calculations. The wavefunction of the HOMO and LUMO are 
depicted for the £ ’ext =  0.0 V /A  (a), 1.0 V /A  (b), 1.6 V /A  (c). The green and the 
red arrow indicate the HOMO and the LUMO respectively. The color codes are the 
same as those indicated in Fig. 4.24.
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F i g u r e  4.26: The spin-polarized HOMO and LUMO energy levels plotted as a 
function of E'ext for the TNG (n =  4) with S term inated edge having 75 % sulfidation.

of th e  HOM O and LUMO levels is lifted. As a consequence, the  spin-down HOM O and 

the  spin-up LUMO cross each other (see Fig. 4.26). T he spin resolved wavefunctions 

of these levels are shown in Fig. 4.25 (at Egxt =  1-6 V /A ). T he spin-clowai HOM O level 

becomes unoccupied, w'hereas the  spin-up LUMO level gets occupied by one electron. 

Therefore, the  ground s ta te  becomes m agnetic w ith a m om ent of 2

N ext, the  external electric field {Eg) is applied along a different direction. We define the  

angle 6 as one between the  direction of the applied E q and y-axis in the  plane of the  TN C 

{n = 4) to  s tudy  the  angular dependence of the  gap reduction. M oreover, th is study
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F ig u r e  4.27: The effect of a planar £ ’ext; say Eg = 4.0 V /A , on the TNCs, where 
0 is the angle made by the E q with the y-axis. Here the wavefunction of the HOMO 
level (top row) and the LUMO (lower row) for the TNG sized {n =  4) are depicted 
for an angles of 0 — 0°, 30°, 60° respectively from the left to right. The wavefunction 
rotates by an angle 0 {9 = 30°, 60°) with respect to that at 0 =  0° along with the 
direction of Eg. The color code is same as that in the Fig. 4.24.

would provide useful inform ation for practical purposes in calibrating  th e  response for 

an a rb itra ry  p lanar electric field on the  electronic s tructu re . The wavefunctions of the 

HOM O and LUM O (as shown in Fig. 4.27) ro ta te  by an angle 9 along w'ith the  chrection 

of the  applied Egxt, and the  ra te  of decrease of the  gap is slightly reduced in sm all steps 

as d increases up to  60° (as shown in Fig 4.28). Due to  the  triangu lar geom etry of the 

M 0 S2 nanoclusters, by studying angles in the ranges 0-60°, one can describe the  effects 

over the  entire possible range of 9 in the  TNG plane. Therefore, the  ra te  of decrease 

of the  gap is identical for angles 9 = 30° and 9 =  90° (as shown in Fig. 4.28).

In order to  get an idea of th e  response to  an E'ext of different sizes and types of TNG, we 

have also stud ied  the  electronic properties the  n =  6, 7 and 10 TNG. T he nanoclusters 

become m agnetic for a certain  value of Ec, nam ely E .̂ = 0.5 eV /A , w, 0.35 eV /A  , 

0.4 eV /A  respectively for n  =  6, 7, and 10 respectively. It is difficult to  ex trac t the 

w idth dependence of Ec as the  ra te  of decrease of the  gap depends on the  size of the 

nanocluster, th e  localization and sym m etry  of the  wavefunctions of HOM O and LUMO, 

and the  in itial gap. Nevertheless, we are expecting th a t  the  value of Ec m ay oscillate 

in a small window' of sizes and essentially, it will reduce for large sizes. For exam ple, 

th e  value of Ec reduces from 1.6 eV /A  to 0.4 eV /A  as the  size increases from n  =  4 to
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F ig u r e  4 .28 : T h e  varia tio n  of tlie  gap  (for T N C  sized n = 4 )  w ith  th e  p lan a r E'ext 
( E g )  in d irec tion  6,  w here 9  is angle betw een  th e  d irec tion  of an  E ^ x t  and  th e  y-axis.

n = 10. O ur theoretically  calculated value of E^ are large for practical purposes even 

though, it decreases w ith size. In th is context, we w'ould like m ention th a t recently, 

Ishii et al. m anaged to  apply a very large electric field, say 0.08 V /A  to  a polym er th in  

film w ithout electrical breakdow n [306]. M oreover, previous theoretical calculations 

also studied the  sta rk  effect on graphene cjuantum dots upon the  application of an E ^ ^ t  

of sam e order of m agnitude as the  predicted  by oiu' calculations [273].

4.3.2 Hubbard m odel

In order to  understand  the  physics th a t leads to  ferrom agnetism  observed in TN C 

w’hen applying a transverse E'exti we have stud ied  a simple model th a t describes filling 

of two single particle  s ta tes  w'ith two in teracting  electrons. We consider tw'o electrons, 

in the  TN C, occ\ipying tw'o levels wdth different o rb ita l sym m etry, wdiereas the  rest 

of the  electrons are regarded as the  vacuum , |0). T he two spin degenerate s ta tes  (of 

different orbital sym m etry) have initially  different onsite energies E \  and E 2 approach 

each o ther in energy w'hen one applies an ex ternal bias I4xt- We describe the  situation  

the  s itua tion  by using H ubbard H am iltonian:

II = Kxt)cLct<T +  +  h.c.)
i<j < ij> \a

^   ̂ ^   ̂ (II  “1“ ^crcr' j a  ^

t i< j\acr '
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T rip le t
S in g le t

F ig u r e  4 .29: The eigenvalues are p lotted  as a function of V̂ xt- Here, E\=0  eV, 
£ 2 = 5  eV, f / i= 3  eV, L^2=2 eV, 1^=1 eV , J = 0 .3  eV, and t= 0 .1  eV. Green and red 
colors indicate the singlet and triplet states, respectively, but different lines w ith  
same color indicate the eigenvectors w ith  different orbital sym m etries.

where c,^(ct) creates (annihilates) a ferniion wdth spin a  at the single particle  orbital 

{i = 1, 2) w ith onsite energy E^, is the  ex ternal bias at site (1/^, =  — =  

K x t / 2 ) ,  t is the  hopping, h.c. =  hern iitian  conjugate, f/j and IT are the  in tra-site  

and in ter-site  Coulom b repulsion respectively, J  is the  Hvnid’s exchange energy. In our 

model, the  assum ption {U\ > U2 ) reflects the  fact th a t the  wavefunctions are more 

localized in th e  occupied levels as com pared to  the  unoccupied one. Am ong the  six 

possible sta tes, the  th ree spin singlets (IS”,); z =  1, 2, 3) and the  three spin trip le t s ta tes  

(|Ti); i= l ,2 ,3 )  are identified as follow's:

\Si) =  |0) ,

|52 ) =  4 4̂  ̂ |0 ) ,

1̂ 3) = -4Tc!i)|0)>

|Ti) =  c\^cl^ |0) ,

IT2) =  c\^cl^ |0> ,

17̂3) =  + 4t c1i ) |0) •

T he exact energy eigenvalues for th is problem  are presented in Fig. 4.29 as a function 

of th e  external bias, V̂ xt- We find th a t  the  singlet ground sta tes approaches th e  first 

excited s ta te  (trip le t) w ith an increasing of V̂ xt- Parallel spin filling can be realized
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F i g u r e  4.30: Variation of V s t  witli the different parameters of the model U, W  
and J . The other parameters are kept at the fixed vahies repeated in Fig. 4.29. The 
red dashed hne, in the graph (upper row and left), is a fit of the data.

when the  energy gain in Hunds exchange exceeds the  spacing between the  tw'o single­

particle  s ta tes  {El — E 2 < | J |)  [312. 313]. This implies th a t  in tra-nanoch ister exchange 

is ferrom agnetic ( J  <  0) obeying the  Hvnids rule [314, 315]. W hen the  energy spacing 

betw’een the  po ten tia l shifted on-site energies is ju st less th an  J ,  at V"ext=Vs7’ (see Fig. 

4.29), the  trip le t s ta te  becomes the  new' ground s ta te  resulting in a singlet to  trip le t (S- 

T) transition . This S-T tran sition  corresponds to  the  ferrom agnetic transition  observed 

in our D F T  calculations.

In our model, we also present the  variation of V s t  w ith  the param eters, say t, U\, W , 

and J  (see Fig. 4.30). Here V s t  increases nonlinearly w'ith increasing t and the  curve 

fits to  ~  t^. In con trast, there is a linear variation of the  V s t  w ith  either Ui and W ,  

nam ely an increase Ui and a decrease w ith W .  Interestingly, the  value of the V s t  does 

depend on the  U2 explicitly. How'ever, it decreases nonlinearly w ith increasing J .
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4.3.3 Conclusion

We have investigate the  ground s ta te  electronic s truc tu re  and the  electric field response 

of single layer MoS2 - Large (n >  6) M 0 S2 TN Cs w ith Mo edges having 100% S coverage 

are non-m agnetic, whereas the  m agnetic properties of small TN Cs (n <  6) depend on 

the  type of edges and the  percentage of S coverage. The gap between the  HOM O and 

the  LUMO of non-m agnetic TN C s reduces under a transverse Eext and the  nanocluster 

becomes m agnetic w ith a m om ent of 2 for a certain  critical value of iiext- In 

general, such a result for TN C s is expected to  be valid for an entire class of layered 

sem iconductors, of which M 0 S2 are representative. The required value of {Ec) 

for the singlet to  trip le t transition  can be reduced to  a practical range w ith increasing 

nanocluster’s size and the  angular dependence of Ec for a nanocluster can be ignored. 

Finally, a tw'o-site tw'o-electron sim ple H ubbard model explains the  m agnetic transition , 

found by D FT.



Chapter 5

The electronic and phonon  
properties of pristine and oxygen  
doped TiS2

5.1 In troduction

T iS 2 is ano ther layered tran sition  m etal di-chalcogenide (LTM D). T he m ost stable 

s truc tu re  of bulk T iS 2 is the  IT -po ly type, whose unit cell contains one m onolayer and 

the m etal T i atom  has octahedral coordination [see Fig.5.1(a,b,c)]. It belongs to  the  

space group P3m l like o ther LTM Ds such as TiSe2 , T iTe 2 , ZrS2 and NbS 2 - The Bril- 

louin zone of such class of bulk LTM Ds, is shown in Fig.5 .1(d). T iS 2 has draw'n the  

a tten tion  of researchers over the  past four decades due its variety of po ten tia l applica­

tions. For instance, m any studies have been carried out on the in tercalation  of alkali 

atom s and organic molecules in T iS 2 for applications related  to  bo th  lightweight and 

high energy-density batteries  [65, 316]. How'ever, m any in teresting phenom ena such as 

superconductiv ity  and order-disorder or m etal-insu lator phase transitions comm only 

emerge in the LTMD m aterials class because of in tercalation [65, 156, 317]. In par­

ticular, for T iS 2 the in tercalation  changes the  conductiv ity  [318]. A nother in teresting 

area of research is the  m odulation of the  electronic s truc tu re  and electrical properties 

m ider external pressure. In fact, m any experim ental [319, 320] as w'ell as theoretical

115
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[321, 322, 323] studies illum inate the  pressure induced phase transition  in T iS 2 - For in­

stance, the  tran sition  from a sem iconductor to  sem i-m etal phase has been dem onstrated  

by Hall m easurem ents on T iS 2 single crysta l a t 4 G P a [319] pressure.

(a) (b

(c)
vdw b o nd ing

F i g u r e  5 . 1 :  (a) The structure of bulk T1S2. (b) Top and (c )  side view of the bulk 
TiS2 unit-cell. The primitive vector are di = (^a, ^ a ,  0), S2  = (^ a ,-^ o . 0), and 
S3  = (0,0,c). (d) The Brillouin zone of the hexagonal crystal structure shows the 
high symmetry points in /c-space. Color code; light g rey ^ T i and yellow —>S.

A lthough significant knowledge has been accum ulated on the  ways for tun ing  the  phys­

ical properties of T iS 2 by in tercalation  of molecules or alkali atom s and by external 

pressure, a clear understand ing  of th e  electronic properties of the host T iS 2 m aterials 

is still to  be achieved. M any conflicting results exist on the  electronic phase of bulk 

T iS 2 , nam ely it is still debated  w hether th e  m aterial is sem i-m etallic, m etallic, or semi­

conducting. Surprisingly, all the  possible results are obtained either experim entally  or 

theoretically. Even different experim ental studies end up w ith conflicting conclusions. 

O n the  one hand, m any experim ental m easurem ents infer th a t  bulk T iS 2  exhibits a 

sem iconducting phase w ith a bandgap ranging from 0.05 to  2.5 eV. These observations 

are supported  by angle-resolve photo-em ission spectrum  (A RPES) [324], optical ab­

sorption [325], Hall effect experim ents [319, 326], and tran sp o rt m easurem ents [327]. 

On the  o ther hand, some o ther experim ents have shown th a t  T iS 2  is a m etal or a 

sem i-m etal w ith an indirect bandgap overlap (from F to  L fc-point in the  Brillouin 

zone) ranging from 0.2 to  1.5 eV. This experim ental evidence is based on extensive 

resistivity  m easurem ents [328], infrared reflectance [329], and x-ray emission and ab­

sorption m easurem ents [330]. From  a theoretical point of view, m any calculations agree 

th a t  the  electronic phase of bulk T iS 2  is sem i-m etallic w ith an indirect band  overlap. 

These studies are based on b an d stru c tu re  calculations ob tain  w ith th e  linear m ufhn-tin- 

o rb ita l (LM TO) m ethod [344], linear augm ented plane wave (LA PW ) [321, 345], the 

augm ented spherical wave (ASW ) [346], full po ten tia l linearized augm ented plane wave 

(FLA PW ) [347], self-consistent linear com bination of atom ic orb ita l (LCAO) [354] and
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density  functional theory  w ithin the local density  approxim ation (D FT-LD A ) [322]. 

O ther theoretical works have argued th a t  T iS 2 is a sem iconductor w ith an indirect 

baridgap. This view is supported  by ban d stru c tu re  calculations based on the  self- 

consistent orthogonalised plane wave m ethod (O PW ) [348], K orringa-K ohn-R ostoker 

(KKR) scheme (non self-consistent) [352], and the  atom ic orbital (AO) m ethod (self- 

consistent) [353].

From the  experim ental knowledge of the  bandgap variation, it seems th a t  the elec­

tronic s truc tu re  of bulk T iS 2 largely depends on the  experim ental conditions. Some­

tim es Ti-rich stoichiom em try, i.e. Tii_|_^S2 (0.1 <  5 <  0.5) has been reported  for th is 

com pound [349, 350] The excess of electrons brought by the  excess of Ti atom s m ight 

influence the  pristine electronic s tructu re . Intrinsic im purities can be responsible for 

un intentional doping as well. Recently, an experim ental observation on TiSe2 [351] 

has shown th a t  the  electronic s tru c tu re  can be tim ed from a small gap sem iconduc­

to r ( ~  0.15 eV ) to  a sem i-m etal by adsorption of the  polar w'ater molecules. By 

analogy, it m ight be suggested th a t the  electronic phase of TiS 2 is very sensitive to  

the  environm ents, i.e. the  growth conditions. These include the  presence of residual 

molecules after the growth. In contrast, the  variation in electronic s truc tu red , predicted 

theoretically  may originate for different trea tm en t of electron-electron correlations in 

different m ethods (m entioned above). As it is notoriously known the  LTMD family 

exhibits large electron-i:>lionon coupling. This m eans th a t  a small change in the atom ic 

s tru c tu re  could affect the  properties of the system  significantly. Therefore an external 

p e rtu rbation , such as s tra in  and pressure, could play an im portan t role in determ ining 

the  electronic phases of th is system .

Recently, there  has been renewed in terest in developing oxygen sensing devices based 

on the  change in the  electrical or the optical properties of m aterials induced by their 

in teractions w'ith oxygen. Incidentally, the  change in electrical resistiv ity  has been re­

ported  for T iS 2 single crystals im der an oxygen partia l pressure, suggesting possible 

applications of T iS 2 as an oxygen gas sensor [331]. Moreover, the  photo-curren t can 

be m odulated  by oxidizing the  T iS 2 crystal (T iS 2 _xOx) [332]. Recently such desulfur- 

ization has been dem onstrated  in thin-film s up to  a thickness of approxim ately  4 nm 

[333, 334]. Besides this, m any studies have been carried out to  im prove the  therm o­

electric properties of the  T iS 2 via doping [336, 337].

A charge density  w^ave (CDW ) ground s ta te  based on sym nietry-reduction is m ost com­

m only found in LTM Ds [338]. Below' a certain  transition  tem pera tu re , T cdW) the  lattice
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undergoes a periodic d istortion  and sim ultaneously, the  electron density exhibits a pe­

riodic m odulation  (see Fig.5.2). T he appearance of the  CDW  phase can be the result of 

several com peting effects such as Peierls instability, an exciton-insulator instability, or 

Jahn-Teller d isto rtion  [56]. All the  m echanism s are closely related, especially in LTMD 

m aterials, so th a t  identifying the  true  m echanism  is a non-trivial task. For exam ple, in 

the  case of bulk TiSe 2 , all the  m entioned m echanism s for the  CDW  phase transitions 

have been proposed by different experim ental m ethods [339, 340, 341]. However, in 

general, a CD W  instab ility  is a com petition  in reducing energy between the  lattice  and 

the  electrons. The instab ility  condition for CD W  form ation w ith a m odulation  wave 

vector q  is governed by the  equation [342],

y ^ - 2 f / q  +  K , > — , (5.1)
Xq

w’here, is the  electron-phonon coupling associated w ith an unnorm alized phonon 

m ode w ith energy of cjq, Uq and Vq are the  electronic Coulom b and the  exchange in ter­

action, respectively, Xq is the  real part of the  bare electronic susceptibility  defined by 

Xq =  ~ '^F (fk+q)]/(fk  ~  fk+q)- Here, Hp is the  Ferm i-D irac d istribu tion  func­

tion. In a sim ple scenario where the  electron-phonon coupling is sufficient so th a t the  

left part of the  Ecj.(5.1) is positive, a sufficiently large value for the  particu lar vector q  

can trigger the  CDW  instability. Consequently, an unstab le  soft-phonon m ode emerges 

a t the  q-vector and a CDW  phase exists below the  critical tem pera tu re , T c d w - The 

m ain peculiarity  of CDW' form ation is th a t electrons and phonons are coupled strongly 

as com pared to  the  norm al phase and propagate together th rough  the  m aterials, pro­

ducing a collective m otion. Thus, th e  electrical resistance of the  m aterials is reduced, 

resulting in an im provem ent of the  pow'er d issipation of an electronic device. In fact, 

a CD W -based field effect tran sisto r (FE T ) has been dem onstrated  w ith bo th  NbSe2 

and TaS 2  [166, 343]. The m ain problem  is th a t  the  tran sition  tem pera tu res are usually 

low com pared to  room  tem peratu re . However, a recent experim ent shows th a t  T cdw  

can be increased from 200 to  240 K by reducing the  thickness of th e  m aterials from 

bulk to  ~100  nm. This is achieved because of the enhancem ent of the  electron-phonon 

coupling in reduced dimensions.

In th is chap ter, we s tudy  the  electronic properties of bulk and m onolayer T iS 2 using 

density  functional theory. In order to  estim ate  the  fundam ental bandgap of the  m a­

terials, an advanced ab-initio technique, nam ely the  G reen’s functional quasi-particle 

approach has been employed. Using these ab-initio techniques, we fu rther investigate
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Q.

Pe “  pQ+P|Cos(qx+X) 

T < TfDwl

G» O  Gi o

Atomic position

F i g u r e  5.2: Schematic view of a oiie-dimensional charge density wave. Above the 
transition tem perature, T c d w , the material exhibits the normal phase with constant 
electron density, pe =  po- Below Tcdw , the atomic positions are distorted by re­
sulting in modulation of the electron density (solid black line) and of the ion positions 
(filled black circles).

the  electronic properties of an oxygen doped (in place of sulfur) T iS 2 monolayer. F i­

nally, the  phonon properties of bulk and m onolayer are studied using ab-initio  density 

functional p e rtu rbation  theory.

5.2 M ethodology

In order to  investigate the  electronic properties of TiSs monolayers in corporating oxy­

gen im purities, ab-initio  calculations are perform ed by using density  functional the ­

ory [97, 98] w'ithin the  generalized gradient approxim ation (GGA) of the  exchange and 

correlation po ten tia l (Perdew -B urke-Ernzerhof param etrization  [224]) and the Heyd- 

Scuseria-Ernzerhof [199] (HSE06) hybrid exchange correlation functional, as imple­

m ented in th e  V ienna ab-initio  sim ulation package (VASP) code [355]. P rojected  

augm ented-wave (PAW) [196] pseudo-potentials are used to  describe core electrons. 

The electronic w'avefunction is expanded using plane waves up to  a cutoff energy of 

400 eV. Brillouin zone sam pling is done by using a (5 x 5 x 1 )  M onkhorst-Pack /j-grid. 

Periodic boundary  conditions are applied, and a vacuum  layer of a t least 10 A is placed 

above the  m onolayer to  m inim ize the  in teraction  between the  adjacent layers. The con­

jugate  gradient m ethod is used to  obtain  relaxed geometries. B oth atom ic positions 

and cell param eters are allowed to  relax, until the  forces on each atom  are less th an  

0.02 eV /A .
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In order to  calcu late the  form ation energy of 0 -dop ing  on a T iS 2  monolayer, the  fol­

lowing reaction are considered:

T 1 S 2  +  XH2 O T?;52_xOx +  XH2 S. (5.2)

T he form ation energy is defined as

•E 'form  =  ■ E ' t o t ( T i S 2 _ x O x )  — £ ’t o t ( T i S 2 )  - I -  £'mol(H2 S) — £'niol(H20), (5.3)

where Etot (T iS 2 _x0 2 ;) is the  to ta l energy derived from a calculation w ith a su b stitu ­

tional atom  O in place of S, £ ’tot(TiS 2 ) is the  to ta l energy of the  corresponding pristine 

T iS 2 m onolayer supercell, £'moi(H2 S) and -E'moi(H2 0 ) are the  energies of a H 2 S and a 

H 2 O molecule, respectively.

E lectronic s tru c tu re  calculations based on the G reen 's function (juasi-particle approach, 

are perform ed also using the VASP package. The G qW o approxim ated m ethod is 

applied as a correction to  the  KS single particle  energies. B oth  G q and W q are calculated 

from the  KS orb ita l energies and wavefunctions w ithin the  D F T  framew'ork, where 

the  D FT  calculations are perform ed using the  hybrid (HSE06) exchange-correlation 

functional. At least 100 unoccupied bands are used for the  ( 1 x 1 )  supercell. The 

Brillouin zone is sam pled using the  sam e /r-grid as th a t  used for the D F T  calculations.

In order to  investigate the  v ibrational properties of bulk and monolayers of T iS 2 , 

ab-initio density  functional p e rtu rb a tio n  theory  (D F P T ) calculations are perform ed 

w ithin the  local density  approxim ation (LDA) of the  exchange and correlation func­

tional [Ceperley-Alder (CA) param etriza tion  [369]], as im plem ented in th e  Q uantum  

Espresso package [356]. U ltra-soft pseudo-potentials are used to  describe th e  core elec­

trons of all th e  atom ic species. T he conjugate gradient m ethod is used to  ob tain  relaxed 

geometries. B oth  the  atom ic positions and the  cell param eters are allowed to  relax, 

until th e  forces on each atom  are less th an  0.01 eV /A . The electronic in tegrations are 

carried out by using a 1 6 x 1 6 x 8  (1 6 x 1 6 x 1 ) M onkhorst-Pack /c-grid for bulk (mono­

layer) T iS 2  and a H erm ite G aussian sm earing of 0.01 Ryd is used for all th e  calculations. 

T he dynam ical m atrix  is calculated  on a 4 x 4 x 2  (4x4 ) phonon-m om entum  grid and 

is in terpo la ted  th roughou t the  Brillouin zone in order to  plot th e  bulk (monolayer) 

phonon bandstructu re .
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Dimension Expt. PBE HSE06 G ô Vq

Bulk a= 3.4 lA , 
c=5.69A 
A £'g=  -1.5 to 
2.5 eV *

a=3.414 A, 
c=5.709 A, 
A E5=-0.12eV

a=3.41 A, 
c=5.69 A, 
A £'g=0.41 eV

A E g = 1 . 0 l  eV

monolayer - a=3.41 A, 
A E g= -0 .06

0=3.407 A, 
A E g = 0 A 8  eV

A E g = 1 .1 2  eV

T a b l e  5.1; T he unit-cell param eters and the bandgap of bulk and monolayer TiS2 , 
calculated w ith D FT-G G A , DFT-HSE06, and GqWo approach. A£'g —» bandgap. 
Negative value of the A£'g indicates the band overlap between the conduction and 
valence band. * The references are mentioned in the introduction of this chapter.

5.3 E lectronic Properties w ith  oxygen doping  

5.3.1 P r istin e  bulk and single layer

Our systematic study begins by calculating the electronic properties of bulk TiS2 - 

In Table 5.1, the optimized lattice param eters and the bandgap for both bulk and 

monolayer are listed. The optimized bulk TiS2 unit cell param eters are a = b =3.414 A, 

c=5.705 A. These values are in good agreement with the previous theoretical value of 

0=3.41 A [357] and with the experimental ones of a =  6 =  3.407 A, c =  5.695 A [358]. 

The Ti-S bond length in bulk TiSa is found to be 2.425 A, again it is in close agreement 

with the experimental value of 2.32 A [63] and to the previous theoretical (LDA) value 

of 2.383 A [323]. The calculated energy bandstructure along the high synunetry lines 

in the Brilloiun zone of bulk TiS 2 is show-n in Fig.5.3(a). Bulk TiS2 is a semi-metal 

and we obtain an indirect band-overlap of 0.12 eV (negative bandgap). The valence 

band maximum (VBI\I) is found to be located at the P point, wdiile the conduction 

band minimum (CBM) is found to be located at the L point. The partial density 

of states (PDOS) projected on the different atomic species shows th a t the valence 

band and conduction band mainly originate from the S-3p and the Ti-3(i orbitals, 

respectively [see Fig.5.3]. It has been mentioned before tha t there is ambiguity in 

the bulk bandgap extracted from the different experimental measurements so tha t 

a comparison is different. How'ever our calculated value is in good agreement with 

existing D FT calculations using semi-local XC functionals (LDA/GGA) [320, 357]. It 

is w'ell know'll that LDA/GGA systematically underestimates the bandgap. Therefore, 

w'e study the electronic structure using the DFT-hybrid functional (HSE06) and the 

G reen’s function quasi-particle approach (GqWo approximation). Fig. 5.3 show's tha t
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for th e  HSE06 functional, th e  CBM  moves upw ard in energy, resulting in the  opening 

a bandgap to  0.41 eV. In con trast, in the  GqWo approxim ated quasi-particle approach, 

the  CBM  and VBM moves opposite to  each other, i.e. the CBM becomes higher in 

energy and th e  VBM becomes slightly lower in energy. Consequently, there  is a further 

opening of the  bandgap (1.01 eV) w ith respect to  the  HSE06 one.

PDOS (states/eV)
4

0

■2

■4

(c)

Total I'otal

8 0 8

F i g u r e  5 . 3 :  (a) The G G A -bandstructure of bulk T i S 2 . The conduction band (red 
line) and valence band (green line) overlap between the T and the L points. The 
density of states calculated w ith (b) the  GGA functional, (c) the hybrid-HSE06 
functional and (d) the quasi-particle-GoW o approach are p lo tted  for bulk TiS2 . The 
blue dashed line indicates the VBM. T he electronic states in DOS are Gaussian 
broadened by 0.1 eV.

Next we move to  s tudy  the  electronic properties of a T iS 2  monolayer. O ur optim ized 

la ttice  constan t, a =  6, is now 3.41 A, i.e. it is slightly sm aller th an  th a t  in the  bulk. 

Such a value is in good agreem ent w ith the  experim entally  observed one of 3.40 A 

[359]. O ur calculations show th a t  unlike M 0 S2 , as the  num ber of layers is decreased, 

the  electronic property, i.e. bandgap  do not change significantly. This fact is robust 

against the  choice of m ethods, i.e. D FT-H SE and GqWo m ethod [see F ig .5.4]. Our 

com puted G G A -bandgap of -0.06 eV is in good agreem ent w ith the  previous theoretical 

calculations [366]. However, our predicted  result conflicts w ith the  D FT -G G A  based 

calculation, in which the bulk is predicted  as a sem i-m etal whereas the  m onolayer is a 

sem iconductor w ith an indirect bandgap larger th an  1.0 eV [346, 361]. We do not know 

th a t  reason for th is conflict. B oth  for the  bulk and the  single layer, the  CB and the
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PDOS (states/eV)

Total
Ti-3d
S-3p TotalTotal

8 0 8 0 80- 4^

F i g u r e  5.4: ( a )  The GGA- and (b) H SE -bandstructure of TiS2 monolayer. In the 
panels (a) and (b), the conduction band and the valence band are denoted by red 
lines and green lines, respectively. The density of states calculated w ith (c) the 
GGA functional, (d) the hybrid-HSE06 functional and the (e) quasi-particle-GoW o 
approach, are plotted. The blue dashed lines indicate the VBM. The electronic states 
in DOS are Gaussian broadened by 0.1 eV.

VB are m ainly derived from the  Ti-3f? and the  S-3p orb itals respectively [see Fig.5.3(b) 

and 5.4(c)]. This is in good agreem ent w ith previous calculations [320].

N ext, in Sec.5.3.2 w'e s tudy  the effects on the  electronic s tru c tu re  of a T iS 2 monolayer 

due to  doping by replacing S w ith an iso-electronic elem ent, oxygen.

5.3.2 O xygen doping on a m onolayer

An oxygen doped TiOj:S2 -x monolayer alloy is m odeled by sub stitu tin g  one S atom  in 

a T1S2 supercell. T he oxygen com position x  is characterized by varying the  supercell 

size, denoted by n  x n, where n  goes from 1 to  7. These correspond to  x  =  1.00 (1x1  

supercell), x  = 0.125 ( 2x2  supercell), x  =  0.0555 ( 3x3  supercell), x  = 0.03125 ( 4x4  

supercell), x  = 0.02 ( 5x5  supercell), x  = 0.01389 ( 6 x 6  supercell) and x  = 0.010 ( 7x7  

supercell). The optim ized lattice  constan t, the  form ation energy and the  bandgap for 

different O concentrations are listed in Table 5.2. Interestingly, the  form ation energy 

is independent of the  O concentration. In con trast, th e  lattice  constant decreases com­

pared to  the  pristine T iS 2 value due to  the  fact th a t  the ionic radius of 1.84 A) is
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PDOS (states /eV)
4

Total
Ti-3d
S-3p
0 -2p

2

0

4

6

4

2

0

■2

4

6

F i g u r e  5.5: The GGA-bandstructure (left) and the PDOS (right) of a TiSO mono­
layer alloy. The blue dashed lines indicate the Fermi level. The electronic states in 
EDOS are Gaussian broadened by 0.1 eV.

larger than th a t of O (1.40 A). Therefore, the bandgap is increased by modifying the 

valence band and conduction band as they predominantly Ti(i-S p bonding and anti- 

bonding states, respectively. In other words, the opening of the bandgap is due to the 

fact th a t the O 2p shell is located below the S 2>p shell. Consequently, the bandgap 

opens monotonically when the O concentration is increased. As a representative situ­

ation, for the O doped (1x1) supercell case, the bandstructure as well as the PDOS 

on different atomic species are shown in Fig. 5.5. The highest bandgap-opening is ex­

pected when all the S atoms are replaced by O. This corresponds to  formation of a 2D 

layered hexagonal phase (octahedral symmetry) of T i0 2 - 2D -T102 has not been syn­

thesized with this particular crystal structure, the theoretical calculations have show'n 

th a t it is a m etastable phase of Ti02 [367]. Nevertheless a monolayer hexagonal super­

structure of T i0 2  (a nontrivial coordination) has been synthesized from a ferro-electric 

SrTiOs surface, where Ti02 is electrically decoupled from the bulk counterpart [368]. 

In Fig. 5.6(c), the variation of the bandgap is plotted against the O concentration. 

Here the concentration is varied by considering a 3x3  supercell in which the S atoms 

are substituted by the appropriate number of O atoms for a given concentration in
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Cell Size 
(n X n)

S :0 L attice  constant 
(a) [A]

Form ation energy
( ^ f o r m )  [ e V ]

Bandgap 
{ A E ,)  [eV]

1x1 1;1 3.18 -0.332 0.54
2 x 2 7:1 3.35 -0.319 0.21
3 x 3 17:1 3.39 -0.326 0.08
4 x 4 31:1 3.40 -0.319 -0.02
5 x 5 49:1 3.405 -0.328 -0.04
6 x 6 71:1 3.41 -0.303 -0.05
7 x 7 98:1 3.41 -0.302 -0.05

T able  5.2: The optim ized lattice constant, the formation energy, and the bandgap 
for one oxygen doping on n  x n supercell, where, n  runs from 1 to  7.

the  3 x 3  supercell [see the  Fig. 5 .6(a), (b)]. For exam ple, in the  3 x 3  supercell, 9 S 

atom s are replaced by 9 O atom s for the  com position x = l  and th e  corresponding con­

figuration is shown in Fig. 5.6(b). Interestingly, the  bandgap increases linearly w ith O 

concentration up to  x =  1.0. F u rther increasing the  O concentration , the  bandgap still 

results in a bandgap increase, bu t the  slope is larger th an  th a t  observed for J  <  1. The 

transition  in the  slope arises because the  n a tu re  of the  bandgap changes from indirect 

(from the F point to  the  M point ) to  direct (at the F point) for a concentration x  ~  

1.0 (see Fig.5.5).

In order to  s tudy  the  effect of different possible configurations for a particu lar O con­

centration , we consider only th e  O concentration  x =  1 in the  3 x 3  supercell depending 

on th e  specific substitu tiona l arrangem ent of the  O atom s. Interestingly, we find th a t 

the bandgap ranges from 0.54 to  0.44 eV. This implies th a t the  bandgap-variation does 

not change significantly w ith the  particu lar site preference under substitu tion .

Next we calculate the  bandgap using the  hybrid functional HSE06 and the  GqWo quasi­

particle  approach for tw'o selective configurations, nam ely for th e  TiSO and the T i02  

strTictures. Fig. 5.6(c) shows th a t  the  slope of the  bandgap-varia tion  is robust against 

the  different m ethods, although their initial T iS 2 bandgaps differ significantly from 

each others.

T hen we evaluate the  pairing energy between two O atom s in a 6 x 6  supercell. Here the 

paring energy is defined as the  energy difference, 6E,  between th e  configuration where 

the  tw'o im purities are placed at the  nearest neighboring positions, and wdiere they  are 

placed as far as possible in the  unit-cell. We find th a t  it is energetically preferable by 

about 20 m eV /supercell to  two O atom s as close as possible to  each other. Based solely 

on their pairing energy, 0 -d o p an ts  w'ould tend  to  form clusters, how'ever this cluster
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(a) (b)

0 20 40 60 80 100
0-concentration (%)

F i g u r e  5.6: The top (up) and side (down) view of the (a) pristine and (b) the 50 
% 0-doped (3x3) supercell, (c) The bandgap-variation against the 0-concentration  
for DFT-GGA (blue), DFT-HSE06, and GqWo approach.

form ation is generally controlled in experim ents by the  energy barrier for moving the  

oxygen in the  T iS 2 m onolayer from one site to  ano ther one.

5.3.3 O xygen doping on nanoribbon

In order to  shed some light on the  efTects of placing an O im purity  e ither a t the  edges 

or in the  m iddle of a T iS 2 m onolayer, we consider a sufficiently long (w idth abou t 5
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■*X>X>XX'^XyXXKKKK*.

F i g u r e  5 . 7 :  Top view (up) and side views (down) of 1 x 4  supercells of (a) 0 %,  

(b) 50 %, and 100 % S-passivated TiS2 nanoribbon. The 0-doping at the edge site 
and the middle site of the nanoribbon are denoted by sohd red cirles and solid blue 
circles. Color code: grey -^T i and yellow —» S.

mil) iianoribbon. We coiifinii th a t  the  oxygen-doped nanoribboii rem ains sem i-m etallic 

like the  monolayer. As we are in terested  in the  edges S atom  replacem ent, we use only 

the  T i-tern iinated  edges w ith 0%, 50% and 100% S-passivation as shown in Fig. 5.7. In 

Table 5.3 we list the  form ation energy of O doped bo th  a t the  edges and in the  middle 

of the  above m entioned different % S-passivated nanoribbons. In the  100% S passivated 

nanoribbon, the  form ation energy is positive for th e  edge site and is negative for the 

m iddle site, i.e. oxygen doping is more favorable in the  m iddle of the  nanoribbon th an  

th a t of a t the edges. In con trast, O doping is much favorable at the  edge site com pare
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Edge passivation type
- f̂orm for 0 -doped  a t site

Edge M iddle

100% S 1.030 -0.311
50% S -0.402 -0.321
0% S -0.467 -0.324

T a b l e  5.3: The form ation energy for one O doped at the edges and the middle of 
100%, 50% and 0% S passivated monolayer TiS2 nanoribbon.

to  the  m iddle one for bo th  50% and 0% S passivated nanoribbon.

5.4 P honon P roperties of bulk and single layer

In order to  s tudy  to  the effects of dim ensionality on the  v ibrational properties of T iS 2 , 

we s tudy  the  phonon dispersion of bulk and m onolayer T iS 2 . The bulk phonon disper­

sion are p lo tted  along the  F-K-M -F (/-path in Fig.5.8(a). The irreducible representation  

of the  zone-center phonon m odes reads

F =  A,gR  + EgR +  2A2u{IR)  +  2E, { I R) .  (5.4)

where, R and IR denotes respectively R am an and infrared active modes. T he atom ic 

displacem ent of the  optical m odes a t the  F-point are shown in F ig.5.9. T he phonon 

frequencies of certain  modes are m easured experim entally  by v ibrational spectroscopy, 

such as R am an, infrared and neu tron  scattering  a t some high sym m etry  points in the 

Brillouin zone [360, 370] and those values are com pared w ith oiu’ calculated value 

[see F ig .5.8(a)]. O ur calculations are in good agreem ent w ith th e  experim ental values. 

In addition, our calculated phonon dispersion agrees quite well w ith the  previously 

theoretical calculation based either on an empirical-valence-force-field m ethod [360] or 

on a s ta te  of the  a rt first principle D F P T  [322]. Interestingly, we observe th e  signature 

of a soft-phonon m ode, generally called Kohn anomaly, along the  M point and half the 

way along th e  F-K direction in the  Brillouin zone.

T he phonon dispersion of a T iS 2 m onolayer is shown in Fig.5.8(b). Sim ilar to  the  bulk 

phonon dispersion, there  is no energy-gap betw een the  optical and the  acoustic phonon 

of the  monolayer. We find th a t  the  T iS 2 m onolayer is dynam ically unstab le  a t the  M 

point. This reflects the  fact th a t  the  system  is stabilized by form ing a 2 x 2  real space 

supers truc tu re  (com m ensurate charge density  wave phase) and the  atom s are d isto rted
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F i g u r e  5.8; The phonon dispersion of (a) bulk (b) monolayer TiS 2 . The solid 
red circles represent the experim entally available d a ta  correspond to our calculated 
ones (black solid circles). Note th a t calculated im aginary frequencies are shown as 
negative roots of the square phonon frequencies. Lines are guides to the eye

233 cm 372 cm328 cm

0  Ti •  S (up) •  S (Down)

80 cm

F i g u r e  5.9: Schematics of the atomic displacement patterns of the F  centered 
optical phonon modes of lT -T iS 2 - The frequencies are reported  from our calculations 
for bulk TiS 2 -

to  accom m odate them selves into tlieir new equilibrium  positions. In F ig .5 .10(a) the  

ban d stru c tu re  of a m onolayer in the  norm al phase and the  CDW  are shown, hi the  

CD W  phase, the  m aterial opens a bandgap of 0.09 eV. The m acroscopic origin of tlie 

CD W  phase m ainly arises from the  strong electroii-phonon coupling, generally present 

in such classes of LTMD m aterials [362, 363]. O ur to ta l energy calculations show th a t
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the  2 x 2  supers truc tu re  is m ore energetically favorable by ] . l  m eV /un it-fo rm ula than  

the  und isto rted  one. Indeed we observe th a t  the  unstab le phonon m ode does exist 

a t the  r  point in the  Brillouin zone of an und isto rted  (2x2)  T iS 2 -supercell. Note 

th a t  the  M point in th e  Brillouin zone of T iS 2 -unit-cell is equivalent to  the  F point 

in the  (2x2)  T iS 2 -supercell. As a consequence the  unstab le  m ode disappears a t F 

in the Brillouin zone of the  d isto rted  (2x2)  T iS 2 -supercell. The schem atic diagram  

of the  d isto rted  superstruc tu re  is shown in F ig .5 .10(b). The d isto rtion  of the  atom ic 

positions are determ ined by the  q-vector, a t which the  unstab le phonon m ode occurs. 

T he d istortion  of the  T i atom , 5(̂ ti is as large as 0.05 A com pared to  th a t  of the  S ones 

(<  0.005 A). The sim ilar CD W  phase tran sition  has been observed experim entally  in 

bulk TiSe 2 , an iso-structural com pound to  T iS 2  and the  transition  tem pera tu re  was 

reported  as large as 200 K [364, 365].

(a)

>
d t

tu
tu

N o r m a l  phase  

C D W  phase

0

■2

r K M r

(b) lT - T i S 2 - C D W

S ( d o w n )  

S (up)

F i g u r e  5.10: (a) The L D A -bandstructure of 2 x2  supercell of monolayer in the 
norm al (red dashed lines) and the com m ensurate CDW  (green lines) phases. The 
conduction and valence bands are highlighted w ith bold lines, (b) T he schematic 
shows the com m ensurate CDW  phase of the TiS 2 monolayer. The arrow indicates 
the displacem ent of the respective atom s.

N ext we move to  s tudy  the  effect of pressure on the  CDW  phase. In order to  sim ulate 

the  pressure on the  system , a compressive s tra in  is applied by reducing the  2D -lattice 

constan t isotropically. It is confirmed th a t  s tra in  weakly affects the  b andstruc tu re  

except for an increase of the  S-p bandw id th , b u t the  system  rem ains m etallic. In 

Fig.5.11(a), th e  phonon dispersion is shown for a 6.6% compressive stra in , since the 

LDA lattice  constan t of the  pristine m onolayer is 3.316 A .  Interestingly, the  m inim um  

frequency of the  soft-phonon m ode at th e  M point have less an im aginary value (-8
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cm “ ^) when com pared to  the  unstra ined  ones. Consequently, the  energy gain due to  

CD W  form ation reduces w ith increase of compressive stra in . Eventually, the  unstable 

m odes d isappear for a compressive stra in  of 7.1 %, which corresponds to  a hydro­

s ta tic  pressure of «  3.9 G P a in the  monolayer. T he disappearance of th e  CDW  under 

compressive s tra in  (pressure) can be explained by considering the  inter-atom ic force 

constan t under a given compressive strain . W hen the  compressive s tra in  increases, the  

Ti-S bond-length  decreases, enhancing the  stiffness of th e  nearest neighbor’s Ti-S force 

constan t. Therefore the  occurrence of such a soft-phonon m ode is strongly influenced 

by the  local environm ent around the  transition  m etal atom s in the  T iS 2 layer. The 

stiffness also can be varied by iso-electronic doping of the  m onolayer, i.e. l\y replacing 

S w ith oxgyen. The reason is th a t  the  T i-0  bondlength  is sm aller th an  the  Ti-S ones, so 

th a t O substitu tion  enhances the  inter-atom ic (T i-S /0 )  stiffness. As a dem onstration  

w'e plot the  phonon dispersion of the  TiSO alloy [see F ig.5 .11(a)]. We find th a t the 

unstab le  phonon frequency at M point no longer exists.

600
  O  doped

strained
500

400

o  300

3
200

100

K Mr r
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1.02
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0.5 2.5
Hubbard U (eV)

F i g u r e  5.11: (a) The phonon dispersion of the 0 -doped  (black) and compressive
strained (red) T iS2 monolayer, (b) The variation of the bandgap (green line) and the 
T i-distortion, (red line) against the H ubbard param eter for LDA-I-U calculations.

As m entioned in the  previous section, the  calculated bandgap of a T iS 2 monolayer 

depends significantly on the  choice of exchange correlation functional used for the  

calculation, hi addition, it is known th a t  the  charge density  wave phase can be present 

e ither in a m etallic system  or in a sm all-bandgap sem iconductor, w^here the  exciton 

binding energy is sufftcient to  overcome the  energy gain of the  la ttice  d istortions. In
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th is context, in order to  investigate the  form ation of a charge density  wave phase as a 

function of bandgap, we have carried out D F T  calculations using the  LD A +U  functional 

as the  valence has predom inantly  3d character. We observe th a t  the  bandgap opens 

linearly from -0.25 to  0.33 eV as the  U param eter increases from 0.0 to  3.0 eV (the 

LD A +U  corrections are employed only on the  T i atom s). Using the  LD A +U  m ethod, 

the  3d orbitals become m ore localized th an  when calculated w ith the  LDA, resulting 

in a downward energy-shift of the  VB. In Fig.5.11(b) we show th e  variation of the 

bandgap and the  T i-la ttice  d istortion , against th e  H ubbard U param eter. The 

lattice  d isto rtion  vanishes w'hen the  bandgap becomes positive, i.e. the  overlap between 

the  CB and th e  VB reduced to  zero. From these result, we conclude th a t if the  system  

w'ere a sem iconductor, the  CD W  phase would not exist.

5.5 Conclusion

By using ab-initio density  functional theory  w ith local (GGA) and non-local (HSE06) 

exchange and correlation (XC) functional, as well as the G reen’s function quasi-particle 

(GW ) approach, we have stud ied  the  electronic properties of a pristine and an oxygen- 

doped TiS ‘2 monolayer. T he electronic properties of the  bulk and m onolayers are sen­

sitive to  the  choice of D FT-functional. The GGA predicts th a t bo th  the  bulk and 

m onolayers are sem i-m etallic, w'hereas both  of them  tu rn  out to  be sem iconductors 

w ith an indirect bandgap of 0.41 eV (bulk) and 0.48 eV (monolayer) for the  HSE06 

functional. M oreover, GqWo predicts a bandgap as large as 1.01 eV (bulk) and 1.12 eV 

(monolayer). Interestingly, the  opening of the  bandgap, for a given m ethod, is small (~  

0.06 eV) when the  thickness changes from bulk to  the  single layer lim it. This implies 

th a t  the  layer-layer in teraction  has an insignificant effect on the  electronic s tru c tu re  of 

TiSs.

The bandgap of a monolayer opens for iso-electronic doping w ith oxygen (replacing 

sulfur) and the  bandgap opens linearly as the  0 -concen tra tion  increases. A lthough the 

absolute value of the  bandgap of pristine T iS 2  depends on the  choice of the  functional 

in D F T  and the  GqWo scheme, the  variation of the  bandgap w ith 0 -concen tra tion  is 

robust against them .

Finally, by using ab-initio density  functional p e rtu rb a tio n  theory, we have studied  the 

phonon properties of T iS 2  bulk and monolayer. We observe a Kohn anom aly in the
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hulk phonon dispersion. In con trast, our LDA calculations show th a t a monolayer 

T iS 2 exhibits a CDW  instab ility  a t the  K point, resulting in the  form ation of 2 x 2  

superstructu re . Interestingly, compressive s tra in  (pressure) tunes the  CD W  instability  

and a compressive s tra in  of 7.1 % is required for the  transition  from CDW  to  a norm al 

m etallic sta te . T he CDW^ can be m odulated  by an iso-electronic doping w ith the  O or 

the  Se atom  in place of the  S atom , where Se enhances the  CDW  instab ility  w'hile O 

rcduces it. In addition, LDA-I-U calculations show' th a t the bandgap of a monolayer 

varies linearly as U increases and the  bandgap varies from -0.25 eV to  0.33 eV as the  U 

ranges from 0.0 to  3.0 eV. Consecjuently, the  CDW  phase d isappears for U=  2.0, when 

the  bandgap becomes zero for the  und isto rted  system .





Chapter 6

Conclusions and Future Work

In sum m ary, I have presented a first-principles s tudy  on low dim ensional nanostruc­

tu res m ade of layered transition  m etal di-chalcogenides. Due to the  sim ultaneous im­

provem ents in bo th  synthesis technicjues for m aking atom ically-th in  s tructu res and the 

availability of s ta te  of the  art ab-onto  electronic s tru c tu re  m ethods, th is branch of m a­

terials science has experienced a surge of poj^ularity in recently years. This has been 

elevated, not only by in terest in exploring new fundam ental physics, bu t also by th e  po­

ten tia l to  engineer m aterials properties su itab le  for device applications. In this work, I 

exam ined the  electronic and phonon properties of the  layered m ate ria rs  nanostructu res 

and possible ways th a t can m anipulate  their properties via external pertm 'bations as 

well as by reducing dimensions.

In the  C hap ter 2 , I have described briefly the  theoretical formalism of bo th  the  density 

functional theory  (D FT ) and beyond D FT , G reen’s function ciuasi-particle approach 

for electronic s tru c tu re  calculations. In addition, the  density  functional pertu rbation  

theory  (D F P T ) w'as in troduced for phonon calculations. All the  electronic s tru c tu re  cal­

culations were carried out w ith the  SIESTA, VASP and QU AN TUM  E SPR E SSO -D FT  

codes. The general im plem entation details for all th e  codes, were briefly m entioned.

In C hap ter 3 , I considered a 2D nanostruc tu re  m ade of a prototypical LTMD, nam ely 

M0S2. Interestingly, we observed th a t the  native indirect bandgap becam e direct when 

the  thickness gets down from bulk to  the  m onolayer lim it. In fact, th is result had been 

already confirmed by ])hoto-luminescence experim ents. I then  carried out a system ­

atic  stvidy of the  changes of the  electronic s tru c tu re  of a M0S2 m onolayer induced by 

dopants. We considered substitu tiona l doping for bo th  Mo and S, as well as doping

135
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by adsorption. S})ecifically, on the one hand I considered the Mo atoms substituted by 

a transition metal Y, Zr and Nb as p-type dopants, and by Re, Rh, Ru, Pd, Ag, and 

Cd as n-type dopant. On the other hand, S was substituted by nonmetals (P, N and 

As) as p-type dopants and halogens (F, Cl, Br, and I) as n-type dopants. S substi­

tution with nonmetals and Mo substitution with transition metals creates deep donor 

levels inside the bandgap of the M0S2 monolayer for most of the dopants considered. 

Via substitutional doping I found tha t it possible to obtain p-type M0S2 by replacing 

an Mo atom with Nb. To made M0S2 n-type we found only rather deep donor levels 

w'hen substituting Mo with transition metals, with Re being the one with the smallest 

activation barrier. A n-type character can also be achieved by adsorbing alkali metals. 

The last class of dopants we considered was adsorption of ionic molecules, which can 

occur during electric double layer formation when M0S2 is contrast with in an ionic 

liquid gate. These show high potential for inducing large carrier concentrations, both 

electrons or holes, within the M0S2 monolayer. Moreover, the changes to the carrier 

densities induced by ionic liquids are expected to be a general property of LTMDs in 

such environments. Quantum  transport across low dimensional structures w'as recently 

received a lot of attention as such structures may form the basic building blocks of 

future logic device and sensors [371]. Therefore in future, w'e will continue this work by 

investigating the transport properties of M0S2 monolayer field effect transistors with a 

combination of density functional theory and non-equilibrium Greens function m eth­

ods.

MoS2-based transistors have appeared always doped, even if no doping is intentionally 

introduced. Intriguingly this could be both n- and p-type and its origins are unknow'n. 

By performing D FT calculations for the complex MoS2/SiC)2 interface, we found tha t 

the clean surface of an Si02 substrate did not have a significant effect on M0S2 electronic 

properties. However, we were able to identify the interface defects which could gener­

ate either n- or p-type doping. Specifically, adsorbed Na or an O vacancy at the Si02 

surface could change the M0S2 conductivity to n-type and p-type, respectively. This 

result has two profound implications: 1) it established tha t defects at the MoS2/Si02 

interface are responsible for doping M0S2, solving a rather long-standing puzzle, 2) it 

suggests a new way to  fabricate nano-scale logic devices, where the electronic structure 

of the channel is tuned by controlling surface defects of the substrate.

In Chapter 4 , I have investigated the ground state  electronic structure and the electrical 

field response of M0S2 nanostructures such as nanoribbons (ID) and nanoclusters (OD).
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Two types of nanoribboiis, namely zigzag nanoribbon (ZNR) and armchair nanorib­

bon (ANR), w'ere constructed based on the edge term ination of the 2D M0 S2 layers. I 

predicted tha t the ground states of ZNR and ANR w'ere metallic and insulating, respec­

tively. Importantly, the bandgap in these systems is primarily determined by a pair of 

edge states and it might be tuned by applying an external transverse electric field. This 

could eventually drive a m etal-insulator transition. The critical electric field for the 

transition could be reduced to  a practical range with increasing ribbon width. Also it 

is interesting to remark that, as the dielectric constant was approximately proportional 

to the inverse of the bandgap, the critical fields for the gap closure are expected to be 

relatively materials independent. Recently experimental studies have reported applied 

electric field as large as ~  0.2 V /A  in BN nanotubes without any dielectric break­

down [372]. This dem onstrates th a t the predicted large critical field is experimentally 

accessible. We observed th a t the direct bandgap became an indirect one, w’hen other 

layers are stacked on the monolayer and subsecjuently the bandgap reduced inversely 

with the number of layers. The magnetic properties of the nanoribbon changed from 

diamagnetic to magnetic via Cr doping at the Mo atoms edges, hiterestingly. the 

modulation of the bandgap is also induced by the Cr doped nanoribbon upon applied 

external transverse electric field.

The presence of localized edge states tha t could be moved to the Fermi level by ap­

plying a transverse electric field suggested tha t the system could be driven towards a 

magnetic instability. Our spin-polarized calculations showed tha t this indeed happens 

and th a t at a certain critical electric field a diamagnetic to magnetic transition occurs. 

This follows directly from the Stoner criterion as the Van Hove singularities associated 

with the edge states have a large density of states. Intriguingly the magnetic phase 

could be fm’ther tuned by the external field and different alternating diamagnetic and 

magnetic regions could be accessed. Although the access of the magnetic region de­

pends on the function of S and H atoms used for the passivation at nanoribbon edges, 

the modulation of the bandgap is robust against the different type of edges passiva­

tion.

I extended the study of electric field effects to OD monolayer M0 S2 triangular nan­

oclusters (TNCs). Depending on the edge term ination (such as Mo or S edge) and the 

percentage of S coveraged at the edges, a monolayer M 0 S2 -TNC is classified as mag­

netic or non-magnetic. I showed tha t by applying an external transverse electric field, 

Epxt, tlie gap between the highest occupied (HOMO) and low'est unoccupied (LUMO) 

molecular orbitals could be reduced. Eventually, at a certain critical value of -Eext, the 

ground state  of a non-magnetic TNC becomes spin-polarized with a moment of 2^b-
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This m agnetic tran sition  corresponds to  a sing let-trip let transition  described by the 

two-site H ubbard model. O ur results suggested th a t the  S tark  effect and electrically 

driven m agnetism  is expected for the  entire  class of sem iconducting layered m aterials.

In chap ter 5 , I considered an another prototypical LTM D, nam ely TiS2- Here I in­

vestigated  the  electronic properties of bulk and m onolayer TiS2. I found th a t bo th  

the  bulk and m onolayer are sem i-m etallic w ith an indirect band-overlap w ithin the  

GGA, whereas bo th  of them  are sem iconducting according to  the  H SE06 functional. 

Concerning the  long-standing bandgap issue, i.e. th e  question of w hether TiS2 is a 

m etal, a sem i-m etal or a sem iconductor, we investigated the  electronic properties us­

ing the  advanced ab-initio G reen’s function quasi-particle approach w'ithin th e  GqWo 

approxim ation. T he GqWo approxim ated electronic s tru c tu re  predicts TiSa to  be a 

sem iconductor bo th  in bulk and m onolayer form. I observed th a t  the  bandgap  does 

not open significantly, unlike the  M0S2 case, when the  TiS2 thickness decreases from 

bulk to  the m onolayer lim it. This result is robust for all th e  m ethods used.

T he effect of an oxygeu-im purity has been studied by considering TiS^Ox m onolayer 

alloys. We found th a t the  bandgap opens m onotonically w'hen increasing O concentra­

tion, although form ation energies do not depend on the  O concentration. This wide 

range of bandgap variation opens up the po ten tia l of TiS2 for m ainly nanostruc tu red  

based solar-cell or oxygen-sensing applications.

In the  context of an on-going collaboration w ith the  experim ental group of Prof. J. 

Colem an, School of Physics and w ith one postdoc of our group, Dr. C lotilde S. Cu- 

c ino tta , in the  fu tu re  w'e plan to  s tudy  w ater evolution processes occurring on the  TiS2 

nanoflake. Indeed, electron beam  microscopy experim ents show th a t  the  edge of the  

flake is oxidized, no oxygen atom s are observed in the  m iddle. The hypothesized re­

action product of th e  oxidation reaction is H2S, im plying th a t the reagent molecule is 

H2O. Having show'n th a t, from a therm odynam ic point of view', w ater evolution can 

occur (is an exotherm ic process), no t only a t the  edge of the  TiS2 nanoribbon, bu t also 

far from it, our aim  is to  understand  if there  is any kinetic hindrance to  th e  oxidation 

of the  nanoflake far from the edge. To th is end we plan to  s tudy  and com pare oxidation 

pathw ays of the  edges of TiS2 nanoflakes, bo th  in the  presence of surface S vacancies 

and on the  clean surface, using th e  N udged E lastic B and approach [373], w'hich pro­

vides geom etries and activation energies of the  tran sition  sta tes. T he reaction to  be 

stud ied  is

T i S 2 +  H2O T i S O  +  H2S. ( 6 . 1)
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where T iS 2 represents the  clean nanoflake and the  T iSO  oxidized s tructu re . We expect 

th a t  th is reaction will be characterized by a double proton transfer from w ater to  an 

S atom  of the  nanoflake (sitting  either a t its edge or in the  m iddle of the  surface). As 

a consequence, after the  first p ro ton  transfer we expect to  observe a reaction interm e­

d iate  characterized by an OH and a SH group adsorbed in neighboring surface sites. 

An H2 S molecule would be formed after a second proton transfer from  the  OH group 

to  the  close SH group.

Finally, I investigated th e  phonon properties of bulk and m onolayer T iS 2 . Bulk T iS 2 

exhibits a K ohn anom aly in the  phonon dispersion, b u t all the phonon m odes are s ta ­

ble. In con trast, an unstab le phonon m ode occurs a t the  M point in the  the  Brillouin 

zone for a monolayer. The monolayers are stabilized by forming a 2 x 2  superstruc­

ture . Subsequently, below a certain  critical tem p era tu re ,T c d w  b o th  the  lattice  and 

th e  electron density are periodically m odulated . T he unstab le phonon m ode can be 

removed either by applying compressive s tra in  or by oxygen doping in place of S. The 

disappearance of the  phonon-m ode could be understood  by the  stiffness-variation of 

T i-S /O  bond as it was significantly affected by the  environm ent. As a fu rther study, 

LDA-I-U calculations showed th a t the  bandgap of T iS 2 monolayer opens linearly with 

increasing U . since LDA predicts th a t m onolayer T iS 2 is senii-m etallic. The d istortion 

in the  CDW  phase decreased against the bandgap opening and eventually, the  unstab le 

phonon m odes d isappears, as soon as the  m onolayer become a sem iconductor.

We have m entioned before th a t the  LTMD fam ily exhibits generally strong  electron- 

phonon coupling (A),

where N{ e f )  is the  electron density  of s ta tes  per spin a t the  Fermi level, D  is the  

deform ation poten tial, M  and uj are the  effective atom ic mass and the  average phonon 

frequency. Therefore it has been com m only foimd 2D chalcogenides m aterials display 

the  electron-phonon m ediated superconductivity , charge density  waves or b o th  in their 

m etallic phases. However, the  in tercalation  of alkali m etals or organic molecules could 

in d u ce /tu n e  the  superconductiv ity  in th is family. T here are two ways to  increase 

electron-phonon coupling by either reducing th e  dim ensionality or by tun ing  the  density  

of s ta tes  at the  Fermi level. Therefore in fu tu re  we would like to  investigate the  effect 

of doping and dim ensionality on the  electron-phonon coupling of layered m aterials.
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•  Kapildeb Dolui, Xi Zhu, Haibin Su, and Stefano Sanvito, Electrically driven m ag­

netism. in triangular nanocluster of M 0 S2 and BN, (manuscript in prepration)

•  Kapildeb Dolui, Ivan Rungger, Chaitanya Das Pem m araju , and Stefano Sanvito 

Ab-initio study on the possible doping strategies fo r  M 0 S2 m,onolayers, (subm itted 

to PRB, arXiv: 1304.8056).

•  Kapildeb Dolui and Stefano Sanvito, A b-initio  study of the electronic properties  

of oxygen doped TiSz m onolayers  (manuscript in prepration)

•  Kapildeb Dolui and Stefano Sanvito, Effect o f d im ensionality on phonon proper­

ties of TiSz (In prepration)

141





Bibliography

[1] M. A. Topinka, B. J. LeRoy, R. M. Westervelt, S. E. J. Shaw, R. Fleischmann, 

E. J. Heller, K. D. Maranowski and A. C. Gossard, N ature 410, 183 (2001).

[2] G. E. Moore, Electronics 38, 8 (1965).

[3] F. Schwierz, H. Wong, and J.J. Liou, Nanometer CMOS  (Pan Standford 2010).

[4] I. Appelbaum, B. Huang, and D. J. Monsma, N ature 447, 295 (2007).

[5] S. AL Goodnick and J. Bird, IEEE Transactions on Nanotechnology 2, 368 

(2003).

[6] F. Schwierz, Nature Nanotechnology 6, 135 (2011).

[7] P. Avouris, Z. Chen, and V. Perebeinos , Nature Nanotech. 2, 605 (2007).

[8] D. S. Hecht, L. Hu, and G. Irvin, Adv. Mater. 23, 1482 (2011).

[9] G. L. Brennecka, J. F. Ihlefeld, J.-P. Maria, B. A. Tuttle, P. G. Clem, J. Am. 

Ceram. Soc. 93, 3935 (2010).

[10] R. P. Ortiz, A. Facchetti, and T. J. Marks, Chem. Rev. 110, 205 (2010).

[11] P. Barber, S. Balasubramanian, Y. Anguchamy, S. Gong, A. Wibowo, H. Gao, 

H. J. Ploehn, and H. -C. zur Loye, Materials 2, 1697 (2009).

[12] A. I. Kingon, J. P. Maria, and S. K. StreifTer, N ature 406, 1032 (2000).

[13] S. K. Kim, S. W. Lee, J. H. Han, B. Lee, S. Han, and C. S. Hw'ang, Adv. Funct. 

Mater. 20, 2989 (2010).

[14] J. -H. Lee, J. Wvi, and J. C. Grossman, Phys. Rev. Lett. 104, 016602 (2010).

[15] N. Nakpathomkun, H. Q. Xu, and H. Linke, Phys. Rev. B 82, 235428 (2010).

143



Bibliography 144

[16] Z. Ma , K. Zhang , J. -H. Seoa, H. Zhoua, L. Suna, H. -C. Yuana, G. Qina, H. 

Panga and W. Zhou, ECS Transactions 34, 137 (2011).

[17] T. Zhai, X. Fang, M. Liao, X. Xu, H. Zeng, B. Yoshio, and D. Golberg, Sensors 9, 
6504 (2009).

[18] Zhong Lin Wang, J. Phys.: Condens. M atter 16, R829 (2004).

[19] M. Osada and T. Sasaki, Adv. Mater. 24, 210 (2012).

[20] Y. W. Heo, D. P. Norton, and S. J. Pearton, J. Appl. Phys. 98, 073502 (2005).

[21] D. C. Look, J. Elec. Mater. 35, 1299 (2006).

[22] S. J. Tans, A. R. M. Verschueren, and C. Dekker, Nature 393, 49 (1998).

[23] T. Durkop, S. A. Getty, E. Cobas, and M. S. Fuhrer, Nano Lett. 4, 35 (2004).

[24] A. Javey, H. Kim, M. Brink, Q. Wang, A. Ural, J. Guo, P. McIntyre, P. McEuen,
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