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Thainig ciunas, ciunas diamhair san dit.
A quietness, a mysterious silence fell.
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Summary

The aim of the present study is to investigate the effects of a programme of instruction on
oral fluency in Irish. The programme design was informed by a focus on formulaic language
and by the use of procedures designed to prompt the acquisition of formulaic language. The
area of formulaic language had generated much interest in language learning, however the

body of research on pedagogical approaches and instruction effects is relatively small.

[rish is a minority language and many students have minimal contact with the language
outside of the classroom. Many students also regard the language, and subject, with some
ambivalence. Fluency implies an ease and naturalness in language use, it was hoped the
programme of instruction would enhance students’ experience of the language and their

engagement with it.

Chapter 1 presents the context for students and the challenges posed in the teaching and
learning of Irish at second-level. In Chapter 2, the concept of fluency in speaking is addressed
from a psycholinguist and cognitive perspective. The present study is interested in the
development of fluency, the broad thrust of Chapter 2 is that speaking fluency is underpinned
by cognitive fluency. A close examination of the processes of automaticity and
proceduralization is carried out, and a consideration of how these processes can be supported

in the language classroom.

Chapter 3 presents research on formulaic language. In brief, this very broad field is organised
primarily around efforts to describe formulaic language and the benefits it has for users.
Again, close attention is given to the relevance for the language learner and the implications
for the classroom. Chapter 4 details the core principles informing the design of the
programme of instruction, and describes the central activities. In Chapter 5 the research
questions and hypotheses the present study addresses are presented, along with a description
of the testing measures. In Chapter 6 these research questions are addressed through a close
examination of testing data. The final chapter, Chapter 7, discusses more broadly the
findings, conclusions and recommendations arising. Volume 2 contains materials developed

for the programme of instructions and test transcriptions.

iii



TABLE OF CONTENTS

DECLARATION AND PERMISSION

A KN O EDGEMEN S s i i i st e e e D e e T
AR IR A s ani e s e T e ERROR! BOOKMARK NOT DEFINED.
FABEE OF CONTENTES . i e i e e e e I v
R OR BIGH RE S o e e T A e T Vil
EISTORTABLES . s e it mia i e e e e e e i i VIII
INTRODUCTION
RE R ARCH RATIONAE R AND AINMS s s s e o e e o e L e o
R HER S O e 2 e e e e e e R e e
RESEARCH SIGRIEICANCE S it vt it e i e T s e o
CHAPTER 1 LEARNING TO SPEAK IRISH
L IR ODUC IO e s e e e e e e e s
L 2MAKINGIAER COUINT - b e il S el s e e
1.3 EEARNERSE KT ITTHDE AND MOBIVATION oo i iy st ine s hovasinsintosss svssms it i s i i oias s s ted s yovatsvontionint
TR Y T T e R e O M e el s o i e SR i s Sl - el SR s
R B T S BN S TN T e St el SR SR e st S i e s e o 71
1.3 35 5PeaRing IR The ClasstooM e oo i st o i s ot s s P e s 13
1 o e e e e e e O RO e e S e W L I S SR b S bRt g 14
L OSSO omM LAl riiivien e i B S R G e s 14
L RS oL F R TR el T fr T Vi e e e B e i T e e s e e 19
LR T e e e S e B e R e e e SR B T e e ks sl S S e T 20
1T 1 UNdelPradiiaies. o s it ios s e s e st il e A e e it e T o e 20
L O PO QUL SEIVIOl s o it e s i e e e e 21
O R AN ANE AR B S EMENT s o i s i T s e S e i 24
O ORI GIL CHUOAN & ol v v s i it e R S e e e L 24
L L R e e s e e R S S S e L S i D s Ol ot S s SR e 26
O SSoMecllectiy . it e e e e e R 28
EECONCEUSION: i o o e e s s T e e e 31
CHAPTER 2 SPEECH FLUENCY AND COGNITION 32
) N ARODICTION s i i e s s e L e A 32
2 S PEARING: i e e e e T A S e s 32
201 The SPealdNg ConSIIUCT . 5 i i i b i et e i 32
22 2 IOV AN SPPOOH ... & i i iines nirnne i s saes s a han e vt v s oo havenst Siuann se o da i waapa S os e S gt e mans 38
2 AUTOMATIZ ATIONAND SKILE ACOUISTTION. i ir s cvonssnnnsssevserosete it o i i s s st ot 44
2. 3. Defining anddescribDing QUIOMAIICID) ot o rosiiinamsanissses o o Tl Saah ot oo ot eis i s s 46
232 AUlomalic DEOCESSING i i it i ER R e 48
A s e e e e 50
23 A INSIANCe TREOEY .o e o sasirivsannassman s iish o st s San s dias s aae o e bl et T s sty h e e TASh et e s e emnn s 56
2.4 AUTOMARIZATIONAND LANGUAGE FLUENCY i cviviiiossivsssinoninms st iesiciverint bos oo svin sy adsnswe sotanseusass s obese 58
e T e 1T e e s e s e R e e e 58
L eveltls DI 5 e i i i e e A e i e TR e 59
2.1 3 RHonolog1cql SHOFCICEIMENIOE) . . 5: v oar oot i i e e e P i os e s e e o T i i3 s 65
e G T T T 1 e e e e e s b e L e A B s S e R S L sl e 70
2 5 DEVELOPING AUTOMATRICIIY INSPEAKING.: . i e i e 75
2 L I OMEEION . L v it i e i e e R R e 7
2232 Prdciice [OF PracediliQlizalion . oo it ssiaios it e i i i s o o s it e b e 76
R e sl L T e e e e R e R R R e e 79
2O ONCEUSION: st et e e L e e el 83
CHAPTER 3 FORMULAIC SEQUENCES AND FLUENCY 84
S INERODICTION o s o il 5 an s S e e e G 84
3.2 LANGUAGE INUSBAND LANGUAGE SY S TEMATICII i o v corisiseesossssoersosvsintninnsstosoorassriessaossssestssins 84

iv



3.2 1 Languare SYSIEMATICIIY. . 5 ciiiisassvstisss i sosassontvonammasnoss s omsoesiansss0uss s s R A NI G5 3u0 s FHS AR A e ap e e b smaanssnhsamtis 84

32 DSNOREN IANRUADC .. it o iisrns i R e e T e T T S O s 86
3.2.3 Word combination: keeping company and defying labels ................cuueueevueeuieverceesiesseesressresressesssennes 87

S A R A O DPINCIIL 5 i e e i e s e T R e 88
3B FORMUTAIC T ANGUAGE (15 e il 00k e hyh St b ot b oUoasion s 0o bh rhinsSu st Vi ob s s m i As e LA oS A mE s e B sReg 01
LRI A (T L e e e SR S ot e e G delw sSRcre e et L Sl R M e 91
33 D esCHIbING QR TACNIIVIND £ 5 i h s e v o e e e Bs s r s et peSaE e s san b oe s s s e s A iae 92
A EVIDBNCE OF POy CHOL D Gl A R AL I = e e e e e e o S Paevis s i bt ot o 96
3:5 EINGUISTIC ACHOUNES . 0 v i el hrt et i e b e e b i ik e e S e i e e 98
3 L Il procesSing QRAd WEAY . . itian e e i e e e e 98

3.5 2. U500 AL TEURNCY wviis: sanag orvis s shior ety e b h Dy S i b kv e e e T i it 102
3.6 EUNCTIONS ANBBENGELTS . it ian i S e v e e s s e T e e st i 105
S0 LR eVAIENOe r s i e T e e e e e 105

L RN L 1 e e e S WA e R i IR i e R s ekt SR 105
3.0:3- M anaono i Benaolion iee oot st it e T o R e e st s S 107
3014 - M ANAOIND QISCOUISCT it vt i b s syt os oo e S S A b e N lasd s s hao s ISV T i s s st 107

3:0 ENMNACINGIMEANING: vosiionviiti i i o i i i T T T o v i o A e e ema g 109
3:6.6 Pracmatic; SIaion and COMMBNILY: ...ciibis it vt hii st sbes i ineas v e atate siTonsiv s ria s sasdsonitasrass 109
0 LOROUGCEC OCQUISITION vt ronss s e e e o R PR T Ao st (S d s s e et o e s sk e s nes oo s e 111
37 SEAANDEORMUDAIC LANGUAGE i v st s e i et e E v Ao s s 111
Sl Learner acquisition: BOHSHC OF GRAIVIICY < -..iivso o dvossiioies s e s it nse restiasss o ssoitsts tsbagmmnss 112

3.7 2 he fOrmULaIe FOULE 10 CTeATIVILY 5ol i cistatensses sessisesbasss iov st it sme s Sasos ot A og e ke sias s s esn o iols 114
S RIS JOR ICAINETS i i iitis ot ittt o e oo s it Do des T oo e el e aesviten 118

S U L e e e e G RR ARy (S S e SRt S s e S e R 122
3.8 FERUHING FORMULAIC SEQUENCES i i icivvin b v st tarsssseesss b oo ool o ioe oy s sm et ¥ oas e oot s o 126
S I Teachinoospeaking o i b i s s o e e T e i e 126

L O T T e T R R e et B b OB oo a e s o Cptg B Lo s bo e NS S R 127
S8 3 IOl AN MOIEEIAIRE it s sk D s S A LN T ek ih v os S e e o A R o ek et v s 128
S8 Methodologies: X MAFRS the SPOL s o it s e s oo el s s ot e S e e Ve 130
3D CONCEURION = i iiviie e v e e e oS ok s St s S Y bes STa e ber bt 0 SR RS TR b eand 133
CHAPTER 4 DESIGN OF FLUENCY COURSE 134
A INTROBDUCTION e i mtar s v siohisss s Eidssrbs R St e oo o e s o e e oo e R B e sas et ed 134
4.0 0 ASSROOMRESEARCH - 0 i ol i i s oovtve B ot i et s et o o e 134
4.3 REPETITION IN THE CLASSROOM: COMMUNICATIVE APPROACHES .......cccueeutrniiruesneressneesnessessesseesssscssesssess 136
4.4 EMPIRICAL RESEARCH ON MEMORISATION AND REPETITION TECHNIQUES. ........uueeeteesineeeesssneeeessssnseessssnnes 139
4.5 EMPIRICAL RESEARCH ON:INSTRUCTION FOR ES ACQUISITION ... vcvcrirvsssssessinsssosusssnnsessasesesbrsssnsssssarsessansis 141
4.6 EROM STUDIES HCOURSE DESIGN. ./:7- e s 5o i ce it maesats ioosahebeses saetes seretens e the o Buondatan o gt e b 145
4.7 CENTRAL ACTIVITIES  SHADOWING ANDA/3/2 vrcoiol, i ivoioiinnsis st e e e e Lt L 150
4.8 SELECHONAND TREATMENT OB FSE il i o i a0 bttt shs stk o B0V eh virem oSV A oS smE e e e 157
4.9 SEEEETaN-OF AUBRIO INPUR: o e e o o e e 162
A O PROGRANMME, COURSE LANDICOURSE D i civtinioiiinie soitiiiiss s tisiss s assoniane tosesinssensionassasbrsnostansnn 164
41 PROCEDURALIZATION IN CODRSE LANDICOURSE 2= il iy sstane s toass s i sousonasesssssnennrebssses 165
AN O ONCLUSION Lociis i i i e o e o o AT s e o s s S e T e B e RN Tt i ¥rawis Foaved baae 167
CHAPTER 5§ METHODOLOGY 168
SEINTROPRICTION i v s st et e e e e b ik it e T s b e e e T v 168
5:2 BXPRRIMENTAL DESIGNT: * it ileinit R it r i e st sl S st by ssiieto b e bbb o b by e o o6 168
S NAMPLING BTRATHON <5 v Geriiensbse s it i ois S i i bt o s kr s B v Tabeane G Sadd o Mvesvaanasas 169
5.4 RESEARCH QUESTIONS, HYPOTHESES AND DATA COLLECTION .. .evts50s0sess5sonsanssssasssssonrsosteassssnssasasnossssnsnsss 169
Sed L ReSere B QUESTION | v e ot e o0t fomiod s e s s e s s e R s SR e e YR e s Vs 169
42 R e e QUESHON 25 5o v s s i i T e e et s A e s e 171

8 I L [ T G PR e R e e e R e R e R e 13
B T T AT s S e e e R B S e e SR B P oI S R 173
R N T e e e e R A e e e e e e 174

S A O ReSeQI e QUERTION O ol o s e s (s o YR ok ek e e s e A oan e 175

R ST 1y A e R St Ao L SRS O L s L L o E R e SR S e 175

S S MBEDMETHODS RESEARCH & iy s i b o et i s B s ot i Eresta v 177
56 TESTING PROCEDURESAND DATACOREECTION . 505 i iisies s ioertisiossonsinoms ivatiistins o sheivaiaavesassasorssosboiatassis 178
A e (Bl 1 s R e e e L B R s S el R e IR e S 179



58 PILOT STUDY: FINDINGS AND REVISIONS i coiiir e eerovreessssvssonsisisssissiossiionsissessivonsinisnies [Eonistinsiarass sath 180
5.9 DELIVERY OF COURSES

S CONCLUSION e e e G L s e e T
CHAPTER 6 RESULTS AND DISCUSSION 183
6.1 INTRODHETION . i i e a i ot e s Lt e s L e B e
6.2 RQ1: FLUENCY GAINS AND PROCEDURALIZATION
62 LHYBOHESIS . o i oo st o snvviasasso s vhins
62 2 HVDOHERIS 2o i e g e i e e
6.3 RQ2: FLUENCY GAINS AND FSs
6.7.1 Hypothesis-3 -Broceduralizalion of largdled NDIS . i iie st mavistins isisia fotimes s inissiRrinsrinsiins 189
6.3:2 Targelted NDS: HiloNGHON.CORLOUE: civeratis s i s it st s st e s bees ik fnaseiian
6.3.3 Targeted NDs: Contextual analysis
6.3 J:llypothesisd: Countsforitargeied NDS ool v v o s e s 218
6.3 Hypothesic ) and 6 Other BSSiand flleney oo ovino it vt o s b ot oseasasiss 220
G RO3 B UENEY:GAINS AND ACCHRACY i i o i i e e s o R ot e bt 227
6.5 RO4: COMPETENCRLEVELS AND RS TISE o e et i e st ahe 237
6.6 RO5: SHADOWING AND READINGFLUBNCY &2 e oo ivieiavsinasaso s tousd Someansas assh s athannsnsasninsss sk iasnssnishe 247

6.7 RQ6: MOTIVATIONAL ASPECTS
G S CONGETSION e o oo s e e S b e T SR s s e

CHAPTER 7 CONCLUSIONS AND RECOMMENDATIONS 257
- INERODUCTION 2 e e R i Nt s T B e iR e 257
72 BACKGROUND IO STUDY L i i it st sty baas et s en oo tiansaiyvs essmsbtabtansd 257
7.3 COURSE DESIGN
7.4 EINDINGS ANDIMPUICATIONS .22 2t i conehoibeass ciatienss fanpeiohonsbusoiusansitsie ot b sheimansssadummesion suraneinsnse 259
24 1 ROI Fluency and Drocediralizqiion . oo oiai i s gt sy iissssdastisgiosassiinataisssssatsmsion 299
7.4.2 RQ2 Proceduralization and FSs
14 3B E ooy el (CCHEAEY 5 fvs it i e i b s i G oy
7.4 4 ROLCompetencelevels and 1argeted NDUSE ..o iisiosesissocoiasnsissestonssssscs bisasssshastanss seosssanie 262
7.4.5 ROS5 Shadowing and reading fluency
7. 4.6 RO6 Infensive lechnigues Qndiine CIAaSSTOOM .o oo iivsnss civessihsins transtonanss i sonsssmasssspsensssatnins 264
A S UMMArY O IMAINGS e s s e Rl et R T i e e se e 265

1.5 IMPEICATIONS FORPEDAGOGY v it s i sinassss s srits rosios oo i oo iamgioss asiasibssons onobets Sambassusaavost 265
T I MeTHOUDIORIES (i covio v iesioss iyt ovss b en o ostes Nhaa ST A (s s vat ok S stasions st ehpiansss sonsnsisnssensabaton s iuoein 266
T2 MAICTIOIS - vt i T T e it e e e G st St st
7.5.3 Curriculum
7.5.4 Assessment

T 6 L IMTTATIONS OF RESEARCH &5 vicsisiini e bt iane s voossoss sham s aanas s i i s i b oo b ns Fo b oo sy A e e etk b ns

7.7 RECOMMENDATIONS FOR FURTHER RESEARCH

T8 S IMM AR AND EIN AT CONCIESIONRS it i v dove s os st AT T s s S BN S w o B dna iahe v i Resie

REFERENCES 280
APPENDICES 300

dppendix 1 Micrdskills in oral ComMUICAIION ....0x ... sineiisisoismimisssissrsitamrtess oasssnisns e homassssins 300
Anpendix 2 =The formulaic ARA TRECIEAIIVE ...y ose s viohonsons sstalasssods iasssssusssmissereisesiiesseisssissprns ens 301
Appendix 3: Testing prompts

Apvendiv LT eler 10 DArents QnESTHAERIS i - (i it ensiohs it sesiaeaseeins syt tsiranseies utsns vatiestuieiae: 303
Appendix 5 Attendance figures
Appendix 6 Shadowed reading
Appendix 7 Errors in oral reading
APDEndin 8 BeedDaCK [ORM vt s i o mes oSt bssapnsesoashissshsnsbasasnsns fhditss semsmtansstbasusssnd

Appendix 9 CEFR Qualitative aspects of Spoken language USe ... 5 it ssnssimississsesassnsivissitassisnss 312

vi



List of Figures

Figure 1:1-Extract from Inish language RIbOOK ... i il i nnniiliiieiis 15
Figure 1.2 Extract from Irish language textbook .......ic... i liiiiiiiiniiniidimeiiese 16
Figare 13 Extract S BEL Wthoale 2501010000 8. 15 GG il GG G SEE0R 17
Figare: LA Exctrant Feoony REL SRIRORI i 0 0. L aia e Al i LR i S s 18
Figure 1.5 Comparison in textbook treatment of speaking...........cccccecevuirvervrcnucnnne .30
Figure 2.2.1 Performance over practice, stages in ACT ........c.ccoiiviviniiviniicissesnions 50
Vigro 2 2 hevalls ool ot SDRBRING i vivnisinn isiiisiidsyirimosiibrsessiesssssioniite 60
Figure 6:3Box plot MLE pretest angd post=test ... it 185
Figmre 6:2 VIR pretest and post-iest Comrse - s.iamiininimmmiiisossscsiisess 185
Figure 6:3 VTR preost and post-test COurse 2...convaniimniivmscresbssetsssisrssss 186
Figure 6.4 MLR pretest and poststest Course 1 ... ialiinidanan g 186
Figure 6.5-MLR Pretest-and post-tostCoUrge 2 ..o 0. S Wil LG ulRiR L g 187
Figure 6.0 Procedonlization PRUern 2 ..o 00 R LU AE S0 187
Figure O/ Inionstion cOnont PRORIE L Q088 i caninidiliiiocianionasisiisiaimsoni 192
Figure 6.5 1btonstion cOMOUN ADAYGF GBS wuviawvwiniiia iimisosivessistmnssitssommss 192
Figure 6.9 Tntonstion CORIOUr O @7 QoM M8 sisviviaisisniissmisisistiosssoinieisiicssiis 193
Figure 6.10 Proceduralization Pattern 2, incorporating ND use.........cccceceveveeunnee. 219

vii



List of Tables

Table 11 :Students’ attitndesto SIBIECES. . i vis don vuidhsmns s isnnmsusis snashsissssnssists 12
Table 1.2:L.eaving Certificate Irish mark alloCation .........ccoivoriisaimmsisesbivsassiinsssivinss 25
Table 1.3 Structure of former and revised XA, . ..cuiimivissmisisissisesismissinnonsossoss 28
Table 1.4 Student numbers for Leaving Certificate Irish........ccivmitiviiiniiom masmsin 29
Table 2 1sAn overview Of Bieasires of TIIBCT .« boins i bias it dobomss bt sh b dids fiadon 40
Table 2.2 Criteria proposed in identification of automaticity ..........ccecceevveerveereerueene 46
Table 3.1 Illustration of formulaic lexicon in Wray's model ...........ccccceevvervrennennnen. 101
Table 4.1 Empirical studies and cOUrSe QESIEN ©......cc i diseieisatissansmdsironssamansiton 147
Table d.sclected MTATIVE ACVICES oo fisisiniincinmiine smbsvbssssi T assissa i ios bios 160
Table 4 iExamples o iAdOWEll FER.... ..o vt S iaioa s A sl 161
Table 4.4 Audio compariSon oVer 158 0f SPEECH ... vivisbbesisseiiisissmnissssssnsnssusssosis 163
Table 4. 5. COuIse LiDEOCTRITIIG v/v,.siouiminsnivssmsmmsasnsmiaivhiaiipebitsssess SEai s s il i s 164
Tableid.6.C ourte ZPTODYRITINIC 0. Lilcsisvosivdviiuer osssbusiniisdinabvi et oV h et AR s S 165
Table 4.7 Illustration of proceduralization stages and course activities .................. 167
Table 5.1 Research questions, hypotheses and test MEASULESs .....c.eoiuisrsssmsisnistasenssss 176
lable 5.2 Numbers of DarticIDAnE ANAIVEE ... v i msnumsisinin s st e iissm 182
Table &l lsElency data COUrse | R 2 i..oivommnssmsinssboiigas s dissdribsibo i 184
Table 6 2N AR O TUIIE i o vssboasisiim sl W S s b ety 191
Table T3 TR oeted TIOR8 BRE MOBLIESE ... . . f b e disabvsseih esinia sab bbandhn doncibhabyrsbnest 194
Table 6 4:Connts for *sin &' anll SINAICATH € .o onneivimuiiietemibddl it thiterssnes 195
Table't OC ountsidor Taat shampla L. 0ol skl i s b 0 Ll 198
Table 8:0.C aunts 401 90 BRIINT . ...i.osiromssmimmimmismmensssnisss sitiiin ssnesss s st 195
Tahle 6 T Copntdnr aostILIEl. o0l siesiat s s s e antvn st 200
Table 6 8 Caulits tor e ORI 1618 BII ... . oo sunntansunrssons avsasvssensasbisassans 201
Table 6.9 Counte 10 anus BIIRIIE ... ... .. .ot coiisiimmmriiarseiiissinbintvasnss sinsbhrssnssassss 201
Tahie & TUL OuBin 0PI Lo L. . oo stnsmnsnsnssonsedsssiinsa st smsn ratnemanensss s habrs sesafeks 203
Table 6.8l ounistor BEMENIEN G o0l i i iestpssaskostisnirevssapesin bssiness 204
Table 618 Counts tor isBidogh Tom' ......c.oooiiuaimhammiini g 206
Jableo OB AU OE A aOORR ooslle sl e e e 207
Tahle 6 T C olntsor THREIIT . . oo i s sumnssiaasas kst ks srass 208
Fable G GRS HOE DIHEIL S ol s iseasins s oA sa s sss sl 209
Table §. 10 LOUIS 05 10 BERA . iiirusisiesssmionsiinanmmesmbomssiipshets b s vbesnn st 211
4o M ot R T e S S O S A T s ) 213
Table 6.18\Connts for 'i'fhieadar cad eile! i i niihdiimsissimsisesiosssmsonsobibsasstessnsbs 215
Tabie G0 9N GUINSHBE AT OO ol rvesoadoiss smmiasris snshtinmsmmsmk i dossickmssiens 216
Table.6.20 Bunctions of targeted NS POSILESL........ooiseisosnsniorsisississussssssonnssvsnssass 217
Table 6.21 Pretest and post-test counts for targeted NDs ........ccccoceeverveninniinniinns 218
Table 6 221 IS ROBBI DU VIR . ... ..o nn sy iosivuosiimmbosos dobiavsbhokiobnsisss savissuosts 221
Talle 625/ C omms FOEeaRNAICHIEINEIS, o it i b it M i 222
Table 6.24 Shidowed input and test data Course 1 ...........c...vivamiiainsisanons 223
Table 625 Siadawed mputand testdata Course 2 .........oooiooniviitiaoncosiinneineassass 224
Table 6.26 Selection of nontargeted FSs for inSPection...........wcuvissvmssimmasssinasasans 225
Table 627 Ut ol MO eled FRE L. ..o vorimisnisisimsanssrsiaissseins omtsssss ssatauds 226
Table G 8 RO e BB PO e e et et s e L el 227

viii



Table 6.29 jecuraevedata Nlichael . 2.0 o0 b S bbb B B b 228

fIghie 6. 30 Aecurabvediiar Waly = 2.8 & 5 0 8. & 8ttt Ot 229
Table . 31T CCUrs TRl COTIRAC |, 0. .o e oo branssdbssionsbinsssdeshiniinssbspasstashsn us sy 230
Table 6.32 Accuracy data, CHlIAIL. .........cccssmssesmmsamsonsssmssrsassasonsivessnssssssssssssssssssasinsss 231
Table 6.33Accuracy data, Jack.......cccoviviiiiiiiiiiiii 232
Table 6.34 Accuracy data, PJ........cocooiiriniiiiieeeececee e 233
Table 6.35 Accuracy data, RICRAI ........cvimismemisvioiisesisvmesssvessssiosdssissassssasiepesussins 234
Table 6.36 Accuraey data, O .... .....c..cccummsmsssisnsssssssssommsiisissssisssosinssasizuss susias 285
Table 6.37 Aiccuracy data, NIBIL............cccoiiiiiiiisomismisscassisaimssslinssionsbos Shabastsusbonsains 236
Table 6.38 Ability comparison, summary counts for NDs.........ccccoeveviiniiicnicnnns 238
Table 6.39 Ability comparison, NDS US€d .........ccceevuerrerierieniierieneniieneeneeseeseeneenns 238
Table 670 CaSE S 1 corisinai s st asarss SRS 241
Table 6:41 Total times for oral teading of TORE .. ownsmmmmmsmmussssosssammns 248
Table 6.42 Realmno task GIi0ISPOBUI TUIS -...ouonscomesisessenssonssinsansssssmassmmnssanasssss ssngases 249
Table 643 Reading task and disfluent BOUNUATIOS. .. .vmwsssuosssmusssossisinssssmmsssaassodans 250
Table 6.44 Reading task and errors..........cceveriiiviiiieniieiieeieeeeeeee e 251
Table 6:45 Emor cotbls DY CatEBOTY o misiiimmmmiih oot o i stssssa s 252
Table 6.46 Comparison in oral reading fluency gains .........cccccceeveeeeievciicncnenenne. 253
Table 7.1 Targeted NDs not used or with low usage post-test...........cccevvvevuirnennenns 261



Introduction

Background notes

Within this thesis there is a personal story. For most children growing up in Ireland, the Irish
language is a compulsory school subject from the age of five or thereabouts. The language |
met in school carried an ideological charge. We met our language through grammar drills
and stories describing places and people remote from our experience, that existed for us
perhaps only as fictions. The assertion that Irish was ‘our’ language, the language of the Irish
people, seemed a strained notion, like holding a Daguerreotype of old folk that happen to be
your kin, and staring hard to find a likeness, a call to you. Engagement with the language
was, for the most part then, dull and dutiful. My family had no link to the language, apart
from solitary traces in words like foostering, spag, strealish, ‘fussing, clumsy-footed,

unkempt’ woven seamlessly in English discourse but clearly of a different kind.

I returned to Irish as an adult, a draw which became more compelling when I stumbled
across Raidi6 na Gaeltachta, an Irish language public broadcasting service. | heard death
notices and card games, intense discussion about fish stocks and football, laughter at jokes I
didn’t quite understand. The spoken voice gave a pulse to the language. Aptly, an interview
heard one morning on the station provided the impetus for the development of much of the
course material used in the present study. The interviewee, herself a journalist, was
recounting on the tenth anniversary the events of 9/11 as witnessed by her. It was a skilful
account, evocative and engaging. Events from another land, known most immediately
through what is now iconoclastic imagery, were described evocatively with a poetic touch,
spéir ghorm, mioriilteach gléineach, gléineach gorm, ‘a blue sky, miraculously clear, clear
blue’, and the view from New Jersey given familiarity with a perspective from West Kerry,
bhi sé ar nds saghas ar nés bheifeda anseo i mBaile na nGall ag féachaint trasna ar Ard na
Caithne, ‘it was as if, say, you were here in Baile na nGall looking across at Ard na
Caithne’'. Audio obtained, I commenced transcription. The close contact this offered with

the spoken language brought a new perspective on language and language in use.

Research rationale and aims
The overall aim of this research is to explore a classroom-based approach to fostering spoken
fluency. The researcher is a practising teacher, and two problems in particular prompted this

research. The researcher had for some time been aware of a cluster of characteristics not

' Translations throughout the author’s own, unless otherwise stated.



infrequently evident in the spoken Irish of second-level students: ‘bookish’ overly-correct
production, minimalist responses, responses heavy comprised of information but lacking in
discourse management and interactional markers, awkward pausing, unfilled pauses. In
general, characteristics indicating for many a lack of ease in speaking the language. Speaking
Irish for some students is hard work and not very pleasurable. Secondly, the available
language textbooks give limited and restricted attention to the development of spoken Irish.
If anything, existing materials and activities tend to reinforce bookish, overly-correct
production and information-heavy responses. Section 1.4 illustrates and discusses this

treatment further.

The researcher set about exploring possible interventions that could, potentially, support
students in speaking with greater ease. Very quickly, formulaicity presented itself to the
researcher as an avenue worth exploring. The pedagogical challenge initially seemed to find
a way of thinking about instruction for formulaicity that did not result in flat, mechanical use
of the clichéd phrase — the kind of use that makes formulaic a byword for speech at best
considered unoriginal. It transpired the real challenge was actually for the present researcher
to develop a richer, more complex and more suggestive understanding of what formulaicity
in language might be. Pedagogical translation became surprisingly easier when formulaicity

was informed by an understanding of language processing, rather than item-based lists.

Proceduralization of language, leading to automatization of language production, emerged as
an important aspect of formulaic language processing. Pedagogical intervention was
therefore focused, not on the learning of useful phrases, but on the manner of acquisition of
such phrases. The proposed research aims to explore manner of acquisition of instruction in
selected linguistic items, treated as formulaic units. This concern is underpinned by an
understanding that one of the main contributions formulaicity can make to fluency rests in
manner of production of formulaic language. Proceduralization, it is argued in this thesis,

describes important changes both in language representation and in skill of use.

The proposed research has a number of aims, briefly described below.

Targeted linguistic items and chunking

The designed programme of instruction gives focus to a set of linguistic items, termed
narrative devices within this study. However, the course of instruction is also informed by an
interest in a more general process of language chunking, and gives attention to prompting
this process in learners. Potential contributions made by both the targeted narrative devices

and the more general focus on chunking to participants’ post-tests will investigated.



Fluency and accuracy

Concerns have been expressed about the negative impact fluency development can have on
accuracy of language production; these will be presented and discussed in this thesis. A
possible trade-off may give insight into the processes of formulaic language acquisition; it

would certainly have implications for pedagogical intervention, and will be examined.

Fluency and competency

It is not unusual for beginners to commence their second language learning with a handful of
useful phrases, used to scaffold further language acquisition and as compensatory strategy if
needed. What might formulaic language acquisition offer the high competence level
students? Can the use of language expressions that are routinized and conventionalised serve
as a platform for creative and complex language use? Again, examining this question may

contribute to our knowledge of formulaic language acquisition and will be addressed.

Fluency techniques

The proposed research makes use of specific techniques. These techniques will be described
in full, and the rationale for using these presented. The study is designed to research the
effect of instruction in formulaic language use, rather than the effect of particular
instructional techniques. Nevertheless, the use of appropriate techniques was deemed of
crucial importance and some of the techniques employed would not be typically used in the
Irish language classroom. The experience of working with these techniques, and the

participants’ experience of them, will also be discussed.

Thesis outline

The thesis is structured over seven chapters. In Chapter 1 context is described. The context is
complex, and described here as a ‘problem space’. Irish is a minority language. For most, it
is met as a school subject. The thesis is concerned with this pedagogical context. Using
broad strokes, the context is reduced in this chapter to the perhaps predictable headings of
learners, teachers, materials and exams. A large figure hovers in the background, the 40%

now allocated to the Leaving Certificate Irish oral exam.

Chapters 2 and 3 comprise the literature review. In Chapter 2, the construct of speech is
examined and attention given to describing characteristics of speech fluency. The cognitive
process of automatization is seen to be pivotal to skilful performance and the remainder of
Chapter 2 is devoted to exploring automaticity, firstly looking at where and how automaticity
features in speech production. Secondly, the development of automaticity is often

characterised as proceduralization and proposals on how proceduralization processes can be



prompted in the language learner are discussed.

Chapter 3 focuses on language, specifically an aspect of language it is contended is of central
importance to fluency in language use: formulaicity. In the first part of Chapter 3 literature
asserting systematicity in language use, in particular, the extensive use of formulaic
language, is presented. Defining formulaic language is not straightforward, nevertheless
there is clear evidence that distinct cognitive processes and lexical retrieval routes underpin
the recognition of ‘formulaic’ from ‘nonformulaic ‘language. The functions served by
formulaicity in language make a case for formulaicity to be given attention in the classroom
and the discussion in Chapter 3 turns to consider the challenge in so doing. The chapter
concludes with a survey of recommendations regarding classroom instruction in formulaic

language.

That discussion is continued in Chapter 4, and turns to consideration of practical
implementation. This chapter describes the design of the fluency programme. The challenges
of conducting classroom research are noted, but the legitimacy and value of this approach are
also asserted. Recent empirical research on instruction in formulaic language and the use of
repetition activities in the classroom are examined. Findings from these studies which are of
direct relevance to the present study are given close attention. Following sections give
consideration to the selection of activities, of targeted linguistic items and of audio input.
The programmes for the two courses developed are outlined. These courses are original and
decidedly innovative in the context of the Irish language classroom. The final section
illustrates in detail the manner in which activities developed for the programme might

prompt proceduralization processes.

In Chapter 5 the experimental design is described and the research questions to be addressed
are presented, along with the hypotheses derived from them. Measures to be used to
investigate each hypothesis are specified, and a rationale is proposed for the use of mixed
methods. Testing procedures are described and the chapter conclude with brief sections on
the participants, delivery of pilot study and findings from this, and some comments regarding

the delivery of the two designed courses.

In Chapter 6 procedures and rationale for addressing each hypothesis is given. Relevant data
is explored in detail with each hypothesis supported or not supported accordingly. The final
research question presents feedback from participants, not a central research question in this
study, but nevertheless an issue of some importance. The researcher is happy to report some

frank feedback was given.



Chapter 7, the final chapter, steps back to review the research objectives and design. The
conclusions found in relation to each research question are then summarised. This leads to a
consideration of pedagogical implications under a number of headings. The limitations of the
research are readily acknowledged. The chapter concludes with recommendations for further

research in a range of areas, summary comments and some final words.

Research significance

Recent research studies on the impact of instruction in formulaic language are presented in
Chapter 4. Indeed, there is not a plentiful amount of such studies, and fewer again that are
classroom-based. It is hoped the present research can made a contribution to this field. In
addition, the researcher is unaware of any similar study with an interest in a minority
language. It is hoped the present research can contribute to a discussion on the relevance of a
fluency focus in such contexts. Finally, as will be made clear in Chapter 1, there is a striking
paucity of research on learner acquisition of Irish in the classroom. Whether or not findings
from the present research come to have any bearing on classroom practice, the researcher
would be pleased to have at least made a contribution to a discussion about effective practice

in the teaching and learning of Irish.

In a recent article entitled ‘Experimental and Intervention Studies on Formulaic Sequences in
a Second Language’ Boers and Lindstromberg (2012) distinguish two ways in which
formulaic language acquisition can befit the learners,

Width will be taken to refer to the quantity of L2 formulaic sequences that the learner is
familiar with, without specifying how familiar... Depth will be used to refer to the degree
of proceduralization of knowledge... as well as to knowledge of the distributional
properties of a given formulaic sequence in usage (2012: 84, italics in original).

The authors note that while there were a number of studies concerned with how to increase
learners’ width of knowledge of formulaic sequences, ‘only a couple of studies have
investigated ways of fostering depth of knowledge of formulaic sequences (2012:97.

Emphases added). The present study is probably biased in the latter direction.

Among other things, formulaic language helps to establish identity and connection. It can
help to promote a sense of ease with the language and naturalness in use, duchas agus dual’.
The majority of students of Irish have little or no connection with an Irish speaking
community. However, within the classroom it is possible for a speech community of learners

to develop, prompted and supported by a developing competence in formulaic language

2 Both terms are rich in meaning. Among many other terms, O Donaill (1977) defines diichas as innate
quality, natural, heritage and dual as natural and fitting.



acquired in the main through interactional communicative use. It is possible for it to become
the norm for classroom friends to chat in Irish about the latest celebrity gaffe, and this as part
of their language learning work. This seems a realistic and valid objective, and hopefully one

this study can make a contribution towards.



Chapter 1 Learning to Speak Irish

1.1 Introduction
This chapter presents the general context for the research study, a context which may be
described as ‘a problem space”’:

As the national language, Irish is widely acknowledged as a constitutive dimension of
the national identity and an object of strong and consensual social recognition. But
there exists also an explicit concern about its teaching. Although compulsory as a
subject throughout the entire school curriculum and up to final examinations, in all too
many cases it does not lead to a reasonable level of communicative ability in the
language. It has been stated that it even presents some counterproductive effects in so
far as, after a few years, many if not most students from mainstream schools show a
decline of interest in its learning. (Council of Europe 2008:11).

Irish is a minority language of symbolic importance, a compulsory subject but with poor
attainment rates and educational experience often not helping to promote an ongoing interest
in the language. A change in language policy in education was to follow the publication of
the Council of Europe report, a change that focused on developing competence in speaking
Irish. This chapter establishes a context for examination of this policy change. The policy
change is presented firstly, the following section focuses on learners, their experience with

Irish at second-level and their attitudes to the subject.

The discussion then turns to consider the important issue of classroom materials and notes
problems relating specifically to the treatment of the spoken language. This is a problem not
helped by the absence of corpora which could play a vital role in developing more innovative
and effective ways of developing competence in speaking Irish. Of course teachers have a
central role in the classroom experience of learners and a profile of teachers and a

description of their own training is also presented.

The revised oral exam and assessment procedures are then given a close examination. Bold
initiatives are not untypically the cause of some controversy. Voiced concerns and a study

assessing the effect of the changes to the exam, are noted.

1.2 Making talk count

‘The Irish language commissioner promoted controversy in 2005 when he claimed that after
13 years of instruction in Irish most schoolchildren are incapable of a conversation in the
language’ (Walsh 2011:65). Controversy has not infrequently surrounded debate on Irish in

schools’. The historical, political and social background is complex; it suffices to say the

? Comments by the General Secretary of the Irish National Teachers’ Association in 1941 are



legacy has, by and large, not been fortuitous for the language: a marginalisation of ‘the
language question’ to schools, policies characterised more by pious aspirations than practical
realities, and syllabuses that have lacked coherency and were poorly informed by research
into best practice in language teaching. Above all, it is unfortunate that public discussion on
the Irish language tends still to be characterised by empty rhetoric and emotionally-charged

discourse.

On 17 March 2007 the Minister for Education and Science, Mary Hanafin, announced
significant changes to state exams in Irish, increasing the marks awarded to spoken Irish. In
the Higher and Ordinary Level Leaving Certificate this was an increase from 25% to 40% of
total marks. In a former life the Minister herself was an Irish teacher. It is of idle interest to
speculate to what degree this announcement was informed by her experience in the
classroom, and to what degree it may have been influenced by her political life. She had
already publicly expressed concerns about Irish in second-level schools. In April, 2006 the
Minister informed one of the teachers’ unions:

I have stressed to the NCCA* my desire to get proposals from them as a matter of
priority as to how we can reform how we teach Irish at second level, particularly to
put more emphasis on the spoken language (Hanafin 2006).

A Discussion Paper published at the end of that year, ‘Curriculum provision for Irish in post-
primary education” (NCCA 2006) proposed a new framework for the delivery of Irish at
second-level. As directed, it gave a strong focus to issues pertaining to spoken Irish and
addressed the question of assessment. The broad thrust of the Discussion Paper (Council of
Europe 2001), adoption of the Common European Framework of Reference for Languages
(henceforth CEFR) was not mentioned in the Minister’s announcement or subsequent press
release (Hanafin 2007). Perhaps in recognition of a commonly perceived practice of
‘teaching to exams’, the Minister decided in her wisdom to focus on marks rather than
frameworks. The decision had been made in a manner untypical of much of Irish politicking

around contentious issues; there was no kicking to touch.

The public and media response was, overall, one of muted approval. Outside of schools,
competence in a language is seen to be mainly a matter of being able to hold a conversation.

The controversy sparked by the language commissioner’s comments was partly phony, there

indicative of a climate hostile to debate: °...any suggestion or request made by teachers, parents,
members of the Oireachtas or other representative persons or bodies, for an impartial inquiry or
investigation into the methods of teaching Irish in the schools, was invariably met with almost
hysterical opposition by people who affected to believe that the request for investigation was an
attack on the language itself’ (cited in O hUallachain 1995:132).

* The National Council for Curriculum and Assessment



was widespread recognition of some truth in what he had said (Hanafin 2006, see O Laoire
2009 for survey of relevant research and commentary).Within the teaching profession
approval was more guarded, some of the concerns and questions raised will be referred to in
Section 1.6. Regardless, a date had been set for the introduction of the proposed changes, and
that deadline concentrated minds. The NCCA and the Department of Education and Science
gave immediate focus to two areas: the structure of the oral exam and training of teachers.
Spoken Irish was, perhaps for the first time in the history of second-level teaching of the

language, brought centre-stage.

1.3 Learners’ attitude and motivation

1.3.1 The language

The position of Irish is rather unusual. It is our first language, a badge of identity, and it is a
minority language. Indeed, it is a language that has been in decline since the seventeenth
century. Efforts to revitalise the language have been confined also exclusively to educational
policy, along with state support given to Gaeltacht areas, regions where Irish is the language
of the community. English is the language of business, politics and public life. It dominates
the media and cultural spheres. Notwithstanding the strong growth in Irish-medium
education, Irish co-exists in an uneasy and fragile relationship with a high prestige and

globally recognised dominant language.

Irish is seen as an important marker of national identity. Indeed, the symbolic significance of
Irish is perhaps one of its most enduring features. In a survey carried out 2007-8, 3.7% of the
1015 respondents wanted Irish to be the main language of the country, 5% wanted the
country to be bilingual with Irish dominant and 33% wanted the county to be bilingual with
English dominant (MacGréil and Rhatigan 2009). O’Rourke (2005) explored how ‘lesser-
used’ languages are used as expressions of identity by young people. Of the 817 university
students surveyed by her, 61% agreed that ‘Ireland would not really be Ireland without Irish
speaking people’. Interestingly, only 36% agreed with the statement, ‘Language is the most
important part of the Irish identity’. It is worth noting the contrast in statement type, ‘Ireland
would not really be Ireland’ is rather vague and abstract, whereas the phrase ‘the most
important part’ leaves no room for ambivalence. Does this indicate our attachment is
somewhat notional, and that when put to the pin of our collar a more realistic position is
taken? The fact that only 4% of the students surveyed reported ‘the habitual inclusion of the
minority language in their linguistic behaviour’ (2005:278) leads O’Rourke to suggest that
for most ‘[the] language constitutes a superficial marker of identity and positive support for

the language on this level does not move beyond its symbolic function’ (2005:278). She uses
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a term coined by Eastman (1984), ‘associated language’, to describe the status of the
language for many of the students, where ‘the language continues to be upheld by the group
as a constituent part of its heritage but is rarely if ever used’ (2005: 277). In part, O’Rourke
attributes this to independence, the foundation of the state in 1922 meant the language was
no longer a symbol of struggle. She also reports a lack of confidence in using the language.
Of the students who had attended mainstream schools (as opposed to Irish medium schools),
only one tenth reported high level of spoken ability in Irish, and she suggests this:

may explain the mismatch between their ideological support for the language and
actual language use. The fact that the majority of Irish students reported either ‘low’
or ‘moderate’ levels of spoken ability in the Irish language may suggest that their
perceived lack of fluency in the language leads them to downgrade its importance in
defining their Irish identity (2005:281).

On the other hand, opportunities for use may not be readily accessed: ‘The dearth of
opportunities to use the language continues to pose one of the more serious challenges to the
societal revitalisation of the Irish language (Council of Europe 2008:15). O’Riagéin et al.
(2008) examined various studies on the out-of-school activities and opportunities, ‘social
networks’, for using the minority language which were available to young people (11 — 18
years old) who were being taught through the second language. They note there is little
relevant research in the Republic of Ireland but reports on a wider European study carried
out with young adults in Galway city in 1997. There, ‘it was found that only 17%... spoke
Irish with the respondents at least 50% of the time’ (2008:6). That figure is unsurprisingly
higher for the native Irish speakers in the group, and the authors remark:

moderate ability bilinguals, on the other hand, had relatively few Irish speakers in
their networks and spoke little Irish with them. Therefore the capacity of the
educational system to produce bilinguals with a high level of competence is a critical
factor for future developmental successes (2008:6, emphasis added).

The troubled story of Irish, of its decline and of zealous efforts to revive it primarily through
the educational system, is perhaps reflected in part in the complex set of attitudes held by
Irish people towards the language. It is seen to be ideologically important but of marginal
practical value. Questions of identity are complex but current research indicates they are
very relevant to motivation in language learning (Gatbonton et al. 2011, Drnyei & Ushioda
2009). The attitudes of Irish people towards the Irish language are periodically given an
airing in the media and on public broadcasting, but, apart from O’Rourke’s (2005) research
which was carried out with third-level students, no comprehensive research has been done on
young people’s attitudes towards the language (as opposed to the subject). Such research
would be of immense interest and value. Given the minority status of the language and the
fact that Irish-speaking communities are dispersed and rural, it is likely that neither

integrative nor instrumental motivation would feature very highly. The instrumental value of
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Irish as subject is discussed below.

In fact, the notion of L2 motivation being primarily integrative or instrumental is being
robustly challenged. Motivation studies in language learning are ‘pushing for contemporary
notions of self and identity to be brought to the core’ (Ushioda & Dornyei 2009:5). They
contend that, instead of focusing on group identity, learners look to psychological inner-
selves for motivational guidance. The authors distinguish between ‘ideal’ selves and ‘ought’
selves and state ‘the ideal self has been usually interpreted in the literature as the individual’s
own vision for him/herself, while the ought self as (sic) someone else’s vision for the
individual (Ushioda & Dornyei 2009:13-14). In the case of Irish, a language regarded at
times with ambivalence and at times with conflicting viewpoints, is it possible that ought and
ideal selves might both be internalised — and in an uneasy relationship? It is possible that
people feel a loyalty to the language that is part of a collective inheritance, but not one that is
going to impact on individual plans for self. These constructs of ideal and ought selves might
be useful in efforts to understand the complexity of attitudes towards the Irish language. In
particular, they might be of assistance in our efforts to understand and respond more
positively to the needs to young people in the Irish language classroom. Certainly a useful
starting point would be to dispense with rhetoric and to examine the ways in which Irish
could meaningfully feature in the complex that makes up an individual’s sense of identity. In
the case of many young people, that may mean giving cognisance to the fact that there is no
external speech community of reference, and that the target speech community may be that

evolving within the classroom itself.

1.3.2 The subject

A survey carried out in 2004 of 900 first year students in second-level schools was
discouraging for teachers of Irish. Among twelve specified subjects Irish received the lowest
utility rating, was seen to get too much teaching time over other subjects, to be the least
popular, the most difficult, and was the subject students were least interested in (Smyth et al.
2004:212-223). That picture had changed little by the time that cohort did their Leaving Cert
in 2008/2009, see Table 1.1.
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Table 1.1 Students' attitudes to subjects
Source: Smyth et al. 2004

Students’ attitudes to subjects taken in sixth year
Subjects Irish 36%
liked least French 35%

Maths 30% (21% liked most)
Subjects Irish
found least interesting | German

French
Subjects Irish
found least useful English

Geography
Subjects Irish (Higher Level) 64%
found most difficult French

German

Biology

In 2011 there were only two subjects where less than half the cohort taking the exam
nationally did Higher Level: Irish and Maths. It is odd that there is little research carried out
on students’ subject choices for the Leaving Certificate, though a NCCA discussion paper
(2011) is unambiguous in describing the ‘backwash effect’ of the ‘points’ or matriculation
system. These choices are likely dictated by students’ aspirations for third-level education as
well as the perceived instrumental value of the subject, and the student’s own ability levels
and attitude. Students have become adept at weighing up cost and potential benefit in
comparing subjects. O Cuinneagain (2010) compared students’ attitudes to German and Irish,
and notes negative comments made by students regarding the Irish syllabus, highlighting the
work-load and emphasis on literature. In recent years there has been disquiet expressed at the
numbers of students being granted exemptions from Irish due to a learning disability — many
of whom still took an exam in a second language (Donnelly 2009). The NCCA, referring to
the Smyth (2004) survey mentioned above, comment on the distinction between subject and
language referred to in the previous section:

What is striking about these findings is the fact that the student attitude to and
perceptions of Irish as a subject seem to be at odds with public attitudes, including
those of young people to the language. In the consultations held as part of the review
of senior cycle, while strong views were expressed about current provision for Irish in
schools, there was broad support for the study of Irish and for its importance in the
education system (2006:5-6, emphasis in original).
While we have noted research exploring students’ attitudes to Irish, there is a remarkable
paucity of research on students’ acquisition of the language and most of this research has
been carried out at primary-level (for survey, see O’Duibhir 2009). The present research is

not aware of any extensive longitudinal research on acquisition at second-level.
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1.3.3 Speaking in the classroom

The teaching of Irish within schools was indicted by the language commissioner on one
measure above all: the inability to hold a conversation. One factor which perhaps does not
get much attention in the general debate on Irish in schools is the student’s perception of
what it means to be a speaker of Irish. The average student has limited contact with spoken
Irish outside of the classroom. For many, the classroom teacher may be the only person he or
she might hear speaking Irish ‘in the flesh’. And even this cannot be assumed! Ni Thuathail
(2003:31) found 25% of teachers surveyed in her research said they used English all the time
in the classroom. For many students Irish speakers, if they exist, inhabit ‘other worlds’, far
removed from contemporary urban settings. Teacher talk itself tends to be very restricted,
dictated largely by the exigencies of classroom management, course requirements and the
varying ability levels in any class. In their preparation for the aural exam students generally
work with audio material accompanying text books or from former exams. This material is
scripted and is markedly different from natural speech in delivery, an example of such
material is illustrated in Section 4.9 . Accompanying questions direct students’ attention
solely to information content of the recordings; lexical, discourse, phonological or dialectic
features are not examined. An unfortunate consequence I have noted from my own
experience in the classroom is that some students come to regard certain aspects of the
spoken Irish and the Irish conversation they hear (such as speed, prosody, elision) as
testament to its ‘otherness’ — and this in speech that has been carefully scripted and

delivered.

Apart from answering questions, students generally are given little opportunity to speak in a
classroom, teacher talk on average takes up 70% of class time (Meunier 2012). Teachers in
language classes may attempt to redress this but often have to contend with practical
difficulties, some of which are of more consequence and are more difficult to surmount than
others. They may include: short class periods (classes at second-level are generally 35-40
minutes duration, Irish is rarely allocated a double-period as would be the norm for a
‘practical’ subject), large numbers (teachers of Irish often work with 25-30 students), quite
diverse levels of language proficiency, limited space, and furniture that is awkward to move.
Practical difficulties can present challenges for the use of less traditional activities in a
classroom but some of these can be addressed relatively easily. There are factors of greater
importance in promoting or hindering the development of students’ spoken Irish in the

classroom.
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1.4 Materials

1.4.1 Classroom materials

It was noted earlier that, apart from the teacher’s voice, much of the spoken input students
receive in the classroom is scripted. There is a vast amount of recordings of Irish speakers
readily available today. Much of this comes from radio and television, and is therefore
generally in interview or discussion format, but there is huge diversity in terms of degrees of
formality, speaker profile and context. One can quite easily access recordings of Micheél 6]
Sé’s commentary on a close club football final, Cian O Ciabhain enthusing about world

music’ or young college students chatting about reality TV.

Bringing the spoken word into the classroom requires mediation however. For sure there can
be benefit and enjoyment occasionally in simply listening to an informal chat among people
about a familiar topic,’ but even here there is a pedagogical choice made (one hopes) in the
selection of material and the decision on how long to listen to it. One would not expect a
student to develop writing skills by osmosis through reading, though this can clearly be of
benefit. Likewise the speaking competence of students can improve with the experience of
listening to good speakers, but that experience can be enhanced considerably through
pedagogical intervention that requires students to be active in the listening process, prompted

by tasks with a focus on speech as construct (Bygate 2009).

It has been mentioned that listening activities for students typically are restricted to
comprehension questions, with no attention given to language features. Comprehension
skills are certainly important but if we are interested in developing competence in speaking
the focus then needs to be primarily on the speaking, not on what is said but on how this is
done, a focus on features such as hedges or turn-taking devices.” Textbooks developed for
second level students give scant, if any, attention to how one speaks in Irish. Given the

central role textbooks have in classrooms, this is unfortunate.

Textbooks do give attention to the oral exam but this treatment fundamentally amounts to
preparation of answers rather than development of a skill. Usually a separate unit is devoted

to the oral exam though some textbooks make efforts to assist students in making links

° Both to be heard Raidi6 na Gaeltachta, an Irish language station.

® Turas Teanga, a televised language course brought out by RTE, the public service broadcaster,
features a ‘Fuaimrian’ in each episode, literally a soundtrack where listeners can simply enjoy the
sound of people chatting in Irish as they carry out repairs to an engine, for example.

” Vifax, language learning activities developed around video clips from current news programme and
developed for Irish by the Language Centre in Maynooth University, occasionally draws attention
to such features. Characteristics of speech are discussed in Chapters 2 and 3.
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across units, e.g. writing and speaking on a given topic. Typically the unit on the oral exam is
organised around topics, presents lists of relevant vocabulary and gives sample answers to
standard questions, as illustrated in Figure 1.1. This example is taken from one of the most
popular Higher Level Leaving Certificate textbooks, Fiuntas. A CD generally accompanies
the unit, enabling students to hear the sample answers being spoken. Some pointers may be
given on strategies (such as listening to Raidié na Gaeltachta), and on the useful role “fillers’
can play, with lists of these presented rather indiscriminately. Students are explicitly advised
to prepare and write out their ‘answers’, some textbooks even provide blank pages or a work

book for this work.

8 Sport

Faach ar leathanaigh 281-286 chun a thuillaadh a fhoglaim facin abhar seo.

il

@ Cabhairl

B Animefunn W aon $parL?

B Cé chamh mini¢ is a Imrionn ta?

B An hhful siim agat | geursal spolrt?

B Inis dam fanin yar sin a bhugigh d'thoireannsa an chragbh,
m Cad a cheap td faol na Cluichf Gilimpeacha?

o~
(J ) Ulimhaigh na ceisteanna thios aqus scriobh na freagral | do chélpleabhar.

Topic questions

Speaking:

hurling balf sliotar  Is/are explofted m
basketbalt cispheil league (G|
boots ‘buataisf  net lfontan

camogie camégafocht rugby D
dedicated diogralseach ruined by milte ag

exciting _comaitheach . funners EﬁgﬂT]
expensive costasach snooker
fitter : __soccer [sacar ]
[okgviers Topic specific vocabulary, [uraithesg_ |
Gaelic footbel! mainly nouns trealamh spéirt

s | . oamswit ]
hedthier nfos sTAIntiola support
helmet _dogad  teamnfs lme—]
hockey haca the final
hurling ‘loménafocht  training traendll

hurly/camogie stick _caman  we reached m;h

Figure 1.1 Extract from Irish language textbook
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An Saorbhriathar: déan iarracht an saorbhriathar a Usdid anois is aris le linn an scridu cainte.

Aim Lilthreach
imir imritear imriodh

caith dh

tosaigh Grammar focus: h

criochnaigh autonomous form of verb  faiodh

a9 List of examples in 3 tenses '.""

cain h

mill milltear milleadh

Eist leis an dluthdhiosca agus déan staidéar ar na ceisteanna agus freagrai thios.

@ Ceist: An imrionn tu aon spért?

Freagra: Imrim peil Ghaelach. Thosaigh
mé aq imirt nuair @ bhi mé sa bhunscoil
mar go raibh mo mhainteoir ina
thraenalai sa chlub aitdil agus spreaq sé
an rang chun clard (jpin h

—

Sample answers on
topic, audio script

— T

["} Ceist: Cé chomh m

Freagra: Is avibhinn liom peil, Bim ag
traendil gach deireadh seachtaine agus
uair amhdin sa tseachtain. Is maith liom a
bheith aclal agus cabhraionn an phelil leis
sin. Anuraidh fuair mé ticéad do Phéairc Ul
Chrécaigh don chraobh cheannals aqus
bhi sé iontach ar fad, go hdirithe nuair
4 bhuaigh Baile Atha Clath don chéad
uair leis na blianta. Ba bhred liom a
bheith ag imirt don chontae la éigin.

Figure 1.2 Extract from Irish language textbook

English as a Foreign Language (EFL) textbooks, in contrast, typically give attention to
various language skills within single units. On Course for IELTS (2004) level 5 (B1-B2 on
CEFR scales, equivalent to Higher Level), for example, has sections on speaking, listening,
writing, reading, grammar and vocabulary with each unit, with occasional sections on
pronunciation. The sections on speaking are organised mainly around type of speaking task
or situations, e.g. recounting a past habit, exchanging personal information. Occasionally
these tasks relate to more general aspects of discourse and conversation management such as
clarifying and checking information, illustrated in Figure 1,2. This particular section gives
attention to the interactional nature of conversation, ways of dealing with communicative
breakdown, and substituting or supplementing yes/no answers with a range of frequently

used phrases expressing stronger involvement.
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"T Speaking

Passive (2)

Here are two sentences from the radio
programme about Go.

Underline the new information in
sentences ‘a’ and ‘b’.

4

a It has bun playul in Japan since 740 AD.
b The game is played on a board with 19by 19

in crschmg lines:
What does ‘It’ refer to here?

Put a circle around the topic of each
sentence.
As we saw in the last unit, we often use the
passive to keep the topic—the old, known
information—at the beginning of the senten

So now you c;n make a rdle:
In English we usually put the topic at the

of the sentence, and important,
new information at the of the
sentence

5  Why would this active sentence not be OK
in this radio talk about Go?

‘Millions of people play it.’

But we also choose the passive so that we
control where we put important, new inform

Grammar focus: passive construction

Exporation: new/old information
and syntax

1 What is the problem in this cartoon?
,/. s
\\;/:
’ 1%
4\( N
S Al el
/{' _‘j I7 A'/ ]
{\ S { o T e (R
Speaking: Clarifying &
checking information
Analysis & production activities

2  Who is responsible for solving this problem? 4  What can the listener do to check his or her

a the speaker understanding?

b the listener For example

¢ both 2 .

- So, what youre saging '

3  What can the speaker do—using words, What that P

sounds, and body language—to help the o il Aol ot

listener understand? 5 You are going to describe a game to a
For example partner. Before you speak, make notes on

— "Have you got that?"

- wafching the listener's facial cxpnssions

the following:

a history (if you know) d aim
b played on/with ... e rules
¢ interesting because ... f played by ...

Figure 1.3 Extract from EFL textbook



Try to choose a game which your partner will not 6 Read the rules for the game below. If there
know. If you cannot think of an unfamiliar game, is anything you do not understand, talk

do the activity without naming the game, and see about it with your classmates and teacher
if your partner can guess what it is. until you do understand.

7  Now play the game.

The Yes/No Game Speaking:

AIm: to make your partner say yes or no and collect al Interactive production activity
Played with: five counters each (coins, matchsticks or Prompting yes/no answers
Number of players: two

Procedure:

Each player starts with five counters.
Start a conversation in which you try to make the other person say yes or »no.

Each time somecone says yes or no, they must give one counter to their partner.
Other rules:
‘ou must also give up a counter if:
* you pause for more than two seconds before answering;
* you give the same answer twice in a row (e.g. you answer not much’ for one question
and then again for the next question).
Winner: the first person to collect all of the other person’s counters.

Speaking:
Phrase list — Alternatives to yes/no

Grammar focus
Modifying answer

There are many alternatives to yes and no. Some are listed belbr

| think so. Maybe. Sometimes. Not much. Quite often. Never.

| hope not. Of course. | do. Naturally. | have. Quite a lot.
| used to. Possibly. I'd like to. Definitely. | love it. Usually.
I'm not sure. I might. | don’t.

8 Complete the table below with the words and phrases from the box.

Auxiliary and modal verbs E | have,
‘ Other verbs : | think so.
l Adverbs of frequency E Sometimes. k
’ Adverbs of degree E Not much. 1
] Modal adverbs E Definitely. . Speaklngf 2l
, Other adverbs : Of course. Inter?ctlve p'..Oduc.tlon A

- prompting modification of response

L Adjectives . J: I'm not sure. I
9  Can you think of any other forms that can a more interesting than saying just yes

be used to give short answers like this? or no all of the time

You cannot use all of these in the same b more precise: all of these answers give

situation: it depends on the grammar and the more information than just yes or no.
meaning. You should always try to expand on 10 Play the Yes/N

0 game again, with a new
your answer. In general, however, responding p:t:nor. Thls/ tlmoutfy m‘:” a wider range

with an answer like this is: of answers than you used the first time. |

Figure 1.4 Extract from EFL textbook

While index descriptions may give little indication of quality of treatment of topics, it is
interesting to note the variety of verbs used to describe the speaking components in the
IELTS textbook. The figure in brackets is the number of times each verb is used in the index:
describe (17), discuss (11), organise (3), doing (3), explain and elaborate (2), clarifying and

checking (2), respond (2), exchanging (2), recount, persuade, present, tell, arguing, make,

speculate, debate, interpret (1).
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Questions in the speaking unit in Fiuntas are either narrow information-seeking types or
more general invitations to talk, typically framed as tell me about, describe, who, how many,
what kind, what is, do you like, were you ever. It must be acknowledged that these are

precisely the type of questions students will be asked in the oral exam itself.

Table 1.2 summarises approaches taken by the textbooks considered above under a number
of headings. This, of course, is basically an outline survey of the approaches. It is not an

evaluation of the quality of treatment in either textbook.

Fiuntas IELTS
Location in " ; . :
One unit, ten sections Integrated in all units
textbook
Bt Topic focus, identical treatment Variety of communicative
given to each topic situations and tasks
Topic vocabulary lists, sample Task descriptions, occasional
Input answers to questions, accompanying | features on aspects of speaking,
audio e.g. how to paraphrase
Attention to Primarily lexical, e.g. phrases used
spoken Focus on form as relevant to topic to modify opinions or paraphrase.
language discussion, e.g. tenses Frequently focuses on aspects of
features discourse listened to in unit
: General guidelines given with T 3
Attention to & & : All units incorporate a variety of
regard to oral exam preparation, e.g. 2 i g
fluency i 2 : ’ practice activities, e.g. making
to speak Irish with friends, listen to : : :
development - presentations, interactional tasks
Irish language programmes.

Figure 1.5 Comparison in textbook treatment of speaking.

The revised Leaving Certificate Oral includes a picture narration task. Textbooks provide
written accounts of these stories, with little or no discussion on techniques and
characteristics of oral narration. In essence, then, preparation for the oral exam is rendered
similar to preparation for the long essay questions: exploration of sample answers and

employing these answers to pre-prepare one’s own responses.

1.4.2 Corpora and technology

The possibilities of bringing the authentic L2 voice, and a whole chorus of such voices, has
been greatly enhanced by the availability of resources drawing on corpora and informed by
second language acquisition (SLA) principles. Irish is a minority language, apart from Vifax
mentioned earlier, there is not a wide range of programmes developed for classroom use, and
even less with a strong focus on the spoken language. As yet there is no extensive corpus of
spoken Irish though one is currently being developed (Ui Dhonnchadha et al. 2012). It is
hoped that, when complete, the corpus will contain approximately 2 million words, with

dialectical variation represented. The corpus will include native speakers (Gaeltacht and non-
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Gaeltacht) and non-native speakers talking in a variety of contexts and on a range of topics.
It is believed the corpus ‘will provide material for linguistic research, lexicography, the
teaching of Irish and for development of language technology for the Irish language’ (Ui
Dhonnchadha et al. 2012:para 1). The discussion on formulaic language in Chapter 3 gives
some indication of the extent to which corpora analysis can bring to light aspects of the
language which may otherwise be seen to be incidental, trivial or, indeed, not even noticed.
This is particularly the case with regard to spoken language, essentially transitory and ‘noisy’
when compared to the clean spaced words of written text. The Touchstone and Viewpoint,
series of coursebooks (McCarthy et al. 2005, 2012) make extensive use of both spoken and
written texts from the Cambridge International Corpus, and highlight features of everyday
conversation. McCarthy (2004), describes in an accompanying booklet the methodologies
employed in corpus examination and the various ways in which the textbooks were informed
by corpora. Programmes developed based on spoken corpora, giving students an enhanced
and active engagement with spoken material, and an awareness that Irish has the linguistic
resources to carry out the demands of conversation just as English or French does, could do
much to change students’ attitude to spoken Irish and to foster their own spoken language

competence.

1.5 Teachers
1.5.1 Undergraduates

The standard of Irish of many students on commencing, and completing, their degree has
been a matter of concern for some time. Walsh & NicEoin (undated pdf) don’t mince their
words in their summary from a body of recent research:

Is minic imni & I¢iriu faoi chaighdedn teanga na mac léinn agus iad ag teacht isteach
sna coldisti triti leibhéal, agus imni & 1éirit freisin faoin gcaighdeéan até a bhaint amach
acu le linn a geuarsa 1éinn...Léirionn taighde agus tuarascéalacha faoin nGaeilge sna
scoileanna go bhfuil ceisteanna le togail maidir le hinnitilacht teanga na muinteoiri ata
ag feidhmit sa chdras, muinteoiri a bhain a gcuid dintidiri teanga amach inar gcuid
ollscoileanna agus coldisti oideachais.

Concern has often been expressed about the language competence of students entering
third-level colleges and the standard achieved by them in the course of their studies.
Research and reports about Irish in schools indicate there are questions to be
addressed regarding the language competence of teachers working in the system,
teachers who acquired their language credentials in our universities and training
colleges.

Second-level teachers are required to have a primary degree in their subject, and a post-

graduate teaching diploma. In their degree course in Irish students are taught and examined

in courses on literature and language, with literature dominating. Apart from optional courses

in phonology, dialectology and sociolinguistics, language courses by and large are focused
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on developing students” own competence in the language, in particular their competence with
written Irish. Among the problems in third-level teaching of Irish, Ni Mhaonaoigh (2009)
identifies the marginalised place language teaching has on course schedules, the low level to
which expertise and research in applied linguistics informed courses, and the status and

training of language tutors.

At a conference held between third level institutions to discuss these matters,® the need to
respond to a marked diversity in language ability among third-level students was highlighted.
The student body typically is made up of native speakers, students who received primary
and/or second level education through Irish, and students who learned Irish as a subject and
showed evidence of struggling with the language. The need to develop language awareness
for students was stressed:

Trachtadh ar an tdbhacht a bhaineann le feasacht teanga agus gur cheart a leithéid a

bheith mar ghné larnach i mbun-mhodul Gaeilge (Ni Neachtain 2009:150).

The importance of language awareness was also discussed, that this should be a
central feature of a basic module in Irish.

A noteworthy initiative arose from intensive discussions and co-operation between the
institutions in response to these challenges. A steering group adopted the CEFR as a
framework for language teaching with third-level students of Irish and appropriate syllabi

has been developed and made available to third-level institutions.

1.5.2 Training and in-service

As part of the second-level teaching diploma (Professional Diploma in Education) students
attend a one hour methodology class for twenty weeks in each subject they teach. Ni
Ghallachair is far from convinced that this is sufficient to equip graduates with a skills set in
language teaching. Noting the emphasis on literature within university language
departments, she states:

It is taken for granted by Education Departments that students’ language skills are
what they should be, having obtained a degree in the language, and no further
attention is given to this area. There is, therefore, a disconnect between the training
provided by universities for student teachers and the reality of the classroom” (Ni
Ghallachair 2009:197).
She adds that this situation is compounded in the case of Irish because of the limited
opportunities for students of the language to have an extended immersion experience in the
language. The Council of Europe describes as one of the ‘main problems’ with regard to

fostering Irish:

® Teagasc na Gaeilge ar an Triu Leibhéal: Foram PI¢ agus Pleanala. The Teaching of Irish at Third
Level: Discussion and Planning Forum. St. Patrick’s College, Dublin. 15-16 February 2008.
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[T]he difficulty which many teachers experience in implementing a convincing
pedagogy, and the need for continuing professional development (CPD) support to
help them to do so; as well as a lack of suitable modern materials and ICT provision
(2008:16).
The problems with regard to ICT and materials have been noted. The Department of
Education generally only provides in-service courses for teachers when there are significant
changes to the syllabus. A support service for teachers of Irish, An tSeirbhis Tacaiochta
Gaeilge Dara Leibhéal (Second-level Support Service for Irish, henceforth SLSS), was
established in 2007, just prior to the announcement regarding the marking changes to the oral
exam. Its brief was to support teachers in the promotion of spoken Irish in the classroom,
above all through the use of a communicative approach in the teaching of all aspects of Irish.
Since 2008 the SLSS has engaged in a wide range of activities including inservice days,
training in technology, workshops, school visits, and the provision of resources online. The
approaches taken by the SLSS could, in some ways, be seen as a mission to convert. For
many years teachers have been delivering a curriculum dominated by the written word. They
may have had reservations about this curriculum but, of necessity, developed an expertise in
the teaching of it. Teachers were seen as central to the changes in the oral exams bearing
fruit. They had to come on board. This involved providing them with appropriate skills and
resources. It also required developing confidence in, for example, using Photostory and
podcasts, in preparing audio blogs and having students work in teams on communicative
tasks. The SLSS team work with enthusiasm and conviction, and at all times endeavour to
draw on teachers’ own experiences and resources, and to foster a learning community among

teachers.

The impact of the SLSS on teachers’ practice has not yet been assessed. The following
opinions relate mainly to the inservice days provided and are the researcher’s own. Inservice
days have probably been at the core of the SLSS programme, between 2008 and 2012 there
have been seven inservice days, attended by the vast majority of practising Irish teachers.
For the most part the activities, resources and approaches discussed on inservice days were
informed by Communicative Language Teaching (CLT) and Task Basked Learning (TBL)
principles, with a Focus on Form (FoF) approach to consolidating grammar through speaking
tasks. In general the activities, resources and approaches were imaginative and fun.
However, there was little focus on characteristics of speech in Irish. Again, the following
reservations reflect the researcher’s own personal experience and views on the inservice

provided.
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1. Volume.
The amount of ideas, the diversity of approaches, the number of games: the more choices
one has, the more difficult decision making can become. The weight of possibilities can feel

overwhelming, making the task of discriminating, choosing and implementing more difficult.

2. Lingering questions.

Imaginative, fun — but these workshops involved co-operative teachers, who had little
difficulty in understanding instructions. Practical and pertinent questions were not given a
great deal of attention. How much disruption/noise/preparation/learning will be involved?
What if it doesn’t work? The gap between an inservice workshop and classroom can become

a gulf, discouraging and daunting. That gap needs to be recognised.

3. The textbook temptation.

The Department syllabus, in particular its description of functions, notions and topics, was
used by the SLSS as the basis for the development of class plans, methodologies and
assessment practices (Nic Eoin 2009). As admitted by Nic Eoin in the same article, the
syllabus is given scant regard by teachers:

Ro-mhinic, afach, téitear i muinin na dtéacsleabhar amhdin leis an nGaeilge a
theagasc, agus déantar dearmad go bhfuil foinse luachmhar a bhfuil bunas
teangeolaioch agus oideolaioch fiuntach Iéi sa siollabas seo (2009:119).

Too often, however, it is textbooks and textbooks alone that are resorted to in teaching
Irish, and people forget there is a valuable resource, with a solid linguistic and
pedagogical basis, in this syllabus.’
Syllabus does not translate readily into class curriculum. Teachers often resort to textbooks
to provide this, and textbooks in Irish are typically content-heavy with a restricted range of
activities. The textbook is part of routine classroom activity in most classes, and

unfortunately is marked by a lack of communicative activities in general, and by negligible

treatment of the skill of speaking in particular.

4. The exam

For teachers, parents and students, those parties most intimately bound to the Leaving
Certificate, the exam is of paramount importance. The practice of teaching to exams is not
unknown, and is expected even by some students:

Many middle-class and high-aspiring students expressed impatience with, and were
critical of, teachers who did not focus on ‘what would come up in the exam’. For
them, good teaching constituted practising exam papers and focusing precisely on the
kinds of knowledge and skills needed to do well in the exam (Smyth et al. 2011:225).

The oral exam is awarded 40% of marks, one might think then that even from a narrow
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instrumental perspective, developing oral competence would become central to classroom
practice. The story is not as simple as might appear, however. The exam itself, and details of

assessment, will be scrutinised further in Section 1.6.

No comprehensive independent research has been carried out on classroom practice in the
Irish language classroom’, documenting practice and articulating the experience and views of
the various stakeholders. Many of the remarks made above are in the nature of general
observations or, as indicated, comments based on personal experience. It is unfortunate
attention has not been given to this. Funk, for example, suggests an interesting connection
between the classroom practice of grammar teaching and language status:

Teachers and learners expect a fair share of grammar work in the classroom which
seems to be especially true for teachers and learners of less commonly taught and
researched languages (Funk 2012:309).

Funk proposes this is primarily a reflection of teacher education, with better trained teachers

using more balanced approaches in the classroom, but does not cite supporting research.

1.6 The exam and assessment
1.6.1 Overall changes

Is € ifordin an scéil ar fad nd nach bhfuil ag éiri le foghlaimeoiri an teanga a
shealbhu... biodh is go bhfuil an bhéim ar fad, geall leis, sa churaclam “nua” ar an
teanga bheo agus ar Usaid chumarsaideach sa ghnathshaol laethuil agus ar shealbht
nadurtha na teanga trid an gcumarsaid féin. (O Laoire 2009:108).

It is ironic that even though the emphasis in the ‘new’ curriculum is almost
completely on the living language, on communicative use in daily life, and on
natural acquisition through communication itself, despite this students are not
succeeding in acquiring the language.

In making this stark contention, O Laoire sees the distinction between planned and
experienced curriculum as relevant. For many the experienced curriculum in Irish is the
curriculum taught to meet exam requirements. It is important, then, to compare exam
requirements prior to and after the introduction of the marking changes, shown in Table 1.3,

and to consider the likely impact in the classroom.

’ The Department of Education Inspectorate carry out periodic subject inspections.
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Table 1.2 Leaving Certificate Irish mark allocation

Leaving Certificate Higher Level Irish: Allocation of Marks
2012 Pre 2012

Marks % Marks %
Oral 150 40 150 25
Aural 60 10 100 16.66
Composition 100 16.66 100 16.66
Reading 100 16.66 70 12
Literature ’ 100 16.66 180 30

The Oral exam will be examined presently. The Aural mark was reduced from 16.7% to
10%. Given the intrinsic link in conversational interaction between speaking and listening,
this is somewhat strange when the avowed objective is to improve communicative
competence. Marks for composition, and the composition task itself, did not change.
Composition is the main writing task on the paper. Students are asked to write an extended
essay or story, and the practice of students learning chunks or whole essays by heart is well
known. One task, one language register - one might well ask about the communicative nature

of this question, and it is not difficult to imagine the pedagogical practice it encourages.

The question on the history of the Irish language and literature has been removed from the
exam. This question badly needed to be reformed. Its scope was too wide, and encouraged
reduction of information to bullet points. However it was the only section on the course that
could potentially give students an insight into the connections between Irish and other
European languages, its unique history, its dialects. It also described the variety of
organisations working with Irish today. The literature component of the course has been
reduced but is still significant, and takes a good deal of class time to prepare. For many
students this is probably the least attractive aspect of the course. English is the only other
Leaving Certificate subject where students are required to study literature. In comparison to
the English course, many find the prescribed literature in Irish to be of low merit. From a
language learning perspective, the literature is not of great benefit to students. Students resort
to textbook notes and to learning answers off by heart. The ability of students to learn by

heart is quite simply the employment of an exam strategy.'' That is, in part at least, the

' Prior to 2012 a language history question was examined along with literature.

' A strategy periodically noted by the Exam Inspectorate in their reports: *...ni mholtar an nds até ag
éiri nios coitianta, is € sin piosai mora prois , ata lasmuigh de ghnathraon cumais an iarrthéra, a
chur de ghlanmheabhair.... is cinnte nach geruthaionn sé go mbeidh an teanga sealbhaithe ag na
hiarrthoiri sin” (Coimisitn na Scriduithe Stait 2008:39). ‘...a custom becoming more
commonplace, and one not recommended, is candidates learning large chunks of prose that are
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reason why some can write extended text without appearing to have learned much about the
language; that is not the object:

Leanfaidh said orthu ag foghlaim cén chaoi leis na ceisteanna a fhreagairt agus leis na
cleachtai a dhéanamh ach ni fhoghlaimeoidh said an Ghaeilge ar aon tsli theidhmiuil’
(O Hainle 2003:13).

They will continue learning how to answer questions and to do the exercises, but they
won’t learn Irish in any kind of functional way.

Finally, apart from being allocated extra marks, two other changes were made to the reading
comprehension question. A previous requirement for candidates to write the answers in their
own words, as opposed to quoting from the text, has been done away with (apart from
making required pronoun or tense changes). In addition, one of ten questions on each text
asks students to give an example of a particular grammatical feature, and one question on
each text asks the student to identify the genre in question, or to give an interpretative

response.

In summary, apart from the changes in marking, we note then:
e Some reduction in literature component
e Apart from two new questions, a simplification of the reading task
e Deletion of question dealing (in part) with the development of language, dialectical
features, and presence of the language in society today

e Reduction in marks for the aural exam

It could be argued that these changes are neither collectively coherent nor in keeping with
the Minister’s intention ‘to promote the use of Irish as a communicative language in schools
and classrooms’ (Hanafin 2007). But before making a final conclusion, the oral exam itself

needs to be considered.

1.6.2 The oral exam

In January 2009, prior to a decision on the precise format of the new exam, An Chomhairle
um Oideachas Gaeltachta agus Gaelscolaiochta'” (henceforth COGG) published a Discussion
Paper on the Irish Oral Exam (Maunsell 2009). They welcomed the strong emphasis given
by increased marks to oral competence but advised the change ‘does bring into sharp focus
the robustness of the current oral assessment procedure and any future revisions that may

ensue’ (Maunsell 2009:3). The Discussion Paper surveyed relevant research on oral

beyond their language ability...this is not proof that these candidates have acquired this level of
language competence.’
"2 The Council for Gaelscoileanna and Gaelscolaiochta, Irish-medium schools.
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assessment and put the existing oral format — exam structure, examiners and marking — under

rigorous scrutiny. In conclusion it recommended:

[T]here should be a greater variety of tasks and elicitation procedures deployed
over the course of the test in order to capture a range of language functions and a
truer picture of ‘real” communicative ability.

The overall structure of the test should be clearly identifiable and proceed
through distinct phases or parts which are accurately timed. It is important that
candidates are given ‘fresh starts’ over the course of the test and that examiners
have a framework to follow.

The reading part of the current test is a very weak component and of limited
value in terms of oral proficiency. Anything pre-scripted or rehearsed needs to
be disencouraged as it has a negative backwash effect on teaching and learning
and disallows spontaneous communication.

Because of the difficulty of conducting the test and keeping tracking of the
candidate’s performance, in order to ensure the reliability of the assessment, it is
necessary to have a second tester present.

Interlocutors/assessors must be selected and trained carefully' and be subject to
proper evaluation themselves.

A more analytical marking scheme should be developed that focuses on
important aspects of oral proficiency e.g. phonology, discourse management,
lexical range, grammatical control, interactive communication.

That there be greater standardisation of examiner questioning and topic
selection.

Communication involves the productive skills of speaking and writing and so it
is desirable that they are equally weighted e.g. 200 marks each.

The receptive skill of listening should not be devalued and should be equally
weighted with the other receptive skill of reading e.g. 100 marks each
(Maunsell 2009:16-17).

The argument for appropriate recognition to be given to the complex of skills that mark

language competence in a coherent and reasoned way is well founded. With regard to task

components and assessment of the oral exam, the report argues for tasks, structure of exam

and assessment criteria to reflect the variety of competencies involved in the speaking.

Indeed, this is a basic criterion one would set for any exam. Detailing the diverse aspects of

speaking competence in such a manner would also have practical benefit for classroom

pedagogy and would, in itself, enhance the metalinguistic awareness of students.

The Minister stated when announcing proposed changes to the Leaving Certificate exam

" At present examiners attend a marking conference and are issued guidelines but they do not receive
any training.
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that:

Candidates for oral Irish examinations will be required to demonstrate a variety of oral
competences in Irish. Therefore, the time required for the Leaving Cert oral will be
increased to allow for this. In addition, the content and format of the oral exam at
Leaving Certificate level will need to be completely reviewed (Hanafin 20007).

In fact no changes were made to the time allocated the oral, a 15 minute exam. Likewise, no
changes were made to assessment structure, apart from mark allocations. However changes

were made to content and format, as illustrated by Table 1.4.

Table 1.3 Structure of former and revised exam

Structure of Leaving Certificate Oral Exam
(Higher and Ordinary Level)
Marks Pre- Marks
e i Total 250 | | 2012 i Total 150
: Greeting Not examined
1 min | S set short-answer 5
questions
2 Poetry reading. 5 Begimeutent
: " : .| From five pre-
mins | From prescribed list 35 mins 30
prepared texts
) Story narration
5 From set 20 picture Not examined
mins 80
sequences
6-8 120 10
mins | Open conversation mins | Open conversation 120

The changes have met with some critical response. A group of Irish language organisations
involved in education formed an umbrella body, Meitheal, to lobby against them. Their
concerns were two-fold: the inappropriateness of the exam for students from a Gaeltacht
area or students with excellent proficiency in the language', and the structure of the new
oral exam. A flavour of the response from Meitheal is given in the following remark:

To say that this [reciting a poem] flies in the face of good practice is a total
understatement.... Students could get half the marks without... telling us anything about
their communicative language ability (Donnelly 2010b).

1.6.3 Some effects
In 2012, the revised Leaving Certificate was examined for the first time. The detail of these
changes has been presented. In brief, the amount of literature to be prepared by students was

reduced (with marks reduced from 30% to 16.66%), while the amount of marks going for an

" Conradh na Gaeilge have argued strongly, based on a position paper written by Little (2005) for
separate language and literature papers in order to address the needs of such students.

28



oral exam of the same length increased from 25% to 40%. Student response with regard to

subject level chosen was pretty immediate, as can be seen by Table 1.5.

Table 1.4 Student numbers for Leaving Certificate Irish

Higher Ordinary | Foundation
Year Level Level Level
% % %o
2014 40.0 SIS 8.4
2013 38.0 52.8 8.9
2012 8.1 53.5 9.7
2011 ) 56.8 10.9

The growth in numbers interested in taking Higher Level Irish at Leaving Certificate is to be
welcomed. It also provides evidence suggesting that, for many, the decision to take Higher
Level Irish relates to factors such as amount of work involved and perceived difficulty of

exam — practical, utilitarian motives.

The revised exam came into effect in 2012 and as yet there appears to be just one study
available which has carried out a detailed investigation into its effect, this explored the
impact of the changes on students’ general competency levels in Irish. In addition, the State
Examination Commission (SEC) issued an Inspector’s Report for Irish in 2012, a short
document with brief comments on student performance in all components of the Leaving
Certificate exam, this will also be presented. To date, there are no studies available
presenting the teachers’ experience, though it is understood the NCCA has engaged a study

of this nature.

Ni Mhaonaigh (2013) analysed the effect of the revised exam using a comparative study.
Third-level students (n=96) who did the old Leaving Certificate, in 2011, were given tests in
listening, writing and speaking a few months after the Leaving Certificate. The same tests
were given to a group (n=87) who sat the revised Leaving Certificate exam and got similar

grades to the 2011 group.

With regard to competency levels, Ni Mhaonaigh found there was no significant difference
in oral proficiency and that the 2011 group performed better in the written and listening
tasks. It is not possible to extrapolate much from these results. This was the first time for the
revised exam to have been examined and it may take time for teachers to alter their teaching
practice. Nevertheless, the study is interesting. Students were examined using tasks

frequently employed in L2 proficiency exams. Such exams can give good insights into
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aspects of L2 acquisition and competence which may not be elicited by an exam where
preparation by rote is not untypical. It would be very useful to have this study replicated
sometime in the future, a longitudinal dimension would allow one to draw more definite

conclusions from the results.

The Inspectors” Report from the State Examinations Commission (SEC 2012) on the
performance in the revised oral exam is not particularly enlightening. Many of the comments
are very general, ‘is mé an lion iarrthoiri ar éirigh go han-mhaith leo sa chuid seo den
Bhéaltriail na mar a tharla le tamall anuas’ ‘more candidates did very well in this part of the
exam (the open conversation task) than have for some time’ (2012:17). The only specific
aspects of students’ performance in open conversation which was commented on related to
grammatical competence with the Conditional Mood and indirect speech. Comments on the
picture narrative task relate again to grammatical competence and also to the limited

description given by some students.

Half of the exam time and exam marks are allocated to set tasks. The limitations in textbook
approaches to speaking development were noted in Section 1.4.1: providing sample answers
for the set tasks, and a range of sample answers for the open conversation component.
Students are encouraged by this to copy, personalise, learn and memorise. The practice of
teaching to exams was mentioned in the opening to this chapter, this has been noted in an
official report on language education policy:

At present, there are real concerns at the mismatch between syllabus objectives and
assessment objectives and methods. The backwash effect of examinations on
classroom practice and therefore on language acquisition is incontestable (Council of
Europe 2005 2007:9).

As opposed to presenting distinct techniques and a focus on the distinct quality of the spoken
language, which might help facilitate the acquisition of the distinct skill that is speaking;
textbooks have proved adept at adapting old techniques (learn, memorise, use) to a new

exam. Thus textbooks now provide wriften accounts of the picture narrative task.

The revisions made to the oral exam were bold, prefaced with a clear objective to improve
competence in spoken Irish. Questions have been raised here with regard to the suitability of
the revised exam. Textbook treatment of spoken Irish and preparation for the oral exam, as
noted in Section 1.4.1 are also of concern, given the central role of textbooks in the
classroom. To investigate the concerns raised about the revised exam, to establish if the
changes have led to an improvement in the spoken Irish of students, longitudinal research in

particular is required into a number of areas such as the experience of students, teachers and
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examiners, the effect on spoken competence and the effect on classroom practice.

1.7 Conclusion

In his discussion of language testing Maunsell (2009:6) reasserts Bachman and Palmer’s
(1996) warning about testing that confuses observation of a performance with ability. Is it a
similar danger in assuming that more marks will lead to better skills? It is by no means
certain that the increased marks for oral Irish will entice significantly more students to opt
for Higher Level at Leaving Certificate, we have seen the exam overall is still very
demanding and compares unfavourably in terms of preparation requirements with other
languages. Certainly students who come into second level with good Irish are likely to take
Higher Level, they would probably choose so regardless of the changes. But we have seen
concerns that the language skills of these students, a valuable resource to the future well-
being of Irish, would neither be recognised nor nurtured by the rather dubious demands of

the Oral exam for this cohort.

Serious, well-considered and cogently argued proposals have been made by the NCCA
(2006), with regard to syllabus reform and COGG (Maunsell 2009) with regard to oral
assessment. In essence both discussion papers advised stepping back, taking care to ‘get this
right’. COGG called for increased expenditure in terms of examiner training and the
employment of two examiners, and argued reasonably that this would safeguard the integrity
of the exam, particularly important given the weighting accorded the exam and the
importance of the Leaving Certificate more generally in access to Third Level. Both
organisations point to a framework, the CEFR, already adopted in the ‘Teastas Eorpach sa
Ghaeilge’, an approved European Language Certificate developed by the Language Centre in
Maynooth University. The CEFR provides comprehensive descriptors for various language

competencies and related rating scales.

It is incongruous that the oral exam itself, as currently structured, now may encourage a
display of ‘performance’ over the development of competence. It is unfortunate that the
language programme met by students in the classroom, for the various reasons explored
above, may still not do a great deal to foster their actual ability to speak Irish naturally and

with ease.
What are the factors that help one speak naturally and with ease? The next two chapters

address this question. In Chapter 2, the cognitive processing underpinning fluency is

discussed, while Chapter 3 considers the formulaic nature of much language use.
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Chapter 2 Speech Fluency and Cognition

2.1 Introduction

This chapter addresses the question of what is entailed in speech fluency. Firstly, a
description of speech features is provided in order to operationalise ‘speaking’ as a distinct
construct. The following section focuses on the more challenging question of describing and

measuring speech fluency, and examines various approaches taken.

Kormos (2006) states research in L2 speech production is informed by two main approaches:
cognitive psychology (more typically addressing the application of L1 models to L2 speaker)
and applied linguistics (often addressing issues around learning). Fluency is one aspect of
language use where research is enriched by drawing on both strands. Theoretical and
experimental research on fluency acquisition has made an important contribution to an
understanding of oral fluency, and to analysis of fluency development of language learners.
The concept of automaticity is of importance in this research area and Section 2.3 gives
intensive treatment to the concept: attempts to define and to describe its features and a route

to automatization are presented.

In Section 2.4 the discussion turns to a consideration of automatization and speaking.
Levelt’s influential ‘blueprint of the speaker’ is presented, noting in particular procedures
seen by Levelt to be automatized. Turning to an examination of speech input, a detailed
presentation is made then of the phonological loop, which it is argued has a pivotal role in
sequencing speech and the establishing of long-term representations of form-meaning

structures. This leads to a consideration of chunking theory.

Finally, the challenge of developing automaticity in performance is discussed. Practice and
repetition dominate many studies in the area of skill acquisition and expertise. Consideration
is given to how practice can foster proceduralization in particular. To illustrate possible
pedagogical approaches, sample activities are presented from the course designed for the

present research.

2.2 Speaking

2.2.1 The speaking construct

For most of us, competence in speaking is acquired easily, early and naturally while the skills
of writing and reading, for most of us, are fostered over time through formal learning. We
learn how to hold and control a pen, how to recognise sequences of letters. There is a well-

trodden route in the formal teaching of writing and reading, a tradition and experience that
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helps to inform and critique developments and changes to syllabi, practice and assessment.

The distinct characteristics of the language of speaking and of writing in many ways have
been regarded as somewhat peripheral in the L2 classroom'”. While students may be given
plenty of speaking practice they may not be asked to explore aspects such as the rudiments
of speaking in conversation, the discourse features characteristic of speech, the interactional
demands made of the speaker. This may be due in part to our first language being acquired
effortlessly and in part to the esteem given to the written word. It may also be because
spoken language had not been given much analytical interest within linguistics, until
ethnographic research and Hymes (1972), in particular, brought to light the routinized,
patterned and distinctive nature of spoken communication, confirming that spoken language
has ‘rules of use’. The development of corpus technology and of corpora of spoken language,
giving access as it does to an astonishing amount of material and providing sophisticated
tools for data extraction, has boosted research interest tremendously and ‘has resulted in an
increasingly empirical linguistic account of the characteristics of spoken language’ (Bygate

2009:417).

This chapter is primarily concerned with fluency in speech. In Chapter 3 features of language
in use and of spoken discourse are described. It is not necessary here to present a
comprehensive account of speech features, except insofar as these are of direct relevance to
fluency. It is important, however, to have a broad understanding of how speech is shaped as a
communication system. Attention given to speaking in the classroom, as with all language
skills, needs to be informed by an understanding of what is particular to that language skill.
In Chapter 1 we noted the practice, encouraged by some textbooks, of students preparing for
the Leaving Certificate oral exam in Irish by diligently writing out sample answers; thus
rendering the oral exam for some, in part at least, an oral recitation of written material.
Bygate (2009) makes a compelling case for looking at distinctive features of speech as a
system by arguing that, without such understanding, speaking becomes a medium for

communicative activities in the classroom, rather than the target skill.

Giving consideration to speaking as target skill, Bygate elaborated a ‘construct of speaking’
and this description is presented here. Bygate asserts, ‘The validity of the construct...
depends on evidence of patterning that is distinct from that of written language, and which

can be meaningfully related to the circumstances of its production’ (2009:415). Of course to

'* Carter and McCarthy (2015:2)), however, note the Vulgaria, school grammar texts, contained
sentences from everyday life which ‘were often colloquial and redolent of conversation’, they
suggest grammar learning involved students speaking such sentences in their daily school life.
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even talk about patterning indicates speech is not understood as comprised of discrete
utterances. In the course of speaking, a piece of discourse is elaborated, sometimes
monologic but more typically through interaction. Four areas are given attention by Bygate,
two focusing on traits and context and the others relating to psycholinguistic processes.
Presented in turn, these are: the general characteristics of speech, the conditions of speech,

the processes of production and the process of development.

Speech characteristics

Dimensions proposed by Chafe (1985) to capture the linguistic differences between speech
and writing have been broadly confirmed by research. The dimensions are those of
fragmentation/integration and involvement/detachment. Speech typically is strongly marked
by fragmentation and involvement. Bygate elaborates:

‘Fragmentation’ refers to the relative lack of group modification and subordination,
the relative frequency of sub-clause level unit or fragments, and the occurrence of
overt ‘editing’ features...Occurrence of these features implies relatively low density
information content, low complexity language, and more parataxis

‘Involvement’ covers features which signal personal identity and group
membership...and those which convey personal feelings and attitudes to the
interlocutor or the content of discourse

[corpus analysis] suggests that talk is characterized by a range of phonological, lexico-
grammatical, and discourse patterns... many of which are significantly more common
in speech (such as here-and-now deictics, first-and second-person pronouns..) or
cluster distinctively in speech (such as parataxis, or particular formulaic expressions
clustering with complement constructions) (2009:416-7).

Some of these features are illustrated in a brief extract from a conversation from the
Cambridge International Corpus (McCarthy 2005:27). The speaker is replying to a friend
seeking advice on holiday plans. The extract comprises one speech turn with two pauses
(indicated by ...). The layout of the speech turn below is designed specifically to highlight
fragmentation within it.

Okay

Um well let’s see

You’re gonna want to...

You’re gonna want to see

I mean since you’re there two weeks

You’re you’re probably gonna

You know you’re just gonna have to see the...

You’re not gonna have time to really wander around

and so you’re gonna want to go where the churches are and

Teachers might balk at the thought of ‘teaching’ students to speak in L2 in this manner. I

would argue that, by and large, constructing speech in this manner doesn’t need to be taught,
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students already do this in L1, but it may need to be encouraged. Granted, ‘learners need to
have access to the kinds of markers of involvement and fragmentation, and engage in
activities under conditions in which those markers play a part’ (Bygate 2009:417). Thus, for
example, attention might usefully be given to the ‘formulaic expressions clustering in the
complement constructions’ noted above (Bygate 2009:417). Learners may also need to see
L2 speech production in a different way than that presented by the scripted textbook audio.
Indeed, they might usefully start by ‘reading’ the speech turn above out loud, and then
‘speaking’ it out loud. Some students may never have given much consideration to
characteristics of speech. Engaging in conversational analysis can be both interesting and fun
for students. More importantly, in the context of language learning, to come to an awareness
that in naturally occurring speech there is ongoing and overt editing such as false starts,
repetitions and hesitations, may enable students to view speech production in L2 in a more

realistic way, and to bring to it some of the strategies they are already competent in using.

Conditions of speech

Bygate identifies one condition that impacts on the psychological processing of speech in
two ways. The condition of ‘presence’ indicates ‘the fact that speech is prototypically used in
the presence of an interlocutor’ (2009: 417); ‘presence’ thus entails in turn the conditions of
reciprocity and time-pressure. Reciprocity means the speaker has to give cognisance to the
interlocutor’s own knowledge, interests and expectations, and also to facilitate the
interlocutor’s use of their own speaking rights. Time pressure arises from a relative lack of
planning time, due again to interlocutor presence and the need to give speaking time to the
interlocutor. Bygate notes these conditions of time pressure and reciprocity underpin the
distinctive fragmentation-integration quality of speech, and comments further that many
features of speech reflect both time pressure and reciprocity conditions. Thus, for example,
‘formulaic hypotaxis facilitates decoding, and not just encoding’ (2009:418). Further
conventionalised manifestations of the reciprocity condition are:

e Attending to face
- use of mitigation e.g. modals, hedges, vague words
- use of metacomments hopefully, honestly
- use of intensification e.g. adverbial/adjectival intensifiers, frequently using slang

e  Motivated discourse structures, such as:
- adjacency pairs
- interactional structures, e.g. openings and closings
- ‘trouble-shooting’, e.g. repairs, negotiations for meaning
- topic and turn management

The various features and characteristics of speech mentioned thus far are hypothesized to

facilitate speech production and reception. Bygate then turns to consider the psychological
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processing involved in speech production.

Extensive examination of traits and context has been carried by many researchers, and
specific traits and aspects of context will be revisited in Chapter 3. At this point, however, it
should be noted it is strongly argued that speaking is primarily conversational, which needs
to be analysed as a co-constructed text (Carter & McCarthy 2015). The interactional
dimension of conversation is readily acknowledged but is not focused on in this review. To
pre-empt the discussion in Chapters 4 and S, the present research is concerned with an
intensive treatment to foster fluency in production of a restricted set of lexical items, with
fluency measured primarily using quite specific quantitative measures. The nature of the
research study thus precludes a strong interactional dimension, though interactional activates

are employed in the programme design.

Processes of production

Bygate refers to Levelt’s (1989) model of speech production (and versions of), which is
presented in Section 2.4.2. Of particular interest in the L2 context is the dimension of
automated and controlled modes of processing involved. Within this model, controlled
processing is associated with conceptual and, to some extent, with formulation phases of
production, whereas automatic processing is associated with articulation and, to some extent,
with formulation. Bygate remarks,

automation is likely to be associated with markers of fluency and complexity (as a
function of ease of lexico-grammatical access and articulation), and accuracy, to the
extent that automated performance is resistant to interference from task pressures
(2009:419).

Whether these processes are viewed as absolute and dichotomous, gradable or categorical is

significant in terms of pedagogical approaches to L2 development.

Bygate suggests then, that characteristic features of speech are stored cognitively as
formulaic units, routines or schema; and that they are processed with degrees of control and
automaticity. The link between automaticity and fluency is pivotal to the present research
and is explored in some detail in this chapter. Chapter 3 is devoted to formulaicity in

language.

Process of development
The construct of oral language development proposed by Bygate draws on the well-
established distinction between declarative and procedural knowledge, respectively

‘knowledge about’ and ‘knowledge how to’ (Johnson:1994). Examples of declarative
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knowledge might be knowing the fingering for a chord, or knowing the plural form of a
noun. Bygate describes declarative knowledge as constituted in particular from episodic
memory, ‘with exemplars encountered on particular occasions gradually serving to define
and populate categories’ (2009:421)'°. Memories of a variety of speech events are likely to
contribute to declarative knowledge. Bygate further specifies that speech events:

are constituted along at least two major dimensions, first in terms of the pragmatic
relationships projected between language features and the goals they are used for, and
second, in terms of discourse structures (2009:421).

Experience of speech events, and varieties of experience, are fundamental to the acquisition
of this knowledge, much of which Bygate emphasises is not explicit. Of course, for
successful production it is not enough to have a bank of declarative knowledge, knowledge
of use is required to ‘muster’ and activate those resources. Declarative knowledge of
fingering and keys of a B major scale is necessary knowledge but not sufficient to enable one
play it, procedural knowledge or rules of use, are also required'’. Discussion of declarative

and procedural knowledge is returned to in the presentation of ACT theory.

Turning to the classroom context, it is necessary then to give consideration a) to the types of
knowledge that can usefully be targeted, e.g. phonological, referential, interactional, and b)
to ways in which procedural ability can be developed, e.g. task selection, sequencing and
use. Early approaches to oral language development often involved drilling learners with
structures from a dialogue, activities which, Bygate claims:

did not engage learners in the actual pragmatic dimensions of interpersonal talk, but
merely in the manipulation and production of alternative pragmatic formulation. That
is, the pragmatics of spoken language were mapped into the categorical content, but
not into the procedures (Bygate 2009:423).

Elsewhere, Bygate (2006) describes how activities employing ‘constructive repetition’ can
be employed to develop oral fluency competence through intensive activation of procedural
knowledge. Pedagogical approaches to the development of oral fluency are considered in

Section 2.5 and in Chapter 4..

To conclude, in his description of the speaking construct, Bygate (2009) asserts that spoken
language is a distinctive system, and that speaking a language requires both knowledge of

the system and skill in using it. Automaticity and the efficient working of declarative and

'® Usage-based models of language acquisition, which incorporate similar principles, are presented in
Chapter 3.

' < According to some [the] need to combine rapid reaction with flexible knowledge that can be used
under changing circumstances constitutes the evolutionary pressure that led to the declarative-
procedural distinction” (DeKeyser 2009:123).
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procedural knowledge are posited by him as central to understanding how fluent language is
produced and how competency and capacity in speaking is developed. These aspects of
speech production are central to the current research study, and a fuller discussion of
automaticity and the operations of declarative and procedural knowledge follow. Before
turning to consider psycholinguistic processes, this section on speaking will conclude with a

general discussion on oral fluency and a more detailed focus on the assessment of fluency.

2.2.2 Fluency in speech

Fluency is a highly regarded attribute and seen to be a desirable objective for the second
language learner. Yet the concept of fluency is problematic for researchers and teachers. The
term is widely used in research, testing, textbooks and in our everyday world. This is
probably one factor which contributes to making the concept difficult to define with
precision. Chambers (1997) discusses divergent orientations towards the term and sees the
problem basically as relating to domain of use. She illustrates, ‘the non-technical use of the
word is often synonymous with overall linguistic proficiency rather than with strictly
restricted aspects of delivery in oral production [whereas in a specific context such as CLT
fluency] 'is about effectiveness of language use within the constraints of limited linguistic
knowledge' (Chambers 1997:536), in other words, fluency entails a kind of strategic
competence. The problem with both the non-technical use and the CLT understanding relates
not so much to their broad scope as to their lack of specificity. Without more precision and
specification of the variables involved, they are of limited value in testing of fluency or in
the development of approaches for teaching or learning. However the definitions do make a
useful starting point for this discussion in respectively illustrating fixed-state and relative-

state orientations to the concept.

The fixed-state orientation sees fluency as marking a high degree of proficiency. This is the
everyday understanding implied when one declares a person is fluent in the language.
However, if by fluency one means ‘the maximally effective operation of the language system
so far acquired by the students’ (Brumfit 1984:7), this implies that at any proficiency level
performance can be described as more or less fluent. The difference accords somewhat with
Lennons’s (1990:389) distinction between definitions of fluency that are ‘broad’, ‘a cover
term for oral proficiency’ and ‘narrow’, referring to ‘one component, presumable isolatable,
component of oral proficiency’. The emphasis in a fixed-state orientation is on knowledge
and skill possessed, the emphasis in relative-state orientation is on performance, the ability to
use that knowledge and skill. Within language learning, fluency is understood to refer to
ability to use, a student is judged on fluency scales relative to their proficiency level. In this

context, fluency is primarily a performance phenomenon. This is not to say that competence
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in a particular aspect of language might not have an overall effect on fluency. Thus amongst
students at a similar level, say beginners, some may have higher competence in
pronunciation, or a confidence in recycling material, which might well influence another
person’s perception of that student’s language fluency. Indeed, performance in any realm
can be affected by any number of conditions, internal and external, and research has been
carried out on the effect of individual factors and task conditions on learners’ performance
and the judgement of learners’ performance (Bygate 2001, Dérnyei & Kormos 2000, Freed
2000, Skehan & Foster 1999).

There is another important point to make about assessing fluency. In assessing accuracy or
lexical diversity, there is a single quality to be examined, already specified. It remains to
detail the constituent features of that single quality and to elaborate descriptors for the
various proficiency levels. Fiuency describes a general aspect of performance and is
therefore more difficult to operationalize. It relates to manner of execution, and thus relates
to a cluster of qualities; being multifaceted, Lennon’s (1990) expression presumably

isolatable is advisedly cautious.

Segalowitz, citing Kaponen and Riggenback (2000), refers to ‘the conceptual metaphor
underlying the meaning of fluency, namely that “language is motion™ (2010:3)'®. Fluency
rates, then, not just to a cluster of qualities, but relates to how these are expressed over time.
A musician has clearly marked on the score indications as to the manner in which a piece is
to be played, these relate mainly to rate and pace, articulation and expression. Perhaps the
most common qualities associated with fluency in the literature are rate of delivery,
smoothness, and ease of delivery (McCarthy 2010). Corresponding quantifiable measures
exist for each of these, though frequently a variety of measures may be employed in tandem
to establish a fuller, more nuanced picture. Broadly speaking, efforts to assess fluency can be
qualitative or quantitative measurement. Where a qualitative approach is used in testing, as is
typically the case, task design may be standardised for proficiency levels and performance
descriptors used but assessment is basically one of perception. Empirical studies on assessing
oral fluency frequently explore the correlation between quantitative measures and
perception. Rossiter et al. (2010) cite a body of research which correlates oral fluency with
speech rate and length of run, considered here under temporal measures and also with pause
phenomena. Pause is analysed using temporal measures but is considered further here under

smoothness.

'8 The Irish for fluency, liofacht, has its etymological root in the word for ‘polished’. However the Old
Irish word for speech, bélra can be translated as mouth-flow. This in time became modified and
restricted, Béarla is the word for English.
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Temporal measures

Table 2.1, taken from Kormos (2006), details the temporal measures most frequently used in
empirical research and definitions. It is not necessary to explore in detail the relative merits
of particular measures or the reason why some were deemed more appropriate in researching
certain aspects of fluency, though it should be noted that usually a number of measures are
employed, as establishing conclusive evidence for an investigation into either skill level or
skill development from one single measure can be extremely challenging. The various

measures employed for the present study are presented in Chapter 4.

Table 2.1 An overview of measures of fluency
Source: Kormos, 2006

Measure Definition

Speech rate The total number of syllables produced in a given speech sample
divided by the amount of total time required to produce the sample
(including pause time),expressed in seconds. This figure is then
multiplied by sixty to give a figure expressed in syllables per minute.
Riggenbach (1991) suggested that unfilled pauses under 3 seconds
should not be included in the calculation of speech rage.

Articulation rate The total number of syllables produced in a given speech sample divided
by the amount of time taken to produce them in seconds, which is then
multiplied by sixty. Unlike in calculation of speech rate, pause time is
excluded. Articulation rate is expressed as the mean number of syllables
produced per minute over the total amount of time spent speaking when
producing the speech sample.

Phonotation The percentage of time spend speaking as a percentage proporation of the
-time ratio time taken to produce the speech sample (Towell et al. 1996).

Mean length An average number of syllables produced in utterances between pauses of
of runs 0.25 seconds and above.

Silent pauses The total number of pauses over 0.2s divided by the total amount of time

per minute spent speaking expressed in seconds and multipled by 60.

Mean length The total number of filled pauses such as er, mm, divided by

of pauses the total amount of time expressed in seconds and multiplied by 60.
Number of The total number of disfluencies such as repetition, restarts and
Disfluencies repairs are divided by the total amount of time expressed in seconds
Per minute and multiplied by 60.

Pace The number of stressed words per minute (Vanderplank, 1993).
Space The proportion of stressed words to the total number of words

(Vanderplank, 1993).

Phonological measures are not included in Table 2.1 but it has been claimed that prosodic
features are an important aspect of fluency (McCarthy 2005). Kormos (2006) notes work by

Hieke (1984) which investigated speech fluency as a measure of connected speech, and
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Wennerstrom’s (2000) study on the effect of intonation on perception of fluency. According
to Kormos, Wennerstrom’s study ‘suggests that it is the ability to speak in phrases instead of
speaking word-by-word that can lead to the perception of fluent speech, rather than longer
utterances or shorter pauses’ (Kormos 2006:164). Indeed, the present study aims to foster

phrasal production of speech.

From their survey of empirical research, Kormos and Dénes state ‘most of them conclude
that the best predictors of fluency are speech rate... and mean length of runs’ (2004:148),
emphasis in original). Their own study correlated assessors’ perceptions of learners’ fluency
with an extensive range of temporal measures. They found two other measures to be of
importance, phonation time ratio and pace. lwashita et al. (2008) carried out a
comprehensive study on fluency indicators, with speech samples garnered under different
conditions. They employed an extensive range of measures, both quantitative and qualitative
to analyse the recordings, and found evidence that speech rate, silent pause rate, and total

pause time correlated with proficiency level, with speech rate having the strongest effect.

Smoothness and ease of delivery

Smoothness suggests evenness, regularity in speech delivery; or an absence of disruption to
the speech flow. One can readily appreciate that a number of measures might usefully be
employed to analyse this quality but analysis of pause and hesitations is particularly relevant.
The presence, location, distribution, length and frequency of pauses have been studied, along
with hesitation phenomena such as false starts, repetitions and filled pauses (Foster &
Skehan in McCarthy 2010, Iwashita et al. 2008, Lennon 1990, Skehan & Foster 1999).
Pausing may, at times, be seen as indicating processing pressure but is not necessarily an
indication of problem-solving. A long pause, silence, may be what is appropriate or even
expected in a given context. Again, the need to combine quantitative measures with a careful
study of the discourse is evident. Furthermore, it may be useful to consider data from L1
speech. Segalowitz (2010) reports on an interesting study carried out by de Jong et al. (2009)
which compared oral fluency measures from performances in participants’ L1 and L2. They
found significant L1-L2 correlations for length of pauses, suggesting ‘a great deal of
fluency-related phenomena (hesitations, speech rate) may be characteristic of the way
individuals speak in general and not just characteristic of their L2 speech’ (Segalowitz
2010:35). This finding is supported by Chambers (1997). From her survey of fluency
research she suggests frequency and duration of pausing rather than pause length may be

significant.

Ease implies effortlessness. An interlocutor’s attention is not generally drawn to the manner
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in which an everyday question about a film is answered, but if the answer is laboured or
unduly hesitant, attention will be deflected. It is not difficult to imagine that ease and
smoothness of delivery are closely connected. Quantifiable measures can capture hesitation
phenomena and pause features; however the notion of effort directs attention from external
features to considerations of internal psychological processing. A quick look at descriptors
for oral fluency assessment, in this case the CEFR, confirms the quality of processing itself'is
a component in what is being assessed. This example is taken from Segalowitz (2010:77)
who emphasises the cognitive processing components in the descriptors with italics.
Al (lowest level) Can manage very short... utterances, with much pausing to search

for expressions, to articulate less familiar words, and to repair communications.

A2 Can make him/herself understood in very short utterances, even though pauses,
false starts and reformulation are very evident.

B1i Can keep going comprehensibly, even though pausing for grammatical and lexical
planning and repair is very evident.

B2 Can produce stretches of language with fairly even tempo, although he/she can be
hesitant as he/she searches for patterns and expressions...

C2 Can express him/herself fluently and spontaneously, almost effortlessly. Only a
conceptually difficult subject can hinder a natural, smooth flow of language.

C1 (highest level) Can express him/herself spontaneously... with a natural colloquial
flow, avoiding or backtracking around any difficulty so smoothly that the interlocutor
is hardly aware of it (Council of Europe 2001:28-29).

Effortless performance implies the performance is not demanding of attentional resources. It
is frequently claimed that some degree of automaticity is inherent in effortless performance.
The present study concerns instruction for fluency, therefore a comprehensive presentation of
automaticity follows in the next section. Before turning to this, some final comments need to

be made on fluency within the context of general proficiency.

Fluency, complexity, accuracy

Fluency is but one aspect of proficiency, other commonly studied dimensions are those of
accuracy and complexity. These variable concepts have been studied for some time within
SLA. In their survey Housen and Kuiken (2009) note early research gave consideration to
the concepts as dependent variables within research addressing other aspects of SLA.
However, they point out that developments within psycholinguistics and cognitive
psychology have prompted consideration of complexity, accuracy and fluency (CAF) as
independent variables and ‘as principal epiphenomena of the psycholinguistic mechanisms
and processes underlying the acquisition, representation and processing of L2 knowledge’

(Housen & Kuiken 2009:462). Moreover, they state evidence from research suggests that:
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complexity and accuracy are seen as relating primarily to L2 knowledge
representation and to the level of analysis of internalized linguistic information. In
contrast, fluency is primarily related to learners’ control over their linguistic L2
knowledge, as reflected in the speed and ease with which they access relevant L2
information to communicate meanings in real time (2009:462).

Because of attentional capacity limitations, Skehan (2009, also Foster & Skehan 1996)
postulates a ‘Trade-off Hypothesis’, when learners direct their attention to one aspect of
production, attention given to other dimensions may be reduced. There is competition
between these constructs for attentional resources. Skehan concludes from research
‘simultaneously advantaging all three (CAF) performance areas is unusual... [furthermore,
results suggest] that fluency can be accompanied by either accuracy or complexity, but not
both’ (2009:512). He admits these findings lack ‘explanatory force’. They are certainly of
interest in terms of a research agenda into the future. For instance, Kormos and Dénes (2004)
note from their study:

It seems that those students who were fluent in terms of speed and pace also produced
accurate output. In psycholinguistic terms this means that one is only able to speak
fluently if speech production mechanisms are largely automatic and if automatic
sequences are memorised, retrieved and used accurately (2004:160).

They found evidence to suggest that ‘among less competent speakers, speed and accuracy
might be in inverse relationship with each other’ (2004:160) and therefore advise within the
classroom there is a need to give consideration to accuracy when engaging students in
fluency work. The present research gives some consideration to a ‘Trade-off’, though this is

not a central focus of the study.

Specifying a CAF framework for assessment of proficiency and performance is clearly a
challenging task. Apart from agreeing on definitions for each concept, studies are needed to
consolidate an understanding of how they interrelate at any given time. Furthermore,
measurement of CAF in time needs to be examined for how this connects with L2

acquisition over time. (Ellis, R. 2009).

In addition, Skehan notes ‘the lexis-syntax connection is vital in performance models’
(2009:514) and consequently contends the CAF framework needs to give further attention to
lexis, particularly in assessment of complexity. It is argued by Pawley and Syder (1983), and
in the present study, that lexis is also vital in assessment of fluency, and that use of formulaic
language, in particular, has benefits for learners with regards to accuracy. Lexical diversity is
also noted by Kormos and Dénes (2004) as relevant to perceptions of fluency, while
contending that fluency is primarily a temporal and intonational phenomenon. In a study

which used NNS (two groups) and NS data to explore task effects on fluency, complexity
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and lexical diversity, Foster and Tayakoli (2009) found where word chunking was closer to
that of the native speakers (hereafter NSs), this did not have an effect on the fluency data but
did have a positive effect on pausing. These findings have bearing on the present study and
comments by the authors on data for lexical diversity and pause boundaries are pertinent.

[Data for] lexical diversity of performance shows... the learners in London are far
closer to the NSs than they are to the learners in Tehran... Knowledge of lexis,
especially the kind that is gained implicitly through frequent exposure, is not just
knowledge of individual words but of chunks of words that occur regularly in the
same patterns. [This] would increase the learner’s ability to plan and execute phrase
by phrase, not word by word, which a lesser exposure, say only through classroom
contact, might allow. Hence, the learners in London have acquired lexical knowledge,
which means they pause more naturally at clause boundaries than within them. Again,
the NS data shows this aspect of L2 performance is closing in on NS patterns of
fluency (2009:21-23, emphasis added).

To conclude, fluency is a complex construct, relating to aspects of rate, smoothness and ease
of delivery. Assessment of fluency requires consideration of a number of measures in
tandem, guided in the main by the research area of interest. Investigations into the
relationship between fluency and proficiency levels, or longitudinal research into fluency
and L2 acquisition require consideration of a complex of measures. Findings from
quantitative data (of speech delivery, pause and hesitation phenomena) can be greatly
enhanced by a consideration of qualitative data, including raters’ perceptions and close
examination of syntactic features, particularly clause units, and lexical diversity. Overall,
there appears to be a need for studies that are not focused on establishing definitive criteria

marking fluency but that investigate features that characterise fluent production.

We have noted also that consideration of psycholinguistic processing is of central importance
in discussing fluency; in particular processing that is seen to be automatized. From a
language learning perspective, further investigation into automaticity is of clear interest. In
the next section, automaticity is presented firstly in the context of general skill acquisition

and, following on from this, in the context of language production.

2.3 Automatization and skill acquisition

‘Without automatization no amount of knowledge will ever translate into the levels of skill
required for real life use’ (DeKeyser 2001:126).

A strong link has been made between skilled performance and automatic processing. In
layperson’s terms we associate speed and ease with automatic behaviour; we have seen that
speed and ease are qualities typically associated with fluency. Though the concept of

automaticity is invoked in domains as diverse as emotion, learning and memory (Moors and
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De Houwer 2006), automaticity is a quality which appears to have particular resonance with
regard to language use: ‘[t]he ultimate example of automaticity is probably our ability to use
language’ (DeKeyser 2001:125). There is extensive research within cognitive psychology on
automaticity with efforts concentrated on conceptualizing and confirming the mechanisms
involved in automatic processing and on exploring their manner of operation. Research
examining automaticity in language has tended to focus on lower-level skills, such as word
recognition rather than the more complex skills of production and comprehension. Indeed
Kormos states ‘[IJn L1 speech production research, no attempt has been made to relate
theories of automaticity to models of speech production’ (2006:44). There is a more limited
body of empirical SLA research which attempts to operationalize the concept and to correlate
it with aspects of language acquisition (for reviews see DeKeyser 2001, Kormos 2006,
Segalowitz 2010). Notwithstanding the fact that empirical research exploring automaticity in
SLA is at early stages, the role of automatization in SLA generally and fluency in particular
has generated strong interest .This is unsurprising, since it is postulated that automatization
has important performance benefits for the L2 speaker, and that it is the end state, or perhaps
more probably, the ‘somewhat idealised end point’ (DeKeyser & Criado 2012:325), of a

cognitive processing route which may be prompted by intervention.

Before proceeding with the exploration of automaticity, it is important to acknowledge there
are fundamental issues regarding automaticity and language use that are not resolved.
Kormos broadly adopts Level’s model of speaking, outlines four concerns:

1. ...Researchers greatly disagree on what is meant by automaticity, and as a result,
they often hold conflicting views of how it develops.

2. ..Language production involves different types of encoding processes — using
rules and retrieving memorised lexical units from memory... it is possible that for
these two types of mechanisms different theories of automatization should be
applied.

3. ... Theories of automaticity, all of which consider language learning to be one type
of the many cognitive processes that humans perform...have little to say to those
researchers in the L1 and L2 learning who regard language a unique cognitive
skill that is acquired with the help of innate capacities.

4. ..The investigation of speech production and automaticity are two separate fields
of cognitive psychology with hardly any interface between them; therefore when
one wants to explore automatization in oral language processing, one ventures into
an unchartered territory (Kormos 2006:38).

The discussion of automaticity commences by reviewing the literature within cognitive
psychology and psycholinguistics which have addressed automaticity. Influential theories
and models that incorporate an account of automaticity in their description of processes
underpinning fluent performance are presented. Two other constructs that emerge as

significant in this discussion are those of proceduralization and chunking.
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2.3.1 Defining and describing automaticity

DeKeyser (2001) surveys important studies on automaticity from the 1970s to the 1990s and
endeavours to bring clarity to ‘the terminological confusion and conceptual complexities that
prevail in the literature on automaticity and automatization’ (2001:127). Many of the studies,
guided in the main by an interest in operationalizing the concept, attempted to analyse
automaticity in terms of one or more features, postulating absence or presence of these
features as critical in diagnosis of performance as automatic. In total, DeKeyser identifies 14
different criteria proposed (see Table 2.2), and notes disagreement among the authors as to
which among the criteria are necessary and sufficient, and the extent to which some criteria
can be collapsed together. Where just one criterion is asserted, it ‘is one that follows from the
theory [i.e. the particular theory of skill acquisition] rather than a directly observable
criterion’ (DeKeyser 2001:130). The most commonly mentioned features or criteria
mentioned in DeKeyser’s survey are: fast, capacity free, unintentional (hard to control or

alter), no attention or monitoring, and result of practice.

Table 2.2 Criteria proposed in identification of automaticity
Source DeKeyser 2001

cap- ml::::‘l-onal result of e jLnccnecios always
f effort D inter- " (no 2 OTHER (see
ast parallel ) acity (hard to consistent memory
-less f . ference attention, no below)
Tee control/alter/ practice & retrieval
rom/with monitoring)
suppress)
LaBerge & Samuels 1974 X X X
Posner & Snyder 1975 X X X
Hasher & Zacks 1979 X X X X X no benefit
from
further
practice
Schneider & Shiffrin 1977 X X X X
Shiffrin & Schneider 1984 X X X X X X
Schneider et al. 1984 X X
MacKay 1982 X X X X error-free,
flexible
Kahneman & Treisman X X X
1984
Levelt 1989 X X X X X
Schneider & Detweiler X
1988
Treisman et al. 1992 X
Bargh 1992 X
Cohen et al. 1992 X Xt X X
Anderson 1992 X X X X X strong pro-
duction
rule
Logan 1988 X
Strayer & Kramer 1990 X X no WM
inter-
ference
Palmeri 1997 X X
Segalowitz & Segalowitz X no correla-
1993 tion
between
M & SD

One can readily see from this survey, corroborated by that of Segalowitz (2003), the

challenge in establishing criteria enabling one to classify performance, or processing, as
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automatic. A problem with proceeding from feature identification is that it may lead to an ‘all
or nothing’ view of automaticity, a dichotomous view that ‘automatic and nonautomatic
processes represent two opposite modes of processing, each characterised by a fixed set of
features” (Moors and De Houwer 2006:298). Some have questioned the value of such an
approach. Segalowitz even poses the question as to whether automaticity can be considered a
unitary concept, ‘do automatic processes always have the same characteristics...Or does
automaticity refer to a number of possibly related but nevertheless logically distinct
phenomena’ (2003:384). He himself gives attention to two criteria, ballistic processing and
processing stability and argues the inadequacies of considering automaticity in terms of
speedup alone. He contends consideration of both is necessary to understand the fluency
benefit of automaticity (Segalowitz 2010). Moors and De Houwer (2006) state researchers
now argue there is a need to move research away from a concern with diagnosis through the
identification of specific features, and a need instead to conduct separate investigations of

automaticity features.

There is also a strong interest in examining the processing involved in behaviour that already
is, or is in the process of becoming, automatic. Property-list accounts may have some value
in identification purposes but do not explain how particular phenomena arise, ‘[T]hese
accounts may describe properties of performance before and after automatization, but they
do not explain what underlies the transition and what gives rise to the properties of interest’

(Rawson & Middleton 2009:353).

Commenting on the diversity of criteria seen to characterise automatic performance,
DeKeyser (2001:130) states ‘researchers have started to think of automaticity as the end
result of a process of automatization (which has well-known characteristics) rather than of
automatization leading up to automaticity (which has proven hard to define)’. This means in
essence a focus on the changes in cognitive processing underlying performance, in particular
as a result of practice. Echoing DeKeyser’s words, Rawson and Middleton state
contemporary theories ‘conceptualize the automatization of performance in a given task in
terms of how underlying cognitive processes change with practice and assume that these
changes in the underlying processes produce the observable properties of task performance’
(2009:354). Segalowitz (2010) notes all operational definitions of automaticity, such as those
described in Table 2.2, imply greater processing efficiency. Pragmatically, he concludes, ‘[I]t
seems reasonable enough, therefore, to say that a process is automatic, even if one cannot
specify the exact nature of that automaticity, as long as one can see that the process is
functioning more efficiently in some meaningful way’ (2010:79). In the context of speech

production, one assumes increased fluency is a measure of more efficient processing.
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To summarise the discussion to this point, difficulties in attempting to define automaticity in
a conclusive way have been discussed. Studies of automaticity have tended to explore one or
a number of the following areas:

e Focus on individual features of automatic behaviour

e Focus on the distinctiveness of the process underlying skilled performance

e Focus on the process of automatization
A focus on the automatization process is characteristic of theories of skill development. The
present research is concerned with fluency development, therefore the discussion turns to

consider this process.

2.3.2 Automatic processing

Pivotal research carried out by Shiffrin and Schneider in 1977 comprised a contrastive
exploration of automatic and controlled processing. Automatic processing, it was claimed,
employs parallel processing, does not require attention and does not have capacity
limitations. Controlled processing, however, usually employs serial processing, requires
attention and is capacity-limited (Shiffrin & Schneider 1977). They concluded the positive
effect for practice (in reaction time and accuracy) in their study was due to a difference in the
processing activities employed in the experimental tasks, with automatic processing resulting
from repetition. Indeed the role of repetition, both of input and output, and practice in

fluency development has been given much attention and will be addressed in Section 2.5.

Shiffrin and Schneider’s research has been highly influential in the research on automaticity.
As stated, its focus was to demonstrate the activation of different processing routes in task
completion, and to contrast these routes. It was not concerned with automatization per se. In
the context of instruction for fluency, there are two strands of research arising from their
work that are of interest. The dichotomy between automatic and controlled processing has
been explored, questioned and elaborated on, initially with a particular focus on the question
of attention (for summary see Garrod & Pickering 2007) but latterly with a focus on
memory. In his survey of the research DeKeyser states ‘[Plerhaps the most important
change...is that from theories which present automaticity as an issue of how much attention
is given to a task to theories that present it as an issue of how memory is used’ (2001:130).
Logan’s memory-based account will be presented as an important example of such an
approach. The claim that memory functioning is an important component in automatic
production is significant for the present research, which investigates the contribution
memorised lexical chunks can make to oral fluency. In Section 2.4 there is a discussion of

memory and speech production.
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Secondly, where a pathway between control and automaticity is posited, mechanisms and
processes held to be instrumental in controlled processes becoming automatic have been
described. The progression from controlled to automatic is of central importance to the
present research, which employs an instructional approach designed to facilitate

automatization.

While asserting a process of automatization occurs with skill acquisition appears
uncontroversial, theories differ considerably on how this process is conceptualized, the
mechanisms involved and their manner of operation. Schmidt (1992) examined carefully six
theories describing the psychological mechanisms underlying L2 fluency. He highlighted a
fundamental point of disagreement between psychological models of skill development:

...the relative importance of well-practiced, specific items, instances or exemplars for
the development of skilled performance, as opposed to improvement in performance
attributed to the increasingly skilful application of abstract rules or algorithms
(Schmidt 1992:377).

Interestingly, Skehan (1998) proposes a dual system of language representation and
processing, comprised of rules and exemplars. He describes three models describing fluency
development:

- accelerating models: faster application of rules, e.g. models of proceduralization
- restructuring models: more efficient organisation of rules
- instance models: production based on retrieval of chunks, not rule generalization

Restructuring models as defined above are not of interest to the present discussion. They are
described either as entailing a restructuring of task procedures (Cheng 1985) or as
abstraction of rule-based representations from exemplars (McLaughlin 1990). Skehan
contends restructuring to be important in interlanguage development but not to have a direct
role in fluency of production. The present research is interested in the contribution formulaic
language, accessed and retrieved holistically, can make to fluency and it seems restructuring
does not incorporate a description of such a route. Skehan (1998) does consider
proceduralization models to have a role in developing fluency. However, given that the
native-speaker draws from a large store of exemplars, he argues there is need to incorporate
an exemplar-based account in a description of fluency. The term, ‘item-based’ is also used, in
Skehan’s discussion this seems to be a matter of focus: ‘exemplar’ indicates the importance
of input, ‘item” draws attention to storage. In the literature on automatization Anderson’s
ACT model of cognition and Logan’s instance theory of automaticity are particularly
important. ACT is a rule-based theory while instance theory is an example of an item-based
theory. Broadly speaking, automatization is seen by these theories respectively as more

efficient use of rules, or faster retrieval from memory. In the following sections a model of
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proceduralization is presented, followed by a brief discussion of instance theory. These

specify different mechanisms and different processes underpinning skill acquisition.

233 ACT
A very influential example of a proceduralization model is described within ACT theory'”
(Anderson 1983). ACT is a theory of skill acquisition, which provides a developmental

framework for understanding automaticity through its focus on proceduralization.

Within ACT theory, ‘all cognitive behaviour is controlled by production rules [which]
specify the steps of cognition’ (Anderson 1992:167). ACT provides a production systems
computational model® of the cognitive architecture, the mechanisms and processes, involved
in skill acquisition. It is a fundamental aspect of ACT that the internal composition of
condition-action (IF — THEN) pairs, or ‘productions’ can change, a change he describes as

one of proceduralization.

There are three interconnected systems involved in ACT, declarative memory (episodic or
semantic), procedural memory (comprised of production rules, described above) and
working memory. There are three stages to skill development, these are summarised in
Figure 2.1. More detail is provided below but in brief, initial knowledge employed is
characterised as declarative. Through frequency of use, this knowledge undergoes a process
and becomes proceduralized. After further ‘fine-tuning’ (DeKeyser 2001:132), the operation

of procedural rules becomes automatic and autonomous.

Stage 1 Declarative
DK: relevant facts to be assembled [work] [-ed]

Stage 2 Procedural
Composition & Proceduralization
DK — PK worked

Stage 3 Automatic
Tuning of PK worked

Figure 2.2.1: Performance over practice, stages in ACT
(DK = declarative knowledge, PK = procedural knowledge)

' There have been a number of versions of ACT (Atomic Components of Thought) over the years. In
the context of the general discussion on automaticity and SLA, it is proposed to give an overview
of ACT, using broad strokes, and with a focus on the features most frequently referred to within
SLA literature. ACT, then, unless otherwise stated refers to the general outline of the theory.

20« A production system consists of a collection of if-then rules that together form an information-

processing, computer simulation model of some cognitive task, or range of tasks’(Young: 2001).
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Stage 1

The first stage is called the cognitive or declarative stage. The operation of declarative
knowledge is cognitively demanding. DeKeyser describes the operation as follows: ‘[A]ny
kind of behaviour can be performed in principle by using general-purpose production rules to
retrieve relevant chunks of knowledge from declarative memory, and assembling them in
working memory’ (DeKeyser 2001:132). The ‘production sets’ thereby generated describe
the connection between declarative knowledge (henceforth DK) and behaviour, involving a
particular DK item (an IF statement, cognitive contingency) and a procedural action (a

THEN statement).

The need for rehearsal of the DK item in working memory (WM) and subsequent assembly
is cumbersome; ‘there are no ready-made activation procedures’ (Ellis1994:388). WM has
limited capacity and declarative knowledge requires attention and controiled processing.
High WM load and the somewhat crude use of general-purpose productions rules means
performance at this stage is typically slow and error-prone. For instance one might have
stored DK that the past tense form of work is made up of work and —ed, and yet experience

difficulty in producing the word worked in the flow of conversation.

Stage 2

In the associative (or compilation) stage, Anderson explores the practice effect. DK is slow
to use. With practice the information is organised into more effective production sets. Two
processes are involved. Composition entails collapsing a number of discrete productions into
one, with an obvious benefit of speedup. Proceduralization, on the other hand, involves the
building of production sets with DK embedded, therefore not requiring explicit
representation of DK in WM:

As a result of practice...chunks of declarative knowledge that are often called by a
production rule can become incorporated into it; the rule can then operate faster and
with less risk of error, bypassing retrieval of information from long-term declarative
memory (DeKeyser 2001:132).

The process of proceduralization has been noted for some time in SLA literature. Apart from
outlining a cognitive path from knowing that towards fluent and, possibly, more accurate
performance, ACT specifies activities that stimulate proceduralization, and these activities —
repetition, practice, use of examples — lend themselves readily to classroom application, they
are used extensively in the design of the programme of instruction and further sections given

more detailed attention to practice, in particular.

For skill development to take place a conversion into procedural knowledge, with
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concomitant reduction in required resources, must occur: ‘for behaviour to happen at
naturalistic rates, production becomes proceduralized” (Towell 1994:204). Repetition is
critical in this process. The process is detailed as follows:

During repeated problem-solving episodes, a particular piece of declarative knowledge
will occur repeatedly... When this happens, a new production rule is created that has
the declarative knowledge as a pattern (its IF-part) and the executed action as its
action (its THEN-part). This declarative-procedural change should result in a
concurrent reduction in verbalisation by the problem solver. Correlatively, there is an
increase in the automaticity of the problem-solving behaviour (Eysenck & Keane
2000:423, emphasis added).

The inherent link between procedural knowledge and behaviour is expressed succinctly by
Schmidt, ‘knowledge is directly embedded in procedures for performing the skill’ (1992:363)
and Pirolli, 'procedural knowledge specifies how declarative knowledge is transformed into
active behaviour' (2007:463). Proceduralization implies a qualitative change has occurred in
lexical storage of an item, that production rules are embedded with the item. This change has

a strong effect on performance which will now be described.

The process of proceduralization requires time and routine use. But the benefits are
considerable: retrieval is faster and there is greater accuracy in rule-operation. This is not, as
in instance theory, because it is item-based but because it bypasses declarative memory.
Retrieval from procedural memory is not only faster, it is also more accurate, ‘chunks of
declarative knowledge that are often called by a production rule can become incorporated
into it; the rule can then operate faster and with less risk of error, bypassing retrieval of
information from long-term declarative memory’ (DeKeyser 2001:132). Towell describes the
process of retrieval as follows:

Procedural knowledge of language for language production consists of units known as
productions and takes the form of condition/action pairs...Access to procedural
knowledge is by match and execution. These are extremely rapid...and a complete
production is accessed at the same time, thereby reducing the limitations imposed by
working memory (Towell 1994:88-89).

Greater accuracy in rule operation does not always translate into appropriate rule use. Errors
are likely to take place in the associative stage through over-application of a general rule.
From a pedagogical perspective, this potential problem demands attention and may be

countered, for example, by activities focused on relevant contextual analysis.

Stage 3
The final stage in AC is the autonomous stage. It involves a ‘fine-tuning’ of production sets.
There are three aspects to this: generalization where new production sets continue to be

formed, as the mind continues to seek and find more efficient routes, and discrimination
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which counters over-generalization through restricting application of productions to certain
contexts. Both of these mechanisms may be more important for their effect on accuracy
rather than speed, ‘changes in the representation of linguistic knowledge rather than access
to that knowledge’ (Schmidt 1992:265). Finally strengthening, where successful productions
are strengthened with application, has a clear benefit for speed. It is at this point in ACT that
we may talk of a production being automatic, and Anderson claims, ‘To an approximation,

we may say that a production is automatic to the degree that it is strong’ (1992:170).

The downside to a production becoming ‘autonomous’ is that it may also become
inflexible: ’it is recalled as a single unit and cannot be modified by the learner’ (Towell
1996:89)*'. Shiffrin and Schneider (1977) similarly noted a finding of inflexibility in relation
to automatic processing. Levelt also describes this problem, °...the structure of the
[automatic] process is “wired in” either genetically or by learning (or both). This makes it
both efficient and, to a large extent, inflexible: it is hard to alter automatic processes’ (Levelt
1989:20). The extent to which automatic behaviour is non-controllable is, of course, of
importance in the context of L2 development. If only declarative knowledge is subject to
conscious control, the implication seems to be that when proceduralized it is the procedure
which is in control. However, it has been suggested that effectively executing complex tasks
may demand an interplay between conscious and automatic processes, these will be noted

shortly in the discussion on Ferman et al.’s study (2008).

ACT is a sophisticated account of practice effect and skill acquisition. It has been applied
successfully to various types of learning, and Eysenck and Keane (2005) cite supporting
neuroimaging evidence. These authors also identified weaknesses within the model, it has
not been so successful when applied to tasks where greater flexibility was called for. ACT
may not account for all of the various routes that may be involved in the course of language
acquisition. However, for those with an interest in fluency development it has warranted
attention. The description of skill development as reflecting integration between DK and
procedural knowledge (henceforth PK) and the importance given to PK in ACT sits well with
a ‘rules of use’ focus in language learning; and validates the need to address a classroom
practice where focus, often explicit, is given to DK and it is assumed PK will ‘look after
itself”. Anderson describes the consequences of such a practice succinctly:

We speak the learned language [L2]... by using general rule-following procedures
[PK] applied to the rules we have learned [DK], rather than speaking directly, as we

2! Anderson uses the example of learning telephone numbers. I myself was much discomfited when an
extra digit was added to a number I knew, and the code changed. For some time I had to go
through the mental gymnastics of recalling the initial number as a chunk, prefacing it with the
new code, then adding the extra digit - this to supply my home number!
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do in our native language. Not surprisingly, applying this knowledge is a much slower
and more painful process than applying the procedurally encoded knowledge of our
own language (Anderson 1980:224, cited in Ellis 1994:388, emphasis added).

The description of proceduralization resulting from practice is also of interest in SLA, indeed
there is a rich discussion on various aspects of the workings of DK and PK in the SLA
literature. DeKeyser cites evidence in neurophysiological studies and behavioural
experiments which indicate ‘a shift from reliance on declarative to reliance on procedural
knowledge during the learning process within the individual’ (DeKeyser 2009:121). Three
studies which investigate and confirm a process of proceduralization in language learning are
presented. The first is conducted in an immersion context, the other two in instruction

contexts.

Towell et al. (1996) employ the modeis of both Levelt (1989) and Anderson (1983) to
describe language production and account for language development respectively. They give
evidence of a student who, at the commencement of the study, showed knowledge in how to
create and use dependent clauses and how to introduce new concepts with i/ y a, but who
made limited use of this knowledge. After a residence period in France, ‘the same resources
are employed to greater effect, faster and with no “internal” hesitations’ (Towell et al.
1996:112). This is one instance of improvement in a range of fluency measures they
employed to analyse language changes in a group of students but it is the claim for
proceduralization that is pertinent to the present discussion. Proceduralization was
operationalised for them by a consideration of a number of temporal factors and a qualitative
examination of syntactic patterns and lexical phrases. Commenting on the overall
improvement made by the students, Towell et al. note:

this increase in fluency is not the result of a quantitative reduction in the amount of
pausing that subjects do, nor in the increase in the speed with which they articulate
what they say. Rather there is an increase in the length and complexity of the
linguistic units which are uttered between pauses. This suggests that what has
changed is the rapidity with which syntactic and discourse knowledge can be accessed
for on-line speech production® (1996:112-113, emphasis added).

Furthermore, and of relevance to the present research, they highlight the improvement in use
of syntactic strings and sentence builders. Towell et al. account for this rapidity by
proceduralization, as described by ACT, a conversion of declarative knowledge through
routine use. A number of other studies corroborate similar findings for automaticity or
proceduralization in language learning as a result of practice or routine use, and also as a
result of instruction (e.g. Davy 2012, De Keyser 1997, de Jong & Perfetti 2011, Johnson &
Jackson 1996, Robinson 1996, Segalowitz 2003).
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A more recent study by Ferman et al. (2008) examines practice in the learning of a
morphological rule. Participants were given extensive training (but no explicit instruction)
on an artificial morphological rule. Test data was analysed for accuracy and speed (reaction
time), it was found that ‘practicing repeated items resulted in large gains in accuracy and
speed..with no speed-accuracy trade-off’ (Ferman et al. 2008:401). In addition, verbal
reporting by students was used to assess the contribution of implicit and explicit processes.
The findings are interesting, and suggest, according to the authors further stages in

acquisition following on from initial proceduralization, and interplay between DK and PK:

1. Proceduralization
Practice-related gains in performance speed and accuracy in production and judgement with

no speed-accuracy trade-off.

2. Generalization
Both phonological and semantic. The authors argue semantic generalization, without explicit

instruction, testifies to the establishment of DK by some participants.

3. Further phase of proceduralization

Robustly attested for in speed and accuracy by those who had established declarative
knowledge. The authors postulate this was due to a proceduralization of routines, and
comment, ‘[A] process, whereby declarative knowledge may turn into a set of specific
routines, can be conceptualized as part of the top-down proceduralization (automatization) of

“high-level” (intellectual) cognitive skills’ (Ferman et al. 2008:405).

Different results for phonological and semantic knowledge suggest to the authors that
phonological learning was implicit and retained as procedural memory, that semantic
learning was explicit and used declarative memory, and that dynamic interaction between
these memory systems was implicated in skills acquisition and fluency gains. These findings
seem to be corroborated by other research on the learning of dynamically complex tasks,
reported by Segalowitz (2003), which ‘indicated that automatic processing plays a role both
early and late in training... that executive control processes increase in importance as skill
develops and that there is an interactive relationship between controlled and automatic
processes’ (2003:396). DeKeyser points out that in ACT-R, a later version of ACT, ‘complex
production rules are compiled by analogy to complex examples rather than through
composition of simpler production rules’ (2001:132). From a SLA perspective, such findings
are of interest in light of concerns about automaticity and fossilization or inflexibility of use.

Perhaps the important finding from a pedagogical perspective is that conversation or spoken
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narrative construction can be presented as a task comprised of relative simple routines, but
that there may always be an element of unexpected complexity involved. The learner will, in
such circumstances, need to be practised in drawing on creative language use where required

or, alternatively, make effective use of routinized strategies.

De Jong and Perfetti (2011) researched the effect of repetition in oral fluency development.
The repetition activity employed was Nation’s 4/3/2 procedure, where a planned narration is
delivered three times within shorter time periods (discussed further in Section 4.6). They
employ fluency measures which Towell et al. (1996) argued, in combination, could serve as
indicators of proceduralization, these measures are presented in Chapter 5. Using these
measures, they found evidence of proceduralization. Furthermore, students who repeated
words more during training showed the greatest improvement in phonation time ratio and
length of pauses, even though few repeated words were used in the immediate post-test.
They propose,

[1]t seems likely, therefore, that proceduralization was not a specific lexical effect;
rather, the effect may have been in the repeated use of sentence structures with those
repeated words, thus leading to proceduralization of phrase building (de Jong &
Perfetti 2011:560).

This finding is of interest to the present study which is interested in the proceduralization of
formulaic sequences and employs activities to prompt phrase noticing in the course of

treatment.

Bygate, referring to Abbot’s (1981) review of oral activities in the classroom, notes ‘a
pedagogical focus on proceduralization had become rooted’ (2009:423). Practice has indeed
a long tradition in SLA, and we have seen that practice or repeated use is a driver of
proceduralization. In Section 2.5 the broad outline of such a pedagogical focus is discussed

within Skill Acquisition Theory.

2.3.4 Instance theory

As noted in Section 2.3.1 ACT is an example of a rule-based theory, whereas instance theory
is an example of item-based theory. Within this theory automaticity is described as memory
retrieval, ‘performance is automatic when it is based on single-step direct-access retrieval of

past solutions from memory’ (Logan 1988:494, cited in DeKeyser 2001:134).

Instance theory views automatization as a replacement of rule-based, or algorithmic,
performance by memory-based performance. Single-step retrieval, from a build-up of
instance representations, is responsible for fast retrieval from memory: ‘automatic processing

is based on single-step direct-access retrieval of prior solutions from memory’ (Logan et al.
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1999:166). Logan’s theory diverges from standard information processing views; as opposed
to cognitive processing becoming more efficient, he posits a more efficient process simply
replacing a less efficient one. Computing an algorithmic solution in time is slower than
retrieving an instance of the solution which has been stored in memory and strengthened by
frequency. Palmeri (1997) proposes replacing instance (which is activated only when the
identical token is required) with exemplar which is activated by similarity. Exemplar systems
are seen by Skehan (1998) as comprised of formulaic items, which are not accessed through
analysis but are stored as ready-made chunks. Language processes are seen by Skehan to
draw from two systems, one analytic and rule-based, the other formulaic and exemplar-
based. Wray’s dual-model of language processing, presented in Section 3.5, is similar in

many respects.

What relevance does ACT and instance theory have for the current research? DeKeyser
(2001:129) concludes that, while comparing the relative merits of instance theory with ACT
is difficult in accounting for automaticity, the incorporation of DK within ACT seems to give
the theory more scope over the stages of skill acquisition. It is also of relevance to a
classroom context where paucity of input may not suffice to strengthen exemplars adequately
for ‘single-step retrieval’ and where learning typically is fostered through analytic
procedures. With regard to formulaic language, a theory based on exemplars (such as
instance theory) provides a strong account of the phenomenon. However, again giving
consideration to the classroom context, proceduralization may denote a route to formulaicity.
While the lexicon is generally considered declarative, proceduralization refers to:

...the embedding of factual knowledge into productions so that the products of
frequently executed productions can be retrieved directly from memory [presumably
procedural] and declarative knowledge does not have to be activated in working
memory (Schmidt 199263).

Skehan (1998) describes exemplars as providing speakers with ready-made chunks. The
embedding of DK into procedures also provides the speaker with a proceduralized chunk.
Within SLA research, theories exploring developmental changes in the cognitive processes
underlying skill development have generated more interest than instance theory and
reference to ACT and proceduralization underpin a number of the empirical studies germane
to our own study, presented in Chapter 3. In the context of understanding fluent performance,
automaticity has remained a very germane and productive construct; in the context of skill
development, proceduralization appears to describe an important process involving interplay

between declarative and procedural memory systems and a frequency effect.
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2.4 Automatization and language fluency
2.4.1 Introduction

A speaker with a normal speech rate produces some 150 words per minute... A
normal, educated adult speaker has an active vocabulary... of about 30,000 words. A
speaker makes the right choice from among these, 30,000 or so alternatives not once
but in fluent speech, continuously two to five times per second. There is probably no
other cognitive process shared by all normal adults whose decision rate is so high.
Still, the error rate is very low (Levelt 1989:199).

Naturally-occurring speech is linear and occurs in real time. Written language is linear, in its
final version. In writing we may delete at will, while speech only permits repair work.
Naturally-occurring speech is generally 'on-line', spontaneous, to a greater or lesser degree.
These factors create a considerable cognitive processing pressure for the speaker. Speaking
tends to be interactional rather than transactional, in the sense that there is an orientation
towards the other in a conversation quite different to the orientation towards the reader.
Speech also differs in its physicality. Speech is made up of human sound generated in time, it
is characterised by features such as pronunciation, speech rate, pitch, pause, rhythm, stress
and intonation, along with 'ums' and 'ers'! Speech may be uttered in environments as diverse
and challenging, as a crowded elevator and a doctor's waiting-room. These diverse
conditions put cognitive pressure on the speaker. Yet we typically cope with these pressures.

We speak with fluency, to a greater or lesser extent.

Automatization of cognitive processes is contended by a variety of researchers to be central
to our ability to speak fluently, notwithstanding the pressures indicated above (Anderson
1976, Kormos 2006, Levelt 1989, Schmitt 1992, Segalowitz 2006). In brief, the core
argument is that ‘[F]luency is automaticity of psycholinguistic processes’ (de Jong &
Hulstijn 2009). We noted in Section 2.3 DeKeyser’s (2001) suggestion that the process of
automatization is more accessible to research than the condition of automaticity. The process
by far most liked to automatization is that of proceduralization. Indeed, it can sometimes
appear within research that the two are seen as roughly synonymous, or that they are
distinguished only in terms of the researcher’s focus: whether this is a description of a

process necessarily entailed in automatization, or automaticity itself.

A central tenet of this research is that learners who continually have to rely to a large extent
on controlled processes and declarative knowledge for comprehension and production may
be limited and constrained in their progress in a second language, in particular with regard to
gains in fluency. Broadly speaking, the argument is made that declarative knowledge ‘is
generally slower to use and requires more attention and cognitive resources than procedural

knowledge, ‘[B]ecause procedural knowledge is processed fast and in parallel with other
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processes and because it puts less of a burden on the limited resources of working memory, it

is more suitable for fluent speech’ (de Jong & Perfetti 2011:537).

Thus far, automatization has been presented within a discussion of more general skill
acquisition. Speaking is a complex, higher-order cognitive process and for the learner
speaking is a demanding activity. A detailed model of speaking, one which is highly
influential in the research literature, is provided by Levelt. Locating the automatization
process within such a model can give further insight into the role of automaticity and speech
fluency. The model will be presented guided by this concern. This is followed by an account

of automaticity provided by a description of a chunking process in working memory,

2.4.2 Levelt’s ‘blueprint’

Levelt’s (1989) ‘blueprint’ represents a mature L1 speaker but has been modified for the L2
speaker by de Bot (1992). It is highly influential in the research literature. Segalowitz states
‘Levelt’s “blueprint™... provides, in graphical form, a summary of what could be reasonably
called the consensus view of the linguistic, psycholinguistic, and cognitive issues underlying
the act of speaking’ (2010:8, emphasis added). The model incorporates a full and thorough
account of speech: ‘[T]he unique feature of the model is the integration of the processes of
acoustic-phonetic encoding and sentence processing into one comprehensive system, and its
richness in detail’ (Kormos 2006:7). De Bot (1992), Pienemann (1989) and Kormos (2006)
have adopted and adapted Levelt’s model to describe L2 speech production, for example to
account for a bilingual lexicon and for rules stored as declarative knowledge. Ddrnyei and
Kormos (1998) present a comprehensive examination of L2 problem-solving mechanisms
using Levelt’s model. Segalowitz (2010) provides a useful commentary on De Bot’s (1992)
adaptation with the purpose of identifying areas where L2 fluency challenges might arise —
and concludes that such challenges might arise at every stage in the processing involved

from intention to articulation.

Levelt’s model of speaking (1989, 1999) is linear and modular. His famous ‘blueprint for the
speaker’ (1989:8) delineates the processing components for comprehension and production,
and describes these as basically autonomous units that relate in a production-rule system,
with rules in given conditions executed. Levelt describes speech as proceeding in a
predominantly linear manner from conceptualization (of message) to formulation to
articulation, a standard view of the speech arc among researchers according to Kormos

(2006).
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Figure 2.2 Levelt's model of speaking

Levelt’s model (see Figure 2.2) is comprised of five procedural components:

1. The Conceptualizer; where intention is given pre-verbal form

2. The Formulator; where lexical selection triggers grammatical and phonological encoding
3. The Articulator; where the phonetic plan of the internal speech construct is executed

4. The Audition component; extracts phonetic strings from audio

5. The Speech Comprehension system; interprets grammatical and semantic meaning

The model also contains two declarative knowledge stores:
1. Knowledge of external and internal world, including context of interaction and discourse
model. This feeds into conceptual preparation.

2. The lexicon. This feeds into grammatical and phonological encoding.

The following processing stages are entailed in the passage from meaning to sound: the
conceptual content of an utterance is planned and encoded as a propositional message,
propositional messages are then formulated, grammatically and phonologically encoded,
finally the messages are given overt expression through phonetic encoding. The lexicon, as is
the standard view, is declarative. It mediates between the preverbal message and formulation:

The preverbal message triggers lexical items into activity. The syntactic,
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morphological, and phonological properties of an activated lexical item trigger, in
turn, the grammatical, morphological and phonological encoding procedures
underlying the generation of an utterance’ (Levelt 1989:181, cited in Singleton
1999:108).

Dornyei and Kormos (1998:353) describe how for the preverbal message to be available to
the formulator, ‘it must contain lexicalizable chunks’(emphasis in original); declarative
chunks, presumably which have to be encoded for production. In ACT, this roughly
corresponds to stage 1, the declarative stage where chunks are assembled in what seems to
be a rather cumbersome way in working memory. Levelt’s model describes a more efficient

process.

Speed and general accuracy of production have to be accounted for by any psychological
account of speech production. The speed of language production is facilitated by three
features of the model:

1. Incremental processing. The processing components are relatively autonomous. Once a
chunk has been processed at one stage, it is passed on and that component will then start
working on the next chunk, ‘[A]s a consequence, the articulation of a sentence can begin
long before the speaker has competed the planning of the whole sentence’ (Kormos 2006:8).
2. Parallel processing. Processing is serial and parallel. The different processing components
work simultaneously.

3. Automatized processing. Apart from the conceptualizer, the production mechanisms are

automatized.

In considering accuracy in fluent speech production there are two aspects of Levelt’s model
that warrant closer attention; the process of lexical encoding and automatized processing.
Levelt postulates both DK and PK are activated in the process of speaking. PK is the
knowledge, ‘the inner workings’ (Levelt 1989:72) of the autonomous processing components
and, as in ACT, takes the format IF X THEN Y, or condition/action pairs. PK is knowledge
of how to execute a process in order to achieve a goal. While each processing component
contains procedural knowledge, ‘[E]ach functions by accessing different kinds of declarative
knowledge’ (Towell et al. 1996:85). DK is propositional, knowledge that, and in Levelt’s
model comprises of the items in the various knowledge stores noted above. Together these

stores contain the declarative knowledge held by Levelt to be required in speech production.

It is procedural knowledge, including the encoding rules of syntax and phonology, which is
automatized in the native speaker (automatized not as a final state of a process but

inherently), and which allows for the speed of production that is seen by many as a

61



significant characteristic of fluent speech. If it is the case that the more a production is
automatized the faster it will be executed, this also means the more a production is
automatized the less attention the speaker has to give to it, thereby freeing up attention for
matters requiring speaker control. Speech calls on both declarative and procedural
knowledge but it is the automatized operations which are an important factor in facilitating

smooth, accurate and fast delivery of speech.

However, while this modular processing is automatized, Levelt (1989) describes a monitor in
the model which receives feedback before the preverbal message is encoded, before the
internal speech construct is articulated and after articulation. Garrod and Pickering (2007)
employ a graded notion of automaticity to the separate processing components of Levelt’s
model and conclude it contains a mixture of both controlled and automatic processes, with
processes at the conceptualising and lexical access state more controlled than others, but

with no processes completely automatic.

Automaticity in Levelt’s model is instanced when processes are executed ‘without intention
or conscious awareness [and] run on their own resources’ (Levelt 1989:20). Apart from
conceptual preparation, he claims the other components are ‘largely automatic’ (1989:21).
Levelt states ‘the structure of the [automatic] process is “wired in” either genetically or by
learning (or both)’ (1989:20). Notwithstanding the reference to learning, Levelt does not

describe a process in which automatized productions may be created.

The blueprint of the speaker, then, is a snapshot in time, and doesn’t deal with acquisition
issues or the development of proficiency over time. This is of some regret from an SLA
perspective. With regard to L2 acquisition, for example, viewing encoding as an expression
of procedural knowledge is interesting but raises question. While Towell et al. (1996) in their
study on the development of fluency in learners use Levelt’s model ‘to provide the
descriptive base for the sub-processes of language production’ (1996:84), they note the
model has ‘nothing to say about where this knowledge [made explicit in language
production] comes from or how it is given procedural form’ (1996:87). To account for
development in learners the researchers employed a framework provided by Anderson, and
combined it with Levelt’s model, this enabled them to postulate with more precision the area

where proceduralization took place.

Skehan (2009) acknowledges difficulties with the model in the SLA context, particularly due
to differences with regard to L1 and L2 lexicons ‘in terms of size, elaborateness and

organization’ (2009:529). He notes this can cause disruption in modular parallel processing
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in L2, who may resort to more serial processing with a potential disfluency effect. However
he maintains the model provides a useful analytical tool, ‘to give us a handle on how second
language speakers change as their proficiency grows, and the ways in which they come to
approximate first language speakers (2009:529). He views as particularly valuable the
separation of speech production ‘into more conceptual areas and into more linguistic areas’
(2009:529) when looking at task effects on production:

Essentially the framework allows us to distinguish between factors that address the
complexity of tasks, since these relate more to the Conceptualizer stage, and factors
which affect the way expressions are actually built, since these will impact more on
the Formulator stage (2009:529).

There are some difficulties in the account of the lexicon. As noted by Singleton (1999) the
separation of encyclopaedic knowledge from lexical knowledge is problematic. It could be
argued that knowing a word entails encyclopaedic knowledge of the word in use. Knowing
the precise meaning of a word, for example, may entail reference to pragmatic or discourse
context, as might be envisaged within instance theory where representations are derived from
contextualised use. In Levelt’s model pragmatic and discourse knowledge is activated at
preverbal level. His description of lemma content, however, makes no reference to such
aspects. This suggests an operational disconnect, the preverbal message incorporates
declarative encyclopaedic knowledge but the lemma activated within the lexicon is specified

in narrow semantic (as well as syntactic) terms.

It is also argued the description of the mental lexicon as comprised of DK only is
problematic as it does not account for lexical creativity, which entails PK (Singleton 1999).
Lexical activation is accounted for in the model solely in terms of preverbal triggering,
excluding the possibility that other prompts might stimulate lexical activation. In
conversation, for example, verbal output often appears to be ‘triggered’ in a semi-automatic
manner by a partner’s speech, for example in echoing (Zhang 1998). Prompting might
indeed be internal, as when retrieval of an item may prompt retrieval of an alliterative or
emphatic item, baking hot, babbling brook. In the process of delineating the various
elements, schematic boundaries perhaps became too defined, overly restricting the interface
between the elements (Singleton 1999). For example, while speech may utilise various types
of knowledge, asserting the existence of various knowledge stores excludes the possibility of

a more diffuse type of storage.

The lexicon is comprised of discrete lemmas and forms, which specify morphological and
phonological information. Sprenger et al. (2006) incorporates an account of idiom storage

within a hybrid model; idioms are labelled ‘superlemmas’, ‘a representation of the syntactic
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properties of the idiom that is connected to its building blocks, the simple lemmas’
(2006:176). Pre-empting a discussion in Chapter 3, this implies productions of idioms or
phrasal expressions follows the same processing route as non-idiomatic language, which
would constitute a relatively weak view of formulaic language processing. Strong versions
assert an inherently distinct processing route, and some linguistic and psychological accounts

of these are presented in Chapter 3.

It may be moot to represent the model as a blueprint for an efficient engine, a machine where
cognitive function is binary, symbolic and logical (Taylor & Taylor, 1990). However, there
are fundamental criticisms of the structurally static conceptualization of the mechanisms held
by Levelt to be involved in speech production. Some of these involve a rejection of a
modular, symbolic description of language production, and offer an entirely different

understanding of cognitive processing, for example theories based on connectionism.

While not questioning the architectural specifications of Levelt’s model, Segalowitz (2010)
details studies in neuroimaging on fluency which suggest:

perhaps there is a need to question the assumption about how fluency is reflected in a
structurally static system and ask instead whether fluency is associated with some
dynamic aspect of the organization of neurocognitive systems underlying L2
production and reception. Perhaps cognitive fluency is realized in the brain through
improved organizational efficiency, not simply through faster or more stable
processing of mechanisms without reorganization of the network (Segalowitz 2010:14,
emphasis in original).

Segalowitz (2010) is satisfied to accept Levelt’s model as a description of production in time,
but suggests that the model needs to be incorporated within a framework establishing
connections between it and other components which impact on production, namely a
dynamic systems framework. From an L2 perspective, he proposes the following additional
components:

- perceptual and cognitive experiences, e.g. input frequency

- interactive communicative context

- motivation to communicate

Indeed, these components have already been noted as pertinent in the discussion of learning

context of the typical student of Irish, in Chapter 1.

A ‘snapshot in time’ has its merits, notwithstanding the limitations noted. Levelt’s model is a
coherent, comprehensive description of cognitive elements involved in speech production. It
is premised on an established principle in information processing, that of production rules. It

describes a systematic relationship between various types of relevant knowledge with
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processing mechanisms, a relationship viewed as a dynamic interplay between DK and PK
(DK activation — PK encoding). Levelt accounts for the speed and accuracy of natural speech
by specifying the mechanisms involved in speech production, and by incorporating
incremental, parallel and automatized processing into the model. The account of
automatization of procedures and of the centrality of the mental lexicon, in particular, is of
interest in the context of oral fluency. However, the account of the lexicon appears to be
weakened in not incorporating any procedural knowledge, and in providing a rather limited
account of phrasal expressions, a significant component of the linguistic repertoire (see

Chapter 3).

We have met with various accounts for automatization, respectively in skill learning (ACT),
where speed is an effect of faster execution of proceduralized knowledge; in instance theory,
where speed is an effect of faster (direct) retrieval from the memory; and in a model of
speech production (Levelt’s), where speed and accuracy are an effect of key mechanisms
being proceduralized. In any account of cognitive processes underpinning learning, it is
essential to incorporate a description of memory. Two questions guide this discussion. What
components of memory are particularly relevant in language learning, what is known about
their processing? And how does automatization feature in this account of memory

functioning?

2.4.3 Phonological short term memory

The working memory (WM) model of Baddeley and Hitch (1974), ‘[T]he most widely
accepted conceptualization of short-term memory today (Kormas & Safar 2008), is a
multicomponent model. As the term indicates, working memory does not just have a storage
function but plays a dynamic role in cognitive activities, Baddeley describes WM as ‘a
limited capacity storage system that underpins complex human thought’ (2007:6-7).
Baddeley’s WM model has been revised many times over the years but in its outline, it is
comprised of three components.

1. The central executive. A supervisory system, this directs attention, information flow and
planning; and coordinates two subsystems, described below.

2. The phonological loop. This functions to manipulate and retain speech.

3. The visual-spatial sketchpad. This is responsible for visual and spatial information.
Clearly, the component of most relevance to language learning is the phonological loop, or
phonological short term memory (henceforth PSTM). This component also happens to be the
most extensively researched component, including studies on its role in SLA (Baddeley et al.
1998, Kormos & Safar 2008 for review).
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The phonological loop itself is comprised of two components; a phonological store holds
phonological traces for a few seconds, after which it fades; and an articulatory rehearsal
process which refreshes decaying contents of the phonological store. These components,
store and rehearsal, have been likened respectively to an inner ear and inner voice (Baddeley
1986). Both components have limited capacity. The rehearsal process, saying the items to
yourself, may be subvocal or overt and takes place in real time, ‘resulting in a limited span of
immediate memory (after a certain number of items, the first one will fade before it can be
rehearsed) (Kormos & Séafar 2008:262). This description fits well with our everyday
experience, we repeat to ourselves directions and instructions as information is delivered.
PSTM span is the ability to repeat phonological sequences. Though PSTM capacity has been
operationalized and measured by a variety of measures, ‘the common underlying focus is on
the holding mechanisms that keep phonological information available for a short period of
time in order to make subsequent, more elaborate processing possible’ (O’Brien et al.
2007:559). The operations and effect of the rehearsal process would seem to be pivotal in

this.

Robust evidence for the operations of the phonological loop has been provided by tests such
as phonological similarity and word length effect (Baddeley 1986). The phonological
similarity effect describes serial recall as worse for similar items than dissimilar. Word length
effect examines the effect of asking people to recall longer items and confirms a decrease in
memory span with longer words. Rehearsal, as noted above, takes place in real time, if
rehearsal takes more time this means more decay will occur. Though various interpretations
have been offered for results from these and other tests, the tests consistently provide strong

evidence for the workings of the phonological loop (Baddeley 2009).

What more general function, then, does this component serve? As Baddeley wryly put it,
‘[H]as evolution thoughtfully prepared us the invention of the telephone’ (2009:44)? Far
from being of trivial importance, Baddeley proposed the phonological loop might assist
language learning. This hypothesis was initially tested exploring foreign language learning
on an adult with a phonological loop deficit and the results supported the hypothesis. Further
testing using articulatory suppression, word length or similarity manipulation with groups
showed stronger negative effects for foreign language words than native language words,
further corroborating the hypothesis (see Baddeley 2009:45-46 for test details). Baddeley
decided to explore a possible language acquisition function with children, specifically:

that the function of the phonologically loop is not to remember familiar words but to
help learn new words [serving] to provide temporary storage of unfamiliar
phonological forms while more permanent memory representations are being
constructed (Baddeley et al. 1998:160).
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Data showed strong positive correlations between capacity in nonword recall and vocabulary
knowledge. Further studies, controlling for variables and using different methodologies,
indicated a causal relationship. Examining data from a range of studies, the authors conclude
the evidence:

indicates that the phonological loop mediates the long-term phonological learning
involved in acquiring new vocabulary items. This role appears to be particularly
significant when the novel phonological forms to be learned have highly unfamiliar
sound structures (Baddeley et al.1998:164).

In the same paper, similar evidence is reported for adults. When learners were presented with
phonological forms for which there were no similar L1 forms (in LTM, presumably) to
support them, they ‘were forced to rely solely on the more fragile phonological loop system
to provide the necessary temporary storage...while more stable long-term phonological
representations were being constructed’ (1998:166). Interestingly, this suggests that the link
between WM and long-term memory is not unidirectional. O’Brien et al. note‘[A] more
recent addition to the model [Baddeley’s WM model] is an episodic buffer that integrates
information originating from the slave systems with information from long-term memory’
(2007:559). Kormos and Safar (2008:263) cite further evidence ‘which indicates that long-
term knowledge also influences processing in phonological short term memory’. Ellis (2001)
elaborates a theory of language acquisition incorporating a similar description of interaction,

this theory is discussed in Section 2.4.4.

While there is strong evidence that PSTM is related to children’s L1 vocabulary knowledge
and their ability to learn new words, there is now a growing number of studies examining
PSTM relationship with L2 development (see Martin & Ellis 2012 for review going back to
1988), with aspects of vocabulary, grammar and fluency development explored. A number of
these studies are of interest to the present research and will be presented in brief. However,
O’Brien et al. note that ‘with regard to speech production...there have been only a few
investigations into the role of PM [phonological memory] in L1 speech’ (2006:378). From a
review, they conclude PSTM is involved in certain aspects of L1 speech production, ‘namely
in utterance length, and grammatical and semantic complexity’ (2006:378). In their paper,

returned to below, they investigated the role of PSTM in adults in speech production.

Ellis & Sinclair (1996) investigated the effect of rehearsal of multi-word utterances on
acquisition of phrases and on syntactic mutation. Using a control group, they found
phonological repetition resulted in superior performance in:

a) receptive skills in terms of learning to comprehend and translate FL (foreign language)

words and phrases

67



b) explicit metalinguistic knowledge — the phonological changes of mutation

¢) acquisition of the FL words and phrases

d) accuracy in FL pronunciation

e) grammatical accuracy and fluency (mutating/not-mutating as appropriate)

Ellis & Sinclair (1996) explain these findings using the theoretical construct of chunking.
This theory is presented in Section 2.4.4. The authors suggest the positive findings for
grammatical accuracy indicate repetition leads to:

the consolidation of long-term representations of... word sequences. Subjects could
produce these forms better as a result, and they appeared to be more nativelike in that
they could accurately produce grammatical utterances as lexicalized phrases
(1996:246).

The reference to a ‘consolidation of representations’, based on repetition in input and
production of exemplars, reminds us of processes in ACT and instance theory, described in
Section 2.3, and seen to contribute to automatization. Ellis and Sinclair (1996:247) propose
increased use of long-term sequence storage enhances the functioning of such sequences as
labels. Automaticity of access to these sequences also contributes to fluency benefits, a
theme central to Chapter 3. Where representations are consolidated one can readily
appreciate how this would contribute to fluency of cognitive processes underlying an
utterance (Segalowitz 2010:48). As pronunciation was the only prosodic feature examined by
Ellis and Sinclair (1996), it is not possible to speculate whether utterance fluency also

benefitted from the treatment.

Kormos and Safar (2008) investigated the relationship between PSTM capacity (measured
by nonword span) and L2 performance across a range of language skills, comprehension and
production. With regard to speaking, they refer to a study (Speciale et al. 2004) which
examined the role of two variables, phonological sequence learning and PSTM, in
vocabulary learning. Initially, these variables contributed independently. However,

As students progressed in language learning, they began to recognize the phonological
regularities of the language, and vocabulary knowledge contributed to increasing the
efficiency of short-term phonological storage as well as the learning of further
sequences (Kormos & Safar 2008:263).

These findings are interesting from a pedagogical perspective, suggesting a possible benefit
for highlighting phonological regularities, for example through noticing activities. In their
own study, PSTM capacity was not found to have a significant role at lower proficiency
levels for beginner students but to correlate highly with, among other skills, speaking (in
range of vocabulary and fluency) and L2 overall competence in pre-intermediate students.

The overall high scores for accuracy in the pre-intermediate students suggest to the authors
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‘already proceduralized or perhaps automatized grammatical processing...[they continue]
what differentiates among them is most probably the knowledge of vocabulary and the
ability to retrieve words quickly and efficiently’ (Kormos & Safar 2008:268), a hypothesis
they find borne out by correlation between high scores for range of vocabulary and PSTM

results.

The authors discuss further the importance of ‘ready-made lexical units or formulae’. The
following comment brings together key concerns of the present study: formulae, storage, and
fluency:

The ability to form larger units from smaller constituents, that is, to chunk has been
supposed to be affected by working memory capacity...is seems quite logical to
suppose that the effect of phonological short-term memory capacity that manifests
itself in the oral fluency score of the more advanced participants is also due to student
variability in the ability to form linguistic chunks (Kormos & Safar 2008:269).

3

The more general picture, however, is that ‘that phonological short-term memory capacity
plays a more important role in the case of less proficient speakers and its effect diminishes
with the development of L2 competence’ (Kormos & Satar 2008:269). A range of temporal
fluency measures were employed in O’Brien et al. (2007) to assess PSTM and oral fluency
development over 13 weeks. Their findings, of positive correlation, were similar to those for
pre-school children. Kormos & Safar (2008) postulate their own conflicting findings reflect

an emphasis in school on explicit instruction at beginner level.

Commenting on their finding of PSTM correlation with proficiency, O’Brien et al. suggest,

Perhaps phonological memory plays a significant role when language production is
effortful and a lesser one when language has become automatized... At earlier stages
of L2 learning, phonological memory might constrain the amount of speech produced:
L2 learners who are able to retain only a few items in short-term memory might be
limited in the amount of speech they are able to generate (2007:577).

The authors therefore propose that L2 oral fluency may be contributed to by ‘the ability to
retain and imitate longer L2 utterances’ (2007:577). O’Brien et al. (2006), as noted earlier,
investigated the relationship between PSTM and aspects of lexical, grammar and narrative
abilities and found similar evidence of correlation with proficiency. This study did not
investigate fluency, but noted narrative gains (measured by use of certain grammatical forms
and lexical items) correlated highly with PSTM of lower ability students. At higher
proficiency PSTM correlated post-test with better use of function words and of subordinate
clauses. Commenting on the lack of relationship between PSTM with higher ability students
and narrative gains, they suggest this may be due to PSTM having facilitated acquisition of

complex grammatical templates in earlier stages of L2 acquisition:
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...and hence, essentially lexical abilities that afford the generation of more complex
utterances. Speidel (1989, 1993) proposed that children acquire syntactic complexity
in their L1 by imitating adult models. The heard phrases are held initially in PM and
subsequently transferred into long-term memory. Children eventually construct correct
syntactic speech from the corpus of templates stored in long-term memory. Good PM
skills are required to imitate adult utterances, especially if they are longer or more
complex (O’Brien et al. 2006:378)..

The three studies presented confirm a general correlation between PSTM and L2
development, findings generally corroborated by relevant SLA research (see survey in
Martin & Ellis 2012), explained mainly as an effect of the construction of stable
representations. We noted earlier the claim that it is not simply a matter of representations of
discrete items that is facilitated, but a matter of chunks (Ellis & Sinclair 1996). Indeed, it
might be argued that it is as a result of its role in developing representation of chunks that

PSTM contributes to language automatization.

2.4.4 Chunking theory

It was noted earlier that Ellis and Sinclair (1996) locate the role of PSTM in language
learning within a chunking model of learning. Chunking processes in perception, learning
and expertise have been investigated over many years since Miller (1956) proposed it was
the number of chunks that could be recalled, not items, which limited memory capacity.
There are two important characteristics of chunking that have led researchers to claim that
chunking has a central role in learning and performance (Servan-Schreiber & Anderson
1990, Chase & Simon 1973, Gobet et al. 2001, Newell 1990). Firstly, a chunk is a unit of
memory organisation which is formed by combining smaller units of information, which aids
fast retrieval. Secondly, chunking happens recursively, chunks themselves become part of

larger chunks, thus developing efficiencies in organisation of representations.

Chunking items together is driven by sequences in input, sequences of sound, shape, form,
and frequency. When features are found to recur together, associations are built between
them and these connections are formalised as a single cognitive representation. This
obviously facilitates faster retrieval and speedup in performance. But the chunking process
doesn’t stop and higher-level chunks are established in turn, ‘[C]hunking implies the ability
to build up such structures [chunks] recursively, thus leading to a hierarchical organisation of
memory’ (Newell 1990:7, cited in Ellis 2001), it is this ongoing recursive process which is

seen to be central to both learning and performance.

Newell (1990) claimed that, apart from being a central feature of memory, chunking could be
a central feature of practice effects. Chunking theory accounts well for the power law of

practice which describes the rate of acquisition for many skills, i.e. improvement gains with
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practice diminishing over time. Put simply, chunking generally leads to faster performance
by reducing the number of items in the input requiring attention and processing and by
facilitating faster retrieval times from Long Term Memory (LTM). Higher level chunks are
less frequently encountered in the environment, required less and are therefore less

beneficial.

According to Gobet et al. (2001), there are two broad views on how chunking occurs,

...the first assumes a deliberate, conscious control of the chunking process (goal-
oriented chunking), and the second a more automatic and continuous process of
chunking during perception (perceptual chunking) (2001:236).

The first process might characterise an approach taken in a formal learning context. While
controlled and deliberate, retrieval is fast and accurate. One might postulate that in routine

contexts the production wouid become automatic.

Proceduralization in ACT involves combination, the incorporation of a ‘chunk’ of DK with a
procedural rule, and also a combination of smaller production rules into larger rules.
Chunking was later seen by Anderson to have a strong role in inductive learning. Schmidt
(1992) describes a study on artificial grammar learning conducted by Servan-Schreiber and
Anderson (1990) and concludes it gave:

...strong evidence for the hypothesis that the primary mechanism responsible for
learning was chunking and that grammatical discrimination after training was based
on the degree to which representations of new strings could be built from the
collection of learned chunks’ (Schmidt 1992:374).

Apart from storage facilitating fast retrieval, Newell and Simon (1972) claim chunks may
comprise the conditions of productions, the IF component in an IF...THEN pair. Gobet
(1998) explains and illustrates:

...each familiar chunk in LTM is a condition that may be satisfied by the recognition
of the perceptual pattern and that evokes an action. Productions explain the rapid
solutions that experts typically propose and offer a theoretical account of
“intuition”...The fact that experts in many domains... use forward search when
solving a problem, while novices work backwards, is taken as evidence that experts
make heavy use of productions based on pattern recognition’ (1998:118, emphasis in
original).

Thus a pattern in the environment seems to function as a pointer to a chunk. One is
reminded of Levelt’s description of lemmas ‘pointing’ to their relevant grammatical

encoding.

The research presented on vocabulary learning and PSTM is consistent with chunking
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theory. Research already presented on proceduralization incorporates reference to chunking.
Ferman et al. (2009), like Anderson (1990), suggest that improved performance in the
learning of a morphological rule in their study reflects proceduralization possibly involving
chunking mechanisms:

[W]e propose that the proceduralization of declarative linguistic knowledge, and the
previously established procedural sub-routines, was accomplished through processes
analogous to those subserving the proceduralization of non-linguistic declarative
knowledge such as ‘chunking’ (2009:405).

De Jong and Perfetti (2011) are interested more generally in speech fluency, as opposed to
grammatical competency, but likewise postulate a connection between proceduralization and
chunking. Interestingly, they suggest chunking takes place on two fronts, lexical and
procedural. Referring to proceduralization and language use they suggest:

...the retrieval speed of words and phrases increases with repeated practice...the
creation and strengthening of new chunks can lead to the emergence of formulaic
sequences. Language use can also lead to the construction of new production rules
and the collapsing of production rules into larger ones’ (2011:528).

This hypothesis is revisited in the discussion of formulaic sequences in Chapter 3. More
generally, Schmidt comments on language and discourse organization and contends that the
hierarchical organisation of chunking;:

...is appropriate for modelling speech production, in which an utterance may consist
of higher level chunking into clauses and phrases and lower level chunking into words
and phonemes. At higher levels of analysis, task descriptions, plans, explanations and
life stories have also been shown to be tree-structured, or hierarchically chunked
(1992:375).

Schmidt comments then on the ability of an artificial intelligence system (Soar) developed
by Newell to create, mix and activate internal generation of higher and lower level chunking.
These comments again are of interest to a consideration of formulaic sequences.

Soar suggests a model for representing the ways in which creative and routine
elements may vary in fluent speech, for example, when formulaic utterances fill slots
within a larger discourse pattern or when formulaic frames themselves have open slots
(1992:375).

Schmidt’s observation on ‘the ways in which creative and routine elements may vary in
fluent speech’ is returned to briefly in Section 3.6.4. Schmidt referred to slots within a
pattern, a description which leads to a consideration of template theory. Template theory
developed a perceived weakness in chunking theory in accounting for high degree of
expertise. Template theory proposed there was a need to incorporate a description of more
complex data structures. Referring to chess, a template is described as,

...a schematic structure that is more general than an actual board position. Each
template consists of a core (very similar to the fixed information stored in chunks)
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plus slots (which contain variable information about pieces and locations) (Eysenck &
Keane 2010:485).

A template is not only larger than a typical chunk, typically ten items as opposed to seven, it
is more complex and more abstract in representation. The development of templates from
chunks requires extensive practice. The benefits in performance are of faster retrieval, there
are considerably fewer templates stored than chunks. The specification of slots also implies
an advantage where flexibility is called for, such as variation in use. Slots are not simply
empty spaces. Again with reference to chess, Gobet describes characteristics and benefits of
slots:

Template possess slots that may be filled in when viewing a position, in particular for
features that are not stable in these types of positions. Slots, which may have default-
values, contain information on the location of certain pieces, on potential moves to
play, or on semantic information like plans, tactical and strategic features, and so on
(1998:127).

Slots, then, may carry as a function of their context a high degree of potentiality and may be
of considerable benefit to performance. Chess playing occurs in real time but slow time, and
research presented by Eysenck and Keane (2010) indicates that slow search processes were
still important for experts in chess. Does template theory have anything to say about on-line

language production? The discussion here is more speculative but nonetheless interesting.

Ellis has expressed interest in chunking from a constructivist perspective and argues that

chunking and the development of schemata may play a fundamental role in language

acquisition. He posits a central role for memorized sequences in vocabulary learning, idiom

learning and the acquisition of grammar (1996, 2001) and accordingly sees phonological

memory as pivotal in the first and second language learning process. Examining the

operation of phonological memory closely, he describes cyclical interactions ‘which allows

learners to bootstrap their way to knowledge of L2 structure’ (1996:108). The process he

describes (1996, 2001) is a ‘cycle of learning’, outlined as follows:

1. Input to WM is filtered by LTM schemata, sensitive to sequences.

2. WM contains a phonological loop which holds a certain quantity of verbally coded
information.

3. Chunking occurs with perceptual experience, e.g. verbal input.

4. Chunking occurs at phonological, lexical and syntactic levels.

5. These chunks form schemata through which further audio input is filtered, with ready
perception of patterns and facilitating more fluent comprehension.

6. Experience of the environment can lead to modification of schemata
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Schemata in Ellis’s description are derived from chunks and are abstract, thus equivalent to
templates and different to exemplars. It was noted in Section 2.4.3 that some evidence
suggests the link between WM and long-term memory is not unidirectional. In Ellis’s
description, schemata operate at phonological, lexical and syntactic level but presumably
also at discourse level, as proposed by Schmidt above. The use of schemata is seen by Ellis
and Sinclair (1996) to facilitate fluent production. They argue that on repeated encounters
with a pattern one is aware of ‘the patterned chunk...not the individual components’
(1996:244). They illustrate with an analogy from Morton (1967) of children learning to read
time and giving careful attention to the position of the hands, whereas ‘when experienced
adults consult their watch, they are aware of the time and have no immediate access to such
lower-level perceptual information” and conclude, ‘[S]uch influences of LTM on working
memory underlie the development of automaticity’ (Ellis & Sinclair 1996:244). Interestingly,
such automatic productions can still be prefaced by careful consideration, one might look
closely at a watch if, for example, one had lost track of time, a deliberate pause to ensure the
first reading is correct. The point nevertheless holds about not actually ‘compiling’ the

constituent elements together.

A process of chunking facilitating fluency in language comprehension was outlined above
but it is not difficult to extrapolate a similar benefit for language production, with chunking
underlying fluent production from phonemic to discourse levels. To anticipate the discussion
in Chapter 3, fluent performance is facilitated by conventionalised language chunks,
‘[A]nother allied aspect of automaticity is the high frequency of prefabricated expressions or
language chunks’ (McCarthy 2010:4). It is the cognitive process of chunking, Ellis argues,
which underlies the ‘single choice’ presented by idioms, and schematic representation of
many of these chunks which facilitates acquisition (2001:45). One might postulate, for
instance, that if a learner has formed a chunk comprising a phrasal verb d’éirigh liom (1
succeeded, got on) that this would sensitise or prime the learner to notice usage such as Ar
éirigh leis an bhfoireann? Nior éirigh (leo), faraor, (Did the team succeed? They didn’t,
unfortunately) and that the chunk might undergo higher level representation, with
interrogative and negative specification, perhaps in the form of a template with a core

comprised of éirigh le and slots for pre-verbal particles, inflection and subject specification.

Perhaps counterintuitively then, L2 proficiency may be indicated not so much by surface
complexity as by ‘the extent to which a person is able to exploit a store of native-like
memorized sequences, and the extent to which a person is able to construct complex and
extended syntactic turns out of smaller sequences’ (Foster et al. 2000:356) — in brief, the

ability to use chunks and create slots for variable elements.
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Chunking, to conclude, is a basic feature of memory organisation and underpins learning and
development of competence. It is been shown to be critical to the development of expertise,

the ability to perform fluently and with flexibility.

2.5 Developing automaticity in speaking

2.5.1 Introduction

Thus far, the argument has been made that fluent speech reflects a fluency in the cognitive
processes underlying the speech production. Automatic processing, in particular, is central to
much research on fluency and a process of proceduralization suggests a route in skill
development to automatic production. Turning to speech production, we saw in Levelt’s
models that automatized processes are intrinsically implicated in speaking. At that point, it
was necessary to consider cognitive processes by which language input is facilitated and
organised in memory; the phonological loop and chunking. In summary, the key elements

highlighted in fluency development are automatization, proceduralization and chunking.

In the discussion on automatization, reference has been made frequently to practice and
repetition. In ACT it is practice which drives proceduralization. DeKeyser identifies ‘result
of practice’ (2001:130) as a common feature in his survey of automaticity characteristics.
This suggests a route for instruction but practice and repetition have received much negative
press within the communicative approach. In part, this was a reaction to ‘drill and kill’
(DeKeyser 2010) routines employed in behaviourist pedagogical models, where context and
meaning were weakly addressed. A rejection of mechanical repetition and limited
transformation activities also reflects principles intrinsic to communicative and task-based
approaches, that of the use of communication to express meaning. Communicative and task-
based principles have to some extent created an uneasy context for the integration of practice
in the classroom, as noted by Gatbonton and Segalowitz:

Although one component of fluency is automatic, smooth and rapid language use,
there are no provisions in current CLT methodologies to promote language use to a
high degree of mastery through repetitive practice. In fact, focused practice continues
to be seen as inimical to the inherently open and unpredictable nature of
communicative activities (2005:327).

Rossiter et al. (2010) carried out a systematic examination of L2 textbooks and 14 teacher
resource materials with regard to treatment of oral fluency. They found that the development
of fluency was neglected with ‘little or no explicit, focused instruction on the development of
fluency skills’ (2010:585); the dominant approach was the use of ‘free-production’ tasks,
there was a very limited range of fluency activities and, specifically, that ‘rehearsal and

repetition, consciousness-raising, and use of discourse markers in particular are under-
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represented in the texts’ (2010:599). These findings are similar to those of Cullen and Kuo
(2007, discussed in Timmins 2012) who surveyed a sample set of General English course

books published in the United Kingdom since the year 2000.

Textbooks almost inevitably lag behind research but it appears the tide has turned in research
at least. With the benefit of studies on learning, memory organisation and related studies in
SLA, as presented above, and a review of the extent to which language use is truly novel or
creative, presented in Chapter 3; there is now a reconsideration of the role of practice in the
L2 classroom. Locating second language learning within the framework of skills learning has
helped to legitimate the approach, without claiming that learning a language is equivalent to
the learning of any other skill. Of course the objectives and nature of appropriate practice in

the SLA context still require description.

2.5.2 Practice for proceduralization

While activities designed specifically to foster proceduralization do not appear yet in
standard L2 textbooks (Rossiter et al. 2010), there is strong theoretical interest in the process,
as noted in this chapter, and a growing body of relevant empirical research. The main
research question has been whether instruction designed to prompt automatization, or, more
specifically, proceduralization, results in fluency gains (de Jong & Perfetti 2011, DeKeyser
2001, Segalowitz 2000, 2004; Segalowitz & Hulstijn 2005, Towell et al. 1996). Practice and
repetition is central to the treatment delivered in Ferman et al. (2008), and de Jong and
Perfetti (2011). In both studies, the researchers are interested in investigating aspects of
proceduralization, specifically in the relative contributions of procedural and declarative
memory systems in grammar learning (Ferman et al. 2008), and the contribution of

proceduralization to speech fluency (de Jong & Perfetti 2011).

The main objective in employing the techniques of practice and repetition in these studies is
to foster fluency through engaging learners with proceduralization and chunking processes.
DeKeyser is a strong advocate of practice and has outlined a framework within which the
role of practice is clearly stated in terms of proceduralization, as understood within skills
acquisition theory in general and within the ACT model in particular. DeKeyser and Criado
(2012) argue for the relevance of skills acquisition theory to language learning because
language use is a performance, ‘assuming that one is interested in what students can do with
the language at various stages of learning, and not just what the underlying abstract

competence is’ (2012:323).

At the heart of the approach to practice in skill acquisition theory is a sequencing of foci and
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activities, replicating that described in ACT. DeKeyser states ‘skill acquisition theory...
stresses the role of declarative knowledge in the development of procedural and eventually
largely automatized knowledge’ (2010:157). He stresses that this is not a question of one
kind of knowledge ‘turning into’ another kind, but rather ‘one kind of knowledge playing a
causal role in the development of the other’ (2010:157). This is an important distinction,
‘with increased practice and proficiency it is not just representations that change, but also the

skills for using them’ (2010:157), one recalls the proceduralized chunk in ACT.

Bygate (2009) also uses ACT, a ‘construct of development’ to outline a teaching approach to
oral language development. He suggests learners need opportunities to acquire the DK
developed through speaking, constituted along pragmatic and discourse dimensions. He goes
on to say speakers ‘need to activate their own use of these resources. That is, declarative
knowledge needs to be complemented by procedural knowledge’ (2009:421); Bygate makes
the analogy with a repertoire (DK) and the capacity to use it (PK). Bygate (2009) sets out a
programme of work required to translate these principles for the classroom. Firstly, what is
entailed by DK and PK need to be specified in relation to speaking. Secondly, decisions need
to be made about selection, sequencing and delivery of activities, and the role of explicit
instruction in delivery. Bygate outlines an approach employing what he terms ‘varied

repetition” which is presented below along with other sample programmes.

Appropriate practice and repetition activities can prompt chunking processes in the learner in
comprehension, memorization, storage, and retrieval. At the input stage, materials selected or
developed for students need to be examined carefully with a view to how targeted chunks
(linguistic items) or chunking (in the speech stream) can be highlighted or made more salient
to activate noticing in students. ‘Noticing’ is ‘not just to input in a global sense but whatever
features of the input are relevant for the target system’ (Ellis 2002:173). Initial activities can
be designed to foster metalinguistic awareness and declarative knowledge, e.g. discourse
structure. Such input may be used to initiate construction of exemplars, through repetition

activities for students, which they can draw on in subsequent activities.

Bygate (2006:169) talks of conceptualization being the driving force in the production
process and within the communicative approach a communicative need is paramount.
However, where there is a strong interest in repetition and practice for fluency effect, it
might also be the activity itself which can be the focus, and students can benefit in becoming
familiar with and competent in such activities. Within the present research this was felt to be
particularly important where techniques were new to students and where competency with

the technique itself could be significant in gains made, such as with the shadowing activity,
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the feedback from participants presented in Chapter 6 would seem to substantiate this. In
addition, if low conceptual demands are made of students in terms of content preparation,
this could free up attentional resources for the aspects of speech of interest in the
programme. In the course design for the present study it was decided to initially restrict the
amount of conceptualization required of students, and to involve students with a lot of
memorisation and repetition activities. As the course progressed, students were engaged
firstly with initially short but progressively longer productions tasks. Again, these were

preceded by preparation work involving repetition work.

Chapter 4 details a close examination of a fluency programme (Gatbonton & Segalowitz
1988, 2005) and of a number of empirical studies employing practice and repetition with a
focus on formulaic language. A range of practice and repetition activities are used intensively
in the fluency programme designed for the present research. These techniques and activities
are elaborated on further in Chapter 4, in the presentation of the treatment design and unit of
instruction. Materials and delivery notes for the two courses delivered are supplied in

Volume 2.

Before turning to a presentation of some practice and repetition activities, the issue of
feedback in fluency work needs to be addressed. Johnson and Jackson (2006) make a strong
case for focus on performance to merit attention in feedback, in addition to the more typical
focus on competence. They argue that where the task is central and ”getting the message
across” is presented as the main aim of an activity, the learner may have little motivation for
language improvement’ (Johnson & Jackson 2006:541). This has implications for assessment
of performance needs and for performance-related feedback. The authors make the
distinction between competence needs and performance needs, the latter often best identified
through actual performance. With regard to feedback, they advocate students becoming
aware of the concept of performance-induced mistakes. Focusing students’ attention on
performance needs, performance pressures and performance-induced mistakes can be very
important in classroom contexts where competence still tends to be privileged over
performance. In addition, students may not have a nuanced appreciation of the various
qualities that make for a fluent performance, or over-emphasise a single quality such as
speech rate. In the course designed for the present study, for example, students after the
repeated narration class were asked to note comments on aspects of their own performance,
if speaking, or on the other student’s performance, if listening. Figure 2.3 is of an assessment
form used by speakers after the second delivery of a narrative. During the shadowing
activity, the researcher found it very useful to be able to monitor students’ performance

closely, on occasions even sitting beside student and delivering a tricky phrase with student
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after the shadowed speaker, at other times complementing students on fluent delivery.

MéFéa’naysmcmanMB

Ainm:

What did you feel worked well for you? Please tick no more than two statements
() Iwasableto keep talking for most or all of the time

() Iknew what I wanted to talk about most or all of the time

() 1 was able to use some of the Frdsai Cairdiiila

CJ 1 remembered vocabulary and phrases | wanted to use.

() 1used most/all of the elements from my prepared work.

Please note which, if any, of the Frdsai Cairdiuila you remember using.

What did you feel did not work well for you? Please tick no more than two
statements

[ was not able to keep talking for most or all of the time
I did not always know what to talk about
[ wasn’t able to use some or any of the Frasai Cairdiula

[ couldn’t remember vocabulary and phrases [ wanted to use.

JO0000

[ did not use most/all of the elements from my prepared work.

Figure 2.3: Student self-assessment in 4/3/2 speaking

2.5.3 Sample activities

The activities illustrated here come from class 1 and 4 of Course 1. The full-size handouts
may be inspected in Volume 2. The opening section of a first-hand account of 9/11, delivered
during an interview on the radio, was broken into 20 speech runs and activities developed
around this input. Each activity illustrated below employs restricted repetition, students are
not asked to vary the runs or to work creatively with them. However, each class engages
students in very different types of repetition activities. Overall, then, there is a combination
of repetition within classes and across classes, all based on this account of 9/11. Other
classes combine repetition work within contexts demanding free production. For example the
shadowing activity in Course 2 employs restricted repetition work during the shadowing
activity, with ever-increasing demands made on memorization and phonological rehearsal,
which is then followed by a prompted but free narrative delivery which is also repeated. An

illustration of the shadowing activity is provided in Chapter 4.
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Stage 1: Listening

Students listen to audio a couple of times and are advised to pay attention to manner of
speaking, and not to worry about content. The narrative topic is one they are all familiar
with.

Focus: Noticing activity. Speech rate, rhythm and prosody of speech

Repetition: Audio

Stage 2 Narrative reconstruction

Students given slips with chunks of text (Figure 2.4), working in pairs they reconstruct story
on template (Figure 2.3). Audio played a couple of times as they do this.

Focus: Discourse structure, description of event in past

Repetition: Working with speech runs, seeing text extracts as composed of sequences.

Practice in reading aloud as they negotiate text reconstruction.

Stage 3 Delivery of narrative

Narrative in full projected on screen (Figure 2.5), students listen to audio, each student given
a speech run to deliver, class deliver narration, following slides have increasing amounts of
text deleted, final slide has empty slots (Figure 2.6). Students deliver narrative a couple of
times aiming for fluent delivery at speech rate approximating speaker.

Focus: Fluent oral delivery, narrative sequences, narrative turns

Repetition, memorization: oral delivery of narrative, memorization of own run

Stage 4: Story reconstruction

3 classes later, each student is given a speech chunk to memorise from same narrative,
working in pairs they mingle around class, listen to other students’ speech runs and write
these out on cards at a workstation. In pairs they reconstruct story on ‘jigsaw’ template
(Figure 2.7).

Focus: Narrative reconstruction, oral delivery of speech runs

Memorization of other students’ runs, practice with delivery of own run.
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Tubaiste Nua Eabhrac - Tas an Scéil

a Helen ag caint anseo faoi bheith ag obair i Nua Eabhrac
nuair a tharla eachtrai 9/1. Tosaionn si ag caint facin
maidin.

Raidio na Gasltachta /1172041

11

12

13

14

LS

16

17

18

19

20

L Leamarm Helen ag caint favi cad a tharla mios déanaf agus i san oifig.
Sevead duine go raibh sitlean rar éis cearm de na niir
(ma Twin Towerz) a bhualadh. Rith siad go léir go finnneog.

H1C1

Figure 2.4: Story Template

is is cuimhin liom an mhaidin sin

agus bhi na héinne den dtuairm

maidin Dé Miirt eh abeai eh

ag an dtrath san

spéir ghorm miocrailteach gléineach gléineach gorm

gur duine &igin a chuaigh am

2 bhi os cionn Nua Eabhrac eh

gur botin 3 bhi ann

thugas faoi ndear an spéir a bheith chomh geal

mar is minic 8 d'eitliomar

agus mé ag dul chum oibre eh

os ciomm eh oilein Manhattan

trasna na habhamn go go dt New Jersey

a bheifed ag teacht isteach agus amach
£o dti Aerfort La Guardia

bhiomar ag féachaint ar an deatach

ni bheidh son iontas eitlean

2 bhi a bhi ag éirl in dirde

a bheith os cionn in airde

as as an bhfoirgneamh

aguns cheap dacine gur botim a bhi ann

Figure 2.5: Narrative sequences
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Disa; ing Text: Shde 1

Disappearing Text: Shde 2

Tubaiste Nua Eabhrac - 40 Soicind

Tubaiste Nua Eabhrac - 40 Soicind

> E ach ansan

2 eh go geird ina dhisidh san

3. sgus sinn fos sg féachaint ar

7 ar an Istheir

s mer go raibh na héinne sg féachtsint

6. |féschsaint cad = bhi sg tardiint

2 bhi an teilfis ar siil san oifig

B s ns héinne ag caint

9. em bs gheamr nd gur mbusil an

10. |go bhfscamar sn dera cesnn ag teacht tnd
11 |trid en spéir agus i ag dul isteach

12 ss dars tir

13. |eh taréis 8 neoi 8 chlog

14. [timpesll tn néiméstsi tar éi & nsoi 8 chiog
15. | bhusil an dara ceann €

16. sgus chomh lusth is 8

17. |bhusil an dera heitleén an, an tir

18 |bhi & fhios sg na héinne

19, [thainig, théinig cilnas

20. |ciines diamheir san &it

1 ach

2 ehgogeind fine _____ san

3. |sgus sinn fos ag

a. lsthair

5. mer ga raibh ag féachaint
6. |féachaint cad a bhi

2 bhi an teilifis san aifig

8. |is na héinne

s embaghearné _______ _____ an

10. |go bhf an sg tescht trid
11 |trid an spéir agus i ag

12 |[sa dams

13. eh _ ___ &nadiachhg

14, tr naiméstai tar éis & naai a chlog
15. bhusil an é

16. egus ___ weth sa

17.  |bhuai sn an, an tir
g & [Bhf 2 eme g ny hipne

19, |thainig, cilinas

20, |ciines di

Figure 2.6: Disappearing text, two sequential slides
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Figure 2.7: Jigsaw Template

2.6 Conclusion

It is strongly contended that automaticity is an intrinsic feature of cognitive processes
underpinning fluency. We have further seen that proceduralization and chunking are central
to the process of automatization. Appropriate instruction, with an emphasis on practice and
repetition, may foster proceduralization and chunking in students which should result in
fluency gains. In the next chapter, attention will be given to language, not as an abstract
construct, but to language in use. The central argument made is that use of frequently
recurring sequences offers significant processing advantages and thus enhances automaticity

of production, a key indicator of fluency.
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Chapter 3 Formulaic Sequences and Fluency

3.1 Introduction

Chapter 3 considers a particular aspect of language which is of key importance to a
discussion on fluency: formulaic language. The central argument developed in this chapter is
that examination of language in use points to the extensive presence of formulaic language.
Furthermore, an investigation of the processing of formulaic language suggests significant
fluency effects. It is then argued that acquisition of formulaic language merits attention in the
language learning classroom and that prompting proceduralization of formulaic sequences

can be an important factor in L2 formulaic language acquisition.

The chapter is comprised of two parts. It commences with a brief review of systematicity in
language use. There are extensive accounts of lexical accounts of language systematicity and
Sinclair’s Idiom Principle is of particular importance in the current discussion. This
establishes the background to the presentation of formulaic language in this chapter.
Research exploring the psychological reality and processing of formulaic language is
discussed with emphasis given to research investigating fluency effects. The question of
acquisition and representation is then addressed. As of now, this question is primarily
explored in theoretical accounts. Theories on frequency effects and theoretical models of
dual storage and processing are presented. Accounts of formulaic language use are detailed
in a survey of influential work attempting to define formulaic language through

comprehensive descriptions of its features and functions.

The second part of this chapter is concerned with the language learner and formulaic
language. It is contended that formulaic language use has important benefits for the language
learner; these benefits are detailed. Many questions have been raised, however, about the
acquisition of formulaic language by the language learner. Research in this area is given
close attention. Turning to the classroom, specific challenges arise. Context, input and
methodologies are selected for discussion, again presenting relevant research and

highlighting implications for this current research.

3.2 Language in use and language systematicity

3.2.1 Language systematicity
There is a long academic tradition of looking at language as performance, as opposed to
competence. Disciplines such as philosophy, anthropology and sociology have all seen

performance as a central aspect of language. Underpinning many of these studies is the
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premise that language, amongst other things, is an aspect of cultural and social behaviour.
This perspective has also come to inform more recent disciplines such as discourse studies

and pragmatics, where language in use is a legitimate and important focus of study.

Advances in technology have made available to researchers an extensive variety of language
corpora, including written, spoken and multi-media. Increased capability and sophistication
in corpus design has enabled researchers to carry out wide-ranging and multi-faceted
analyses of data. Already there is a substantial body of work carried out in fields such as
discourse analysis, dialectology, phraseology, genre studies and conversation analysis.
Notwithstanding the diversity of these fields, all robustly confirm that language in use, both

written and spoken, is patterned and routinized (Romer & Schulze 2010; Swales 2000).

In corpus analysis attention is frequently given to identifying features exhibiting patterned
use, to delineating the various factors which contribute to this systematicity, and to
describing their manner of operation. There is also an interest within disciplines such as
cognitive linguistics and pragmatics in assessing the benefits of language systematicity for

language users, both as individuals and as members of a community.

Indeed, it is contended that learning about the systematic nature of language in use does
more than inform us about speech communities and the intricacies of language involvement
in constructions of identity. Chomskyan models provided a syntactic rule-based explanation
for the systematicity of language, a system conceived of in terms of innate competence and
abstract principles. The validity of an exclusively syntactic based grammatical description of
language has been long challenged. The umbrella term, ‘emergentist models’, groups
together varied theories that have in common an interest in the central role played by
experience in language representation and learning: ‘in such models, experience plays an
important role in the creation, entrenchment and processing of linguistic patterns’ (Aron &
Snider 2010:68). It is some time since Sinclair, a leading figure in the development of corpus
studies, argued 'it is folly to decouple lexis and syntax, or either of those and semantics'
(1991:108). Bybee more recently concludes from a brief discussion of functionalism ‘[T]he
argument that is gaining strength is that separating language from the way it is used removes
a valuable source of explanation for why language has grammar and what form that grammar
takes’ (2007:6). In similar vein, Schmitt questions the traditional assumption that grammar
describes the rules of a language, and argues for what he calls 'patterning' to also be
considered as part of the grammar of a language. Commenting on the systematic nature of
language, pervasive from the smallest units of communication to extended discourse, he

argues that widespread patterning in language 'often accounts for the systematicity of
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language better than rules' (Schmitt 2005). These ideas are very suggestive for diverse
approaches to understanding language. However, as the focus of the present study is on
fluency and a particular form of language patterning, formulaic sequences, they will not be

developed further.

3.2.2 Spoken language

Moving to an examination of spoken language, we meet a situation that seems to mirror the
competence-performance divide. The distinction between spoken and written language has,
at least implicitly, long been recognised. The classical tradition of grammar teaching, for
example, within which standardisation and accuracy of form is central, can be seen to
recognise this distinction by omission! There are historical and cultural reasons for this
preference, but in part, the focus on the written word may have resulted from a view that the
spoken word was subject to too much variation and was, perhaps, a somewhat imperfect
realisation of 'the language'. Examination of any transcribed conversational exchange is
likely to identify features such as incomplete sentences, phrases and ellipsis, interruptions,
and unclear referents, features which a traditional grammar book would have difficulty in
explaining. However, technology again has greatly facilitated progress in our understanding
of spoken language. The availability of large quantities of spoken language recordings,
including naturally-occurring conversation, along with increasingly sophisticated tools for
analysing this data, has made it possible to investigate aspects of spoken language that
hitherto were extremely difficult and laborious to scrutinise. The accumulated evidence is
thus now substantial and it is generally accepted that that there are 'rules of speaking' apart
from the sociolinguistic conventions noted by Hymes (1972); that spoken language has a
grammar (i.e. a grammar distinct from the grammar of written language) and that spoken
language, too, is routinized on lexical, pragmatic, semantic and discourse principles (Carter
& McCarthy 2006). More recently, Carter and McCarthy, highlighting the most common
manner and context of speech production, indicate a preference for the term, conversational
grammar, ‘[we] see the global ubiquity of real-time, face-to-face conversations as the

benchmark for a grammar of speaking (2015:5).

The 'Cambridge Grammar of English' (Carter & McCarthy 2006) has a comprehensive
introduction to the grammar of spoken English. The following is just a small sample of the
many features they identify as characteristic of spoken English:

1. It is easier to identify communicative units in speech than sentences. These are
generally short, and may be marked by pause, pitch change and so on.

2. Preference for pronoun use over nouns.

Predominance of simple noun phrases.

4. Phrasal chaining preferred to embedded structures; preference for parataxis over
hypotaxis.

W
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Use of tags
Repetition, recasting
Ellipsis

Redundancy

Vague language

S Clel Ona

It must be emphasised that corpus research has convincingly established these are not
random, idiosyncratic features; they are characteristics of speech, not of individual speakers.
It is argued in this chapter that the routinized features of spoken language have their basis, in
part at least, as a response to the cognitive pressures which the varied demands of speech
production create for the speaker. This study turns now to consider one aspect of routinized
language use, both written and spoken, that has been extensively researched, that of word
combination. The discussion is guided by an interest in understanding how word

combination facilitates fluency,

3.2.3 Word combination: keeping company and defying labels

Words, particularly written words, may have discrete form and some words may have a
specific referential function but in our use of language 'particular words are frequently to be
found in the company of certain other words' (Singleton 2000:47). We favour the use of
certain words in certain combinations. Word combination lies at the core of lexical

organisation and, consequently, is a significant feature of language systematicity.

Such combination has a semantic effect and may extend, restrict, enhance or subvert the
meaning carried by the words considered as discrete items. It is not disputed that
combination has an important role in making meaning: ‘[I]t is by now well known that for
the most part meaning belongs to multi-word units rather than to individual words’
(Danielsson 2007:17). Firth's pithy dictum '"You shall know a word by the company it keeps'
(1957:19) neatly encapsulates much of the contribution corpus research has made to lexical
description. Firth's interest in collocations arises from his view that meaning is an effect of
how language functions in a particular context. This functionality is semantically described
by him — the environment in which a word occurs constitutes part of the meaning of the

word, and is pragmatic in its orientation to action and participants.

Even prior to Firth's seminal work there was an interest in collocations such as idioms and
other fixed expressions. Palmer (1966), for instance, in 1933 published a report on the
relevance of collocations to language teaching. But the pervasive nature and extent of word
combination was less recognised prior to the availability of large corpora and the
development of concordance programmes. We now recognise that collocations include much

more than fixed phrases — and that phrases may have varying degrees of 'fixedness'. We also
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recognise that there are other types of word-combination units, apart from collocations, and,
it might seem, as many ways different ways of classifying them. Mel'¢uk (1998), writing
within the discipline of phraseology, distinguishes idioms and collocations as different types
of 'set phrases', whereas Nesselhauf (2003) classifies collocations into three groups — one of
which is idioms. Even a cursory survey of the numerous approaches to defining and
categorising the various types of word-combination units is beyond the scope of this study
(for a review see, for example, Cowie & Howarth 1996), though it will be necessary to
address some of the difficulties encountered in more recent endeavours later. Danielsson
(2007) notes that the growing interest in multi-word units (MWUs) has been accompanied by
a proliferation of terms used to refer to them and continues:

...the lack of uniform terminology may be just one of many clues to the confusion,
and to the need for further research. Although the importance of multi-word units is
accepted, there are no accepted answers to simple questions such as “What exactly
constitutes a multi-word unit?” or “Where does a muiti-word unit begin and end?”
(Danielsson 2007:18).

An observation which might lead us to assume these questions are not so simple after all.
The debate on terminology, definitions and classifications is not a critical one for this present
study. At this point, it is more important to commence working towards a broader framework
for understanding word combination. John Sinclair is a leading figure in early studies of
corpus studies and a firm believer such work could help us better understand lexical
organisation. His theoretical description of a system of language production underpinned by
an ‘economy of effort’ principle might be seen to anticipate the broader framework

developed in this chapter for understanding formulaic language.

3.2.4 The idiom principle

We noted earlier that corpus studies have contributed to a questioning of the Chomskyan
distinction between competence and performance. For Sinclair (1987, 1991) corpus research
also calls into question the extent to which language use is an expression of creativity. One
of the distinguishing features of language is the potential for creative use of it. Chomsky
made this a focus in his explanatory model. Pinker proclaims with a flourish ‘...virtually
every sentence that a person utters or understands is a brand-new combination of words,
appearing for the first time in the history of the universe’ (Pinker 1995:2). It is telling, of
course, that Pinker talks of sentences, not the fragments or incomplete sentences that
constitute much of natural spoken discourse. Van Lancker-Sidtis firmly counters the
‘brand-new combination’ assertion: ‘[M]any utterances in everyday language are
conventional expressions that must be used in a certain way’ (2004:208); it is not just the
lexical items we ‘borrow’, they come packaged, as it were, with rules of use. In Section 3.6

the nature of such rules is addressed. There is no questioning that we have the ability to use
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language creatively and that we exercise this ability to a greater or lesser extent. The fact that
we do not appear to exploit the creative potential of language much of the time should not be
casually dismissed as a matter of trite importance in light of this remarkable ability.
Likewise, and this is an underlying principle of the present study, in our efforts to understand
and support the language learning process MWUs or conventionalised language production
should not be automatically relegated to the margins in a casual 'some useful phrases for the
back pocket' manner. It is contended that conventionalised language production can be
fostered in a manner that respects the discourse and pragmatic integrity of such use, and is of
genuine fluency benefit to the learners. Perhaps with a deeper understanding of
conventionalised language there may not be such easy readiness to regard it simply as a

somewhat superficial or inferior form of language use.

Sinclair (1987, 1991) accounts for the prevalence of MWUs in language use, not
unsurprisingly, as a function of benefit. The precise nature of this benefit has been
investigated by many since, and is explored in more detail later in this chapter. Sinclair
postulates that the extent of conventionalized language use reveals something fundamental
about how language is produced. His description of this process comprises two contrasting
principles: open and idiomatic. In producing language it may appear that there are choices
available to a speaker: open slots, lexical choices limited only by grammatical constraints.
But language use shows such choice is not realised, estimates of the use of MWUs in
naturally occurring spoken language range from 32.3% to 58.6% (Conklin & Schmitt 2008).
Altenberg concludes from an examination of corpora of spoken English 'the most striking
impression that emerges from the material is the pervasive and varied character of
conventionalized language in spoken discourse’ (1998:120). We do not, at all times,
construct phrases anew from individual words; instead we frequently draw on phrases that
are preconstructed in whole or in part. The term ‘prefabricated’ or ‘prefabs’ is more
commonly used in the literature. According to Sinclair such phrases 'constitute single
choices, even though they might appear to be analysable into segments' (1991:110). This
suggests extensive choice is, in some manner, managed or made manageable. Sinclair calls

this process the idiom principle.

Apart from citing corpus evidence, Sinclair puts forward three arguments supporting the
operation of the idiom principle and the pervasive nature of conventionalised language; one
is based on a descriptive analysis of semantic effect, another on a hypothesised model of

psycholinguistic processing, and a brief argument is made on grounds of cultural identity.

From corpus research Sinclair developed the concept of semantic prosody. He noted that
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there was an evaluative aspect to many frequently used word combinations. A single word
may in itself not carry positive or negative connotations, but ‘many uses of words and
phrases show a tendency to occur in a certain semantic environment’, (Sinclair 1991:112), an
effect of the company one keeps. From habitual association a word may come to carry a
charge (positive or negative) which in turn limits its usage to certain environments, unless
one deliberately seeks a 'spark' of humour or ironic effect. While 'happen' may appear to be
semantically neutral, it is generally associated with an undesirable event: accidents,
tragedies, catastrophes don’t occur, they happen®. It should be noted also that, apart from
semantic checks, choice may also be restricted syntactically. Singleton, for instance, notes
how °‘set about’ tends to be followed by a verb in the —ing form (2000:56). Semantic and
syntactic restrictions may be seen to enhance meaning, and our ability to express meaning

effectively, in a subtle and nuanced way.

The second argument proposed by Sinclair shifts attention from the lexical framework and
rests on a psycholinguistic understanding of how MWUs are produced and processed.
Indeed, the term ‘MWU’ highlights lexical quality, the term ‘prefabricated’ highlights
process of construction. The demands of language production, as discussed in Chapter 2,
require us to ease processing pressures. Sinclair proposes we have an innate preference to
economise on effort where possible. One might question whether this preference may indeed
be one of necessity. Sinclair contends that MW Us reduce pressure because of the manner in
which they are produced and processed, as a whole rather than through word-by-word
construction. It is remarkable that a similar view was articulated close to a century ago by
Jespersen (1924): 'a language would be a difficult thing to handle if its speakers had the
burden imposed on them of remembering every little item separately' (cited in Wray 2002:7).
The role of MWUs in processing has been given extensive treatment within the field of
psycholinguistics and cognitive psychology, some of this research will be presented in
Section 3.4. Sinclair argues the idiom principle is more commonly active in language
production than the open principle and goes so far as to suggest that this may be the default
setting in language production: '(W)henever there is good reason, the interpretative process
switches to the open choice principle, and quickly back again. Lexical choices which are
unexpected in the environment will probably occasion a switch' (Sinclair 1987:324). Wray
(2002, 2008a) upholds this position in her 'Needs Only Analysis' of use, discussed in Section
3.5, but gives a stronger psycholinguistic basis to Sinclair’s idiom principle, and offers a

greater degree of elaboration on its psycholinguistic status.

22

It is interesting to compare the use of ‘what happened here?' 'accidents happen' and 'you'll never
guess what happened!"
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Finally, Sinclair stated that 'similar situations recur in life and tend to be referred to in similar
ways' (1991:110). While he does not develop this argument specifically on grounds of
cultural identity, the idea of shared experience and promotion of self within a speech
community are not too difficult to extrapolate from this observation. This leads, naturally, to
a consideration of the function of MWUs from the perspective of pragmatics. From a
semantic perspective, the notion of ‘similar situations recurring’ is also important. Frame
semantics, for example, is predicated on the idea of conventional linguistic units being bound

to conventional situations of use.

Sinclair regretted the idiom principle ‘has been relegated to an inferior position in most
current linguistics, because it does not fit the open-choice model’ (1991:110). The power of
the Chomskyan model of language possibly contributed to a privileging of the ability to
generate novel utterances; perhaps also we are reluctant to diminish that which we perceive
to flatter, and creativity is understandably accorded high status in many cultures.
Nonetheless, the designation of idiom as ‘inferior’ has been robustly challenged. There is
now a strong interest in the role of MWUs in language production, whether on grounds of
semantic sensitivity and adeptness, ease of processing pressure, or effective self-promotion
and interaction. Frequency of use alone suggests attention is merited, though it should be
noted that a particular item may not have to be used frequently for it to become
conventionalised. To take an example from Bybee, ‘the prefabricated sequence experience
delays is not very high in frequency, but it is the conventionalised way of expressing a

certain notion’ (2008:231).

To recap, the systematic nature of language in use is asserted across a broad range of
disciplines. Attention has been given here to an aspect of lexical organisation, word
combination or MWUs, and some postulated benefits attributed to conventionalised language
use have been put forward. It is proposed that a principle of economy drives the use of
MWUs but that other benefits also exist. The shift in discussion to cognitive processes,
prompted by Sinclair, is central to the argument correlating formulaic sequence use with

fluency. A focus on cognitive processes also demands a shift in terminology.

3.3 Formulaic language

3.3.1 Terms and labels

The term MWU has been employed up to now as a convenient term to encompass various
types of word combination units, including collocations, phrases and idioms. The term was
useful in the context of an overview based primarily in lexical and corpus description of

language use. However, the discussion on Sinclair led to a consideration of psycholinguistic
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processes. These will be further examined in Section 3.4, where attention is also given to
questions of acquisition and processing. This broader framework requires a different

terminology, which is briefly discussed here.

The term ‘formulaic language’ encompasses a broader perspective beyond that of corpus
studies and lexical organisation, and will be adopted for the purpose at hand. Furthermore
Weinert has observed that '[M]ost recent studies converge on the label formulaic as an
umbrella term and refer to specific manifestations of the phenomenon with additional labels'
(2010:2). There are many such ‘additional labels’. The variety of disciplines that contribute
to our understanding of language systematicity also stimulate and inform research in
formulaic language , there is rich and lively debate on the topic. Of course, it can also create
challenges when similar terms are employed across disciplines but do not always mean the
same thing. In consequence, perhaps, one encounters a 'morass ot overlapping terminology"
(Bonk 2001:113). Schmitt (2004) details nine terms frequently used in a more general
discussion, but cautions that over fifty are to be found in the literature (also Wray 2002). In
part, this diversity is due to the immense number of forms under consideration, from two
word phrases to longer collocations, idioms, proverbs and long standardized phrases. In
addition, formulaic output may fulfil a diversity of pragmatic and semantic roles; for
example as fillers, as conversational routines, as phrases with a single fixed semantic

reference, and as rhetorical devices, among others (Boers 2006, Wood 2006, Conklin 2008).

The present study is not concerned with fine distinctions in formulaic output but is crucially
concerned with the distinction between formulaic and nonformulaic in production, and with
the cognitive processes underpinning this distinction. In consequence, two terms are
employed in this study. Formulaic language is used to refer to conventionalised language
use in general which is underpinned by a specific type of language production. Formulaic
sequence (henceforth, in general, FS) is used to ref