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Abstract

Carbon materials, despite their ubiquitousness in nature and long studied properties,
continue to be at the forefront of material research today. The last 20-30 years
have seen renewed interest in structural allotropes such as fullerenes, nanotubes
and graphene; which all bear the same basic bonding structure as graphite. Their
discovery has seen an enormous surge in publications of so-called nanocarbons,
with an extensive range of applications proposed on the basis of their excellent
physical, chemical, electronic, mechanical and optical properties. Although these
more recently discovered exotic materials account for the bulk of publications dealing
with graphitic carbons, less glamorous but much more processesable materials such
as Pyrolytic Carbon (PyC) continue to show great promise in a range of applications.

The chemical modification of carbon materials has been shown to modify their
properties in different ways, rendering the material more suited to a given application.
One area of heavy interest is the functionalisation of graphitic carbon materials with
heteroatoms. Many electrochemical processes and applications have shown markedly
enhanced performance with the introduction of dopants or surface functional groups
on the electrode surface. N-doping, in particular, has been shown to modify the
electronic structure and chemical properties of graphene, improving the material’s
performance in many applications, including sensing and energy conversion and
storage.

This thesis presents functionalisation of graphitic carbon materials based on
exposure to gentle reactive plasma conditions. In this technique the damage to the
surface of treated materials is minimised by placing the samples downstream
relative to the plasma source; eliminating kinetic damage from accelerated ions.
Choice of gaseous atmosphere determined the nature of the functional groups
introduced to the surface of the material studied. A range of graphitic materials
were functionalised using this technique and their electrochemical properties were
analysed and the results related to thorough physical and chemical characterisation
of these materials.

The first material considered was PyC grown via Chemical Vapour Deposition
(CVD). This material has been studied for decades and possesses high electrical

vii
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conductivity in conjunction with mechanical and chemical robustness; properties
well suited to electrodes in electrochemical applications. Oxygen and nitrogen
moieties were introduced on the PyC surface via either oxygen or ammonia plasma
treatments; with both plasma treated films found to have significantly enhanced
electrochemical performance. Further measurements showed that oxygen
functionalised PyC performs exceptionally well in the simultaneous electrochemical
detection of dopamine and paracetamol.

Having established the process with PyC, plasma treatment of graphitic
materials was then extended to graphene grown by CVD. Monolayer graphene and
few layer graphene (FLG) were grown on copper and nickel catalyst foils,
respectively; and subsequently transferred to arbitrary substrates. Spectroscopic
analysis of monolayer graphene allowed the structural changes in the film to be
quantified as a function of oxygen plasma exposure time. A two step plasma
treatment, consisting of an initial oxygen exposure followed by ammonia treatment,
was found to introduce nitrogen groups in to the material very effectively.
Graphene was found to require oxygen groups be introduced first in order to
establish reactive sites for incorporation of further nitrogen groups with the
removal of the oxygen moieties. FLG was functionalised with oxygen groups and
was found to perform admirably in the detection of various biological molecules.

The ammonia plasma treatment was also used in the simultaneous reduction
and N-doping of Graphene Oxide (GO) to form N-doped reduced Graphene Oxide
(N-rGO). This material can be produced in gram scale quantities and was shown to
have potential in electrochemical energy applications. N-rGO was demonstrated to
catalyse the Oxygen Reduction Reaction (ORR), a key reaction in hydrogen fuel cells,
and scalable fabrication of N-rGO supercapacitor electrodes was also demonstrated.

Finally, experiments involving graphitic carbon were developed to another family
of materials with a layered atomic structure. MoS,, a Transition Metal Dichalcogenide
(TMD), was shown to readily catalyse the Hydrogen Evolution Reaction (HER); a
crucial reaction in the clean generation of hydrogen gas. A scalable, reliable synthetic
route to produce MoS, electrodes using conducting PyC as a backbone was developed.
The performance of the MoS, /PyC hybrid electrode was related to the structural
properties of the catalytic MoS, surface layer, as probed by spectroscopic techniques.

In summary, a number of novel electrodes were synthesised by controllable and
scalable gas phase processes. The electrodes were thoroughly characterised by
surface analytical techniques and their electrochemical performance evaluated. The
different electrodes showed promise in electrochemical sensing and energy storage
and conversion.
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Chapter 1
Introduction

This section details the different materials studied throughout this thesis and the
motivation for the studies undertaken. The experimental chapters which follow can
be broadly categorised into those dealing with graphitic carbon materials
(chapters 4-6) and a final chapter which primarily focusses on inorganic layered
materials, specifically MoS, (chapter 7).

1.1 Graphitic Carbon Materials

It is well established that carbon can form materials with wildly different properties,
depending on the bonding configuration. sp® hybridisation results in diamond; with
each carbon atom tetrahedrally bonded to four other carbon atoms. sp? hybridised
carbon forms layered graphitic sheets, with each atom bonded to three others and
a p, electron contributing to a delocalised electron cloud. This gives rise to van der
Waals bonds between graphitic sheets to form a bulk layered structure. Diamond
is extremely hard, transparent and electrically insulating as a result of the rigid
bonding configuration. Graphitic carbon possesses strong bonds within the graphitic
sheets, but weak interplane bonding causes the bulk material to be quite soft as the
layers can slip past each other. Additionally, the delocalised electrons readily conduct
electricity and interact with visible light, causing graphitic materials to appear black
in colour. All carbon materials considered in this thesis are graphitic carbons with
varying properties dependent on their microstructure. The bonding structure of
diamond and graphite are shown in fig. 1.1.

Nanostructured carbon materials are often considered to be separate allotropes
of carbon in their own right. Fullerenes, most famously Buckminsterfullerenes or
"Bucky-balls", consist of carbon atoms arranged in spherical arrangements.!
Fullerenes, consisting of sp? hybridised carbon, are considered a distinct carbon
allotrope. The same is true of Carbon Nanotubes (CNTs)?! and graphene,[®! the
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2 CHAPTER 1. INTRODUCTION

Fig. 1.1. Illustrations showing the bonding structures of (a) diamond and (b) graphite.

latter of which is considered in some detail later in this section.

1.1.1 Pyrolytic Carbon

Pyrolytic Carbon (PyC), also known as Pyrocarbon, is a polycrystalline graphitic
material with very small crystallite sizes and turbostratic stacking. The crystallites
of this material are arranged at random orientations to each other with some
covalent bonding between them. PyC is formed via the pyrolysis of carbonaceous
precursors which removes all other substances from the material to result in a
nanocrystalline graphitic material. In this study, PyC was formed via pyrolysis of
gas phase hydrocarbon precursors in a non-catalysed Chemical Vapour Deposition
(CVD) process (more details of which are given in chapter 2). Depending on how
growth parameters such as flow rate, temperature, substrate, chamber pressure and
deposition time are varied, the orientation and stacking of the crystallites can
change. An exhaustive study of the various parameters which influence the
deposition of PyC culminated in a series of papers on the topic by Hiittinger and
co-workers.“!] Originally the studies of the crystalline structure were performed
using polarised optical techniques and electron microscopy, with the classification
of PyC having its roots in these studies. Reznik and Hiittinger assessed the many
classifications of PyC and concluded that the material can broadly be categorised as
isotropic, with no overall orientation in the structure, or by virtue of the so-called
orientation angle (OA).!'?) This is illustrated in fig. 1.2.

Though the structure and physical properties of PyC have been thoroughly studied
for decades, its physical, chemical and mechanical properties can yet be exploited
for many modern applications. Despite the huge amounts of research and funding
dedicated to more recently discovered nanostructured carbon materials such as CNTs
and graphene, PyC can still be useful given it has several advantages over more
exotic nanocarbons; such as the lack of catalyst required in its synthesis and ease of
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Fig. 1.2. (a) Polycrystalline structure of PyC. (b) possible microscopic structural orientations of
PyC. Adapted from Reznik & Hiittinger. (1]

handling. Its excellent properties have lead to it being used as a coating for prosthesis
such as heart valves!'*! and small orthopaedic implants!'#!%] (its bio-compatibility
also being desirable for such applications), as a neutron moderator in pebble bed
nuclear reactors,'®) in the nose cones of hypersonic vehicles!'”) and as a friction
material in clutch assemblies.[®! The aforementioned bio-compatibility of PyC has
been separately demonstrated in several publications.!>?*! Conformal deposition
on to structured substrates and infiltration into porous materials have also been
demonstrated.

1.1.2 Graphene

Graphene, a single sheet of graphitic carbon, was first experimentally produced in
2004.%) Prior to this it had been considered as a useful construct for theoretical
studies but questions existed over its physical stability. Fig. 1.3 shows an illustration
of an extended graphene sheet. This material exhibits the highest known electrical
and thermal conductivities as well as exceptional in-plane mechanical strength. The
high electrical conductivity coupled with the unique 2D geometry marks graphene
as a material of high interest for electronic devices.[?!-2) However, the immediate
applicability of graphene to such devices, particularly Field Effect Transistors (FETS)
is limited by the fact that graphene exhibits semi-metallic behaviour. Nonetheless,
the unique combination of physical, chemical, electrical and structural properties of
graphene have made it one of the most investigated materials over the last ten years,
with a multitude of proposed and demonstrated applications.

The first production of graphene involved mechanically exfoliating flakes of the
material from bulk graphite crystals via the so-called Scotch Tape method.?®) Since
then, many more techniques have been developed which produce graphene and
related materials of varying quality and yield. Top-down approaches involve
removing individual graphene sheets from graphite crystals, while bottom-up
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Fig. 1.3. Illustration showing the structure of a single graphene sheet.

approaches involve growing or depositing carbon to form graphene films directly.

Mechanical exfoliation generally produces the best samples in terms of sample
cleanliness, crystallinity and monolayer proportion. However, this technique is not
easily scalable and only produces isolated graphene flakes. Liquid phase exfoliation
of graphene flakes into dispersions in appropriate organic solvents'?”) or surfactant
stabilised aqueous solutions!?® is carried out by supplying energy, in the form of
ultrasonic energy or sheer forces,?®) to forcibly separate the bulk crystals into a
liquid dispersion of graphene flakes. This may then be drop-cast or spray-coated
onto a substrate and, with the evaporation of the solvent, isolated flakes or even
continuous films of graphene result. This process presents a means of producing large
scale graphene-based devices and structures; although some issues such as the small
flake size, poor yield of monolayer flakes, difficulties controlling the distribution of
the lateral flake dimensions and possibility of re-aggregation of flakes upon drying,
remain. These two techniques are illustrated in fig. 1.4 (a) and (b), respectively.

Another route towards large scale production of graphene materials involves the

[30] The extensive

exfoliation of graphite oxide flakes from graphite crystals.
coverage of this material with oxygen functional groups causes an expansion in the
graphite layered structure and allows the materials to be readily exfoliated and
dispersed in water and other polar solvents; facilitating liquid-based processing.
Monolayers of this material are known as graphene oxide (GO). The subsequent
reduction of GO flakes back to graphene through chemical,’®!! thermal’®?! and
electrochemical™® means (or combinations of these)®* re-generates a
graphene-like material. An illustration of this is shown in fig. 1.4 (c). This process,
however, does not fully restore the GO back to a pure sp?-hybridised carbon
material; some oxygen groups and structural defects remain regardless of the
reduction process. Consequently, the resultant material is more accurately referred
to as reduced Graphene Oxide (rGO). The residual oxygen present in rGO
negatively affects electrical and mechanical performance and limits its practical use
in some graphene research and applications. However, certain applications require
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large quantities of material rather than pristine quality. Indeed, certain applications,
such as electrochemical catalysis, require structural defects in order to facilitate
desired reactions. Processes such as liquid phase exfoliation and reduction of GO
present suitable techniques to produce graphene or graphene-like material for these
applications.

(a) (b)
sy ’ ' N
) \béf g \)4\‘0

Fig. 1.4. A selection of routes towards the synthesis of graphene. (a) Mechanical exfoliation
of graphite, (b) liquid phase exfoliation of graphite, (c) reduction of graphene oxide and (d)
chemical vapour deposition.

Bottom-up processes include techniques such as CVD, [*>3¢] whereby graphene
films are deposited directly on the substrate surface from gas phase carbon precursors
(illustrated in fig. 1.4 (d)); and the thermal decomposition of SiC, in which annealing
of SiC removes Si from the (001) surface and results in the epitaxial growth of
graphene.®”] Both of these techniques boast a compromise between compatibility
with industrial processing and yield and graphene quality. Other techniques involve
joining together molecular assemblies of graphene-like molecules to form extensive
graphitic molecular structures. 8! These approaches allow for precise control over
the geometry of the molecules and the presence and extent of heteroatoms, but suffer
from very low yields.

At this point in this treatise, a note must be made regarding the terminology
of graphene. Strictly speaking, "graphene" refers to an idealised single sheet of
sp*-hybridised carbon, as illustrated in fig. 1.3; with all of the unique electronic,
physical, chemical and mechanical properties that this structure entails. However,
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practically, a much looser definition of this word is used in the literature. Generally
speaking, graphene is understood to mean "graphene-like" and encompasses few
layer graphene and heavily disordered graphitic materials. Indeed, some publications
describe material as graphene, when it is patently structurally more like PyC or even
graphite. In this document, care is taken to use appropriate and accurate names
when discussing the materials studied. "Graphene" concerns monolayer films of the
same, "few layer graphene" describes thin graphitic films with properties tending
towards that of bulk graphite and, finally, "reduced graphene oxide" is used for rGO,
even though rGO is often called graphene in the literature.

1.1.3 N-Doping of Graphitic Carbon

Doping of carbon with heteroatoms can significantly alter the physical, electronic,
optical and chemical properties of these materials. In particular, Nitrogen doping
(N-doping) of graphitic materials has been extensively studied as these materials
possess tremendous potential for a myriad of applications ranging from energy!3%4°]
to sensing.*1*3] Incorporation of nitrogen in to the structure of graphitic materials
can take place in a number of configurations. Direct substitution of a carbon atom
for a nitrogen atom in the basal plane of a graphitic layer with no further crystalline
rearranging is known as quaternary or graphitic nitrogen. In this case, the extra
electron in the nitrogen contributes to the delocalised 7-electron cloud; providing
extra charge carriers. Should this substitution of nitrogen for carbon take place at
the edge of a graphitic layer, this is known as pyridinic nitrogen. This configuration
contributes two extra electrons to the 7 electronic system and, additionally,
contributes to the increased reactivity of the edge plane regions of the material.
Pyrrolic nitrogen occurs in five membered ring structures at edge plane sites, also
contributing two electrons to the 7 system. Both quaternary and pyridinic nitrogen
configurations are sp? hybridised, while pyrrolic nitrogen exhibits sp® character. (44!
Nitrogen can also bond to the carbon lattice in an out of plane manner via the
attachment of amine groups to the material. These configurations are illustrated in
fig. 1.5.

The extra electrons donated by the nitrogen result in N-doped carbons showing
n-typel*J charge carrier behaviour with increased charge carrier concentration but
with lower carrier mobilities than for pristine graphitic materials.*®! Modulation of
the extent of N-doping of graphene has been theoretically demonstrated to allow
control of the electronic properties of graphene.#”) However, experimental work has
only succeeded in opening a small band gap in size; too small for incorporation in
to FET devices.[*8] The greater chemical activity at N-dopant sites is of particular
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Quaternary
Nitrogen

Pyrrolic
Nitrogen Pyridinic
Nitrogen

Fig. 1.5. Schematic illustrating different possible configurations on N-doping in a graphitic
system; pyridinic, quaternary and pyrrolic Nitrogen. Also included are a number of possible
Nitrogen functional groups such as cyano groups and amines (primary and secondary amines
are illustrated here). Note that Hydrogen atoms terminating the graphitic lattice have been
omitted for image clarity.

interest for electrocatalytic reactions; which are of great significance as an alternative
to expensive noble metal catalysts for the Oxygen Reduction Reaction (ORR) in
hydrogen fuel cells, 44249501 increased cycling stability in Li-ion batteries*>°!! and
sensing.!*>%2] Indeed, the biocompatibility of both CNTs and graphene has shown to
be enhanced through N-doping!®®!, which has a bearing on the sensitivity of these
materials compared to pure carbon materials. !}

Although their fascinating properties endow them with great potential, the
successful adoption of graphene based materials for useful applications also relies
on factors such as cost, processability and mass production in addition to chemical
requirements. Thus, the successful approach to N-doping of graphitic materials
must satisfy a number of criteria for the technique to be useful beyond academic
interest. Many works have dealt with various approaches to the functionalisation of
CNTs®* and graphene using methods both in situ during synthesis'**! and ex situ
post-synthesis.!®>) N-doping of less exotic carbon materials has also been
investigated for various applications. N-doped activated carbon has been shown to
improve the adsorption of SO, and NO gas for scrubbing of exhaust fumes.*657]
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1.2 Inorganic Layered Materials

Recent trends in the research community have seen a dramatic rise in the interest in
a family of layered 2D materials known as Transition Metal Dichalcogenides
(TMDs). %851 The basic structure of these materials is MX,, where M is a transition
metal and X represents a chalcogen such as sulfur, selenium or tellurium. This is
shown in fig. 1.6 (a). The huge number of combinations of transition metals and
chalcogens which can exist results in a veritable plethora of possible TMDs.
Fig. 1.6 (b) highlights a number of transition metals and chalcogens which are
known to form compounds with a layered structure. The physical, chemical and
electronic properties of these various TMDs vary wildly, which allows these
materials to be exploited as required by different applications.

(a) ‘
» ) ,‘

(b)
— @ Transition metal Chalcogen =
H He
st B
+al Bei o Pl Bl il Bl i
Li | Be B|{C|N|O|FINe
A Ab Al bl
Na | Mg Al Si P| S |Cl|Ar
wo | w I B | % | 3| . || wm | ® | % || a| w | s | w | %
K Ca Sc|Ti| V r Mn Fe |Co N| Cu Zn Ga Gg As | Se | Br | Kr
s e e e w | || || w | e | S | W
Rb| Sr Y [Zr | Nb|Mo| Tc |Ru(Rh|Pd|Ag|Cd|In|Sn|Sb|Te| | |Xe
T (o [ D = | A% e e Ty TR Ty
Cs|Ba| * [Lu|Hf{ Ta| W|Re|Os| Ir | Pt |Au|Hg| Tl |Pb| Bi | Po| At [Rn
et R B e e B B P T
L " 99102 103 104 108 106 107 108 1090 10 " "2 14

Fr|Ra|**| Lr | Rf | Db| Sg|Bh | Hs | Mt {Uun{Uuu|Uub| Uuq

L . 2 A o e ooy ey ey . oa o L_oe |

Fig. 1.6. (a) Illustration showing the structure of a monolayer of a typical TMD. (b) Periodic
table showing the various elements which can be combined to form layered TMDs.

TMDs of the form MX, can exist in the so-called 2H phase, a trigonal prismatic
structure, or 1T phase, an octahedral structure.®®) MoS,, as an example, only occurs
naturally in the semiconducting 2H polymorph, but can be converted to the metallic
1T phase via ion intercalation techniques.®!) Illustrations of these two solid phases
for MoS, are shown in fig. 1.7.

The properties of the bulk crystalline forms of many TMDs (layered or
otherwise) have been well known for many years. MoS, has been extensively used
as a solid lubricant as the weak interlayer bonding facilitates sliding of adjacent
layers to reduce friction in mechanical assemblies. The high temperature stability of
MoS, has seen it employed as a dry lubricant over other layered materials such as
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Fig. 1.7. (a) 2H and (b) 1T structures of MoS,. Reproduced from Huang et al.[60]

graphite. While the properties of bulk quantities of many TMDs have been well
established for some time, recent advances in graphene research have seen
techniques used for isolation of monolayer materials applied to inorganic layered
materials such as layered TMDs.®) Isolation of monolayers of TMDs has shown
that these materials exhibit radically different properties to their bulk form and,
consequently, a vast number of applications have been proposed.

The semiconducting nature of certain layered TMDs is of particular interest for
electronic applications. Bulk TMDs typically show an increase in the bandgap, E,,
upon reduction in dimensionality to monolayer, with an accompanying change from
indirect to direct bandgap behaviour. For example, Splendiani et al. showed this for
MoS, and related these changes in band structure to the emergence of
photoluminescence in monolayer MoS,.!%?) The band structure calculated for bulk
(E;=1.29 eV), 4 layer, 2 layer and monolayer (E,=1.9 eV) MoS, is shown in fig. 1.8.
It has been proposed that further engineering of the electronic properties of MoS,
may be performed via strain engineering of the films.[%>%*! There are reports of
logic applications with TMD FET devices with monolayer MoS, exhibiting n-tpye
behaviour. 6566

The main application areas in which MoS, and other TMDs have been
investigated are in catalysis and energy applications; with these two fields often
related. TMDs have been demonstrated as useful in solar energy harvesting, both in
photovoltaic devices!®”) and as counter electrodes to boost the efficiency of Dye
Sensitised Solar Cells (DSSCs).[%®] These materials have also been used in
electrocatalysis and photocatalysis as alternatives to established expensive noble
metal catalysts, with the most well known example being the use of TMD electrodes
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Fig. 1.8. Calculated band structure for (a) bulk, (b) 4 layer, (c) bilayer and (d) monolayer
MoS,. Reproduced from Splendiani et al. (6]

to catalyse the Hydrogen Evolution Reaction (HER).[®>7°! This involves the
production of H, gas from aqueous media via electrochemical means.

Hydrogen Evolution Reaction

Efficient and sustainable production of hydrogen is essential for a hydrogen-based
economy to reduce our dependence on fossil fuel energy sources.”!) The
electrochemical splitting of water via proton reduction in the HER provides a
feasible route towards this without dependence on consumable resources. However,
to date, the best HER performance has been achieved using prohibitively expensive
platinum electrodes, severely limiting the practical applications of this technology.
If the HER is to be exploited as a viable energy source, alternative electrocatalysts to
Pt must be sought. TMD electrodes, among the wide range of investigated catalysis
applications, have shown promising catalytic activity towards the HER.[7%7273]
Thus far, MoS, has been the most heavily studied material in the context of
HER catalysis, although studies on the HER behaviour of other materials such as
MoSe,, WS, and WSe, have recently emerged.”*7%! Depending on the synthesis
route undertaken, HER activity has been attributed to different features of TMD
layers. Where MoS, flakes have been exfoliated from bulk material via intercalation
of Li-ions, it has been demonstrated that the HER activity is related to the presence
of the 1T polymorph.!””78 This is not found in bulk MoS,, which consists solely
of the 2H polymorph. Many other studies have attributed HER activity of MoS,
to the presence of unsaturated sulfur atoms along molybdenum edges of the MoS,
structure.7%8%] Furthermore, theoretical studies have shown that sulfur vacancies
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catalyse various reactions at the MoS, surface.[®!] These defects, in the otherwise
catalytically inactive basal plane of the sulfur sub-lattice, act as catalytically active
sites.

Evaluation of HER catalysts is carried out principally by assessing two key metrics;
the onset potential and Tafel slope. The onset potential signifies the overpotential
which must be applied to the working electrode before proton reduction takes place.
The more efficient a material is in catalysing the HER, the lower the potential which
must be applied to the electrode; a greater change in current for a given change in
applied overpotential is observed. Hence, H, fuel can be generated with a lower total
power input. Analysis of the Tafel slope for a particular catalyst provides an insight
in to the mechanism by which the HER proceeds. Certain reaction mechanisms are
more energetically favourable and, thus, it is desirable to engineer a catalyst to follow
this reaction route. Details concerning the analysis of the electrochemical data for
HER are given in chapter 2.

1.3 Thesis Aims and Objectives

The work presented in this thesis is primarily concerned with the preparation of
various electrode materials and understanding the electrochemical performance of
these materials via thorough physical and chemical characterisation. In
chapters 4 and 5 plasma treatment of graphitic films is used to change their surface
chemistry and, hence, modify electrochemical processes at the surfaces. The
motivation for this is towards the production of inexpensive electrochemical
sensing platforms. Chapter 6 aims to produce gram scale of materials for
electrochemical energy applications using a novel technique for the simultaneous
reduction and N-doping of GO. Finally, TMDs are considered for further energy
conversion and storage applications in chapter 7. In particular, efforts were made to
improve the catalytic performance of MoS, films. In all the works presented,
achieving final goals was predicated on thorough characterisation of the studied
materials to fully understand the electrochemical processes occurring at the
surfaces of these materials.
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Chapter 2
Theory and Background

This chapter explains the theory underpinning the various techniques utilized
throughout this thesis. Firstly, the understanding behind techniques used to
produce and modify the materials are dealt with; then characterisation techniques
are explained so as to provide an understanding of the results presented in
chapters 4-7. Specifics pertaining to equipment and processes used are briefly dealt
with in chapter 3.

2.1 Chemical Vapour Deposition

Deposition of materials via CVD occurs whereby precursor compounds in the
vapour phase react or decompose over a sample surface, resulting in deposition of
the desired material. CVD is highly versatile and, as such, is used across a wide
range of industries and fields of science as it allows the deposition of uniform films
with good control over properties such as thickness, chemical composition,
crystalline structure and conformality. The technique is scalable, making it
attractive to industries and processes which call for large scale production of
material with uniform properties. Many variations on the basic technique exist to
further control or optimise the process, depending on the desired results. These
include Low Pressure CVD (LPCVD), in which all processes are carried out below
atmospheric pressure; and Plasma Enhanced CVD (PECVD), where energy is
imparted to the precursor compounds by plasma in addition to or as an alternative
to more usual thermal energy sources. Another CVD variant is Atomic Layer
Deposition (ALD) which uses a two-step self-limiting deposition to form compounds
in a layer-by-layer manner. This is particularly useful for depositing extremely thin,
but uniform, films such as gate dielectrics in the semiconductor industry. All CVD
processes involved in the various studies in this work can be classified as LPCVD as

all deposition/processing takes place at pressures of the order of 1 Torr.

13
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Typically, precursors consist of volatile gases which undergo chemical reactions
or thermal decomposition to form reactive intermediate species which then interact
with the sample surface. After physisorption on to the sample surface, these species
can undergo a number of subsequent steps such as desorb back into the gas phase
or diffuse along the substrate surface. These mobile adsorbates can then react with
defects or features in the substrate surface or with further adsorbed species. The
latter results in the nucleation into clusters which ultimately grow as further adsorbed
species react and join up with the nucleating cluster. In some cases, precursor species
can adsorb directly on to clusters out of the gas phase without first interacting with
the substrate surface. Fig. 2.1 illustrates some common surface processes involving
adsorbed species.

Gas flow Exhaust
—> @ E >

Desorption

Nucleation

>

Adsorption Diffusion

Deposit growth
Surface feature

Fig. 2.1. Schematic representing the possible interactions which can occur between a reactive
species (blue) with a substrate (orange).

The nature of the substrate plays a key role in determining the nature of the final
deposit as the interaction between the substrate surface and the deposit determines
the deposition regime which occurs. When the adsorbates and nucleating crystals
are more strongly bound to each other than the substrate, islands of growth occur.
This is known as the Volmer-Weber growth mode. When there is a strong interaction
between the substrate and the deposit, the Frank-van der Merve growth mode is
preferred, where complete layers of the deposit grow before subsequent layers form.
In some cases, another growth mode occurs when initially layer by layer growth is
favoured, but, after the completion of one entire layer, subsequent layer growth is
unfavourable and islands form atop the initial layer. This is known as the Stanski-
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Krastanov mode. A schematic of these growth modes is shown in fig. 2.2. These
growth mechanisms are explained in greater detail by Venebals et al.!*¥ In CVD of
carbon materials, control of the growth substrate allows one to readily control the
nature of the deposited film to favour highly crystalline layered materials such as
graphene or randomly arrayed polycrystalline films such as PyC.

b e — W W

e AR

(a) (b) (c)

Fig. 2.2. Schematic representing different crystal growth modes during deposition. (a) Volmer-
Weber, (b) Frank-vander Merve and (c) Stranski-Krastanov. The arrow on the left hand side
represents increasing deposition of material.

&

2.1.1 CVD of Pyrocarbons

All CVD of carbon materials in this work was performed via the thermal
decomposition of hydrocarbons over appropriate substrates. CVD of carbon
materials is a highly complex process as there are a great many possible reaction
pathways involving the competition of heterogeneous and homogeneous reactions
in the gas phase. Some heterogeneous reactions involve the nucleation of carbon
from the vapour phase forming soot. These reactions can be minimised by ensuring
low hydrocarbon partial pressure and residence time in the reactor. The nature of
the homogeneous reactions which occur via thermal decomposition before
deposition onto the substrate are explained in some detail by Benzinger et al.[*’
These reactions involve dehydrogenation and cracking of C-C bonds. Possible
reaction pathways are shown in fig. 2.3, which shows an example of a
heterogeneous surface reaction where methane interacts with a surface adsorption
site, or various homogeneous vapour phase reactions where various hydrocarbon
species and intermediates can be formed from methane.

The choice of precursor hydrocarbon has been shown to have an effect on the
reaction pathway involved in the deposition of PyC by virtue of the various carbon
radicals formed during the CVD process. This is thoroughly dealt with by Becker
and Hiittinger where it is shown how hydrocarbons with varying carbon content
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(@) CH, +25() = S(CH,) + S(C)

CH, +H > CH, + H,

(b) (c)
C,Hy + CoH, @ = CoHe
CH3+CH4‘>C2H5+H2 C4H4.+C2H29 CGHG.
CiHg > + GHy + H, CeHe® + M > CHg + Me
C,Hs > C,H, +H

C,H, + CH; = C,H, + CH,
C,H; > C,H, +H

Fig. 2.3. (a) A possible interaction between methane and free surface sites on substrate, S().
(b) Formation of acetylene from methane. (c) Formation of benzene from acetylene with a
non hydrocarbon molecule; e Indicates excited molecule. All reproduced from Hiittinger and
co-workers. (4]

affects the deposition of PyC.!%®] The reactor design'®’ and growth temperature®’
and pressure!'!) are also extremely important for CVD processes. Substrate choice
affects the nature and rate of deposition as the number and layout of active surface
adsorption sites influences the kinetics and rate of carbon deposition. Delhaes
showed how changing the growth temperature, carbon partial pressure or residence
time of the carbon species can change the microstructure of CVD grown PyC
films. (%3] Phase diagrams illustrating the different deposition regimes are shown in
fig. 2.4.
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Fig. 2.4. (a) Carbon concentration-temperature and (b) temperature-residence time phase
diagrams for the different PyC microstructures obtained via CVD of methane. Reproduced from
Delhaes. [83]

Growth of carbon deposits via CVD can proceed by two differing mechanisms
which ultimately governs the microstructure of the resultant film. Balancing various
reaction parameters such as richness of the hydrocarbon source, temperature,
residence time etc allows the different regimes to dominate. Carbon species can
chemisorb on to edge plane carbon sites on existing deposits, leading to growth of
existing graphitic crystals; or physisorb on to basal planes leading to nucleation of
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new graphitic crystals. The former is known as the "growth mechanism", whilst the
latter is known as the "nucleation mechanism". These mechanisms are discussed in
detail by Hu and Hiittinger.[®*! These growth mechanisms are illustrated in fig. 2.5.

Nucleation mechanism on basal planes

Graphitic

Growth mechanism €
layers

from crystallite edges

Fig. 2.5. Illustration of the nucleation and growth mechanisms of carbon growth as discussed
by Hu and Hiittinger. (8%]

PyC Deposition

As illustrated in fig. 2.3, hydrocarbons which undergo thermal decomposition can
then undergo vapour phase reaction to form various carbon species including
aromatics or Poly Aromatic Hydrocarbons (PAHs). Larger molecules favour
physisorption on graphitic basal planes and, consequently, the growth of
polycrystalline deposits such as PyC. Furthermore, the interaction between the
deposit and growth substrate heavily influences the microstructure of the deposit.
This is dealt with in detail by Hiittinger.[®>) The high interfacial energy between
SiO, and carbon deposits and the very different crystalline structures of the two
materials, coupled with the poor mobility of carbon physisorbed on SiO,, results in
the formation of PyC when this growth substrate is used. Physisorption of carbon
species on either the substrate or existing graphitic deposits is not favoured and
little to no re-organisation of adsorbates results in randomly oriented crystallites
with small lateral dimensions. Some control of the crystallite size and PyC
microstructure can be achieved by varying reaction parameters such as temperature,
residence time and hydrocarbon source, as outlined in the previously cited papers
in this section. Additionally, introducing further gaseous species, such as hydrogen,
into the vapour mixture can have a large influence on the nature of the resultant
deposit via competition with carbon radicals for surface adsorption sites. 8!

Graphene Growth

The use of certain transition metals as growth substrate dramatically changes the
microstructure of the graphitic deposit. In the case of Ni substrates, the lattice
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mismatch between graphitic planes and the Ni(111) plane is rather low with a low
interfacial energy.!®”] Carbon adsorbates on this surface are significantly more
mobile than in the case on SiO, and, thus, these adsorbates are capable of diffusing
across the substrate surface until chemisorbing on to edge plane sites of nucleation
sites/crystallites, resulting in further growth of these crystallites. This follows the
aforementioned growth mechanism. Additionally, Ni acts as a catalyst for the
reactions which break hydrocarbons into constituent carbon and hydrogen. The
growth mechanism has been shown to dominate with smaller light hydrocarbons
and, thus, favour more ordered graphitic growth. Step edges in the Ni surface and
other crystalline defects also act as chemisorption sites for carbon species, which
increases the deposition rate further.[8®8%) The different grains of Ni a typical
polycrystalline Ni film present different crystalline facets to the surface resulting in
different growth rates on different parts of the Ni film.!®® In addition to vapour
phase deposition of graphitic material directly on the Ni surface, a secondary
mechanism occurs whereby carbon dissolves into the bulk Ni at high temperatures
and segregates to the surface under cooling.!®*) This has been observed for isotope
labelled carbon by the group of Ruoff.!”? As a result, growth on Ni results in rather
thick graphitic deposits which is problematic for the deposition of monolayer
graphene.

Cu was first used for the growth of large area monolayer graphene by Li et al. of
the Ruoff group in 2009.1°*) The Cu(111) surface has a very low lattice mismatch
with graphitic layers, but the extremely low solubility of carbon in Cu precludes
the secondary precipitation mechanism during growth of the graphitic deposit. In
addition to this, the differences in electronic structure between Cu and Ni means
that the energy barrier of chemisorption of carbon species on to Cu is approximately
four times that of Ni.[%#) As a result, these species have a sticking coefficient on Cu
five orders of magnitude less than on Ni.[®*) Consequently, growth of graphitic layers
on Cu with CH, is mostly limited to monolayered graphene. In the graphene studies
presented in this work, both monolayer and few-layer graphene were grown on Cu
and Ni foils, respectively.

2.2 Plasma Treatments

Plasma is a gaseous-like state whereby a portion of the atoms or molecules are ionised.
Plasma is considered to be a distinct state of matter owing to its unique material
properties. The laws governing the motion of particles in plasma are established
by the forces between near-neighbours.”®°”] Plasmas are generated in laboratory
environments by imparting energy into a gas via electric current (glow discharge



2.3. RAMAN SPECTROSCOPY 19

diode) or radio waves (inductively coupled plasmas); electrons absorb this energy
and particles become ionised. Owing to the fact that the electrons absorb most
of the applied energy in generated plasmas, separate parameters describing the
temperature (energy) of the electron, T,, and the temperature of the ion, T;, are
used. These parameters are used to categorise plasma types.

Species present in plasma can interact with other "normal" matter in a number of
ways. Plasma ions and radicals can in turn radicalise gaseous particles and etch solid
materials through kinetic and chemical reactive interactions. The plasma treatment
techniques used throughout this work exploited the reactive nature of the plasma
radicals in interactions with various materials.

2.3 Raman Spectroscopy

Raman spectroscopy is an extremely powerful characterisation technique which
probes the vibrational energy levels of a material and can reveal a wealth of
information about a material’s crystalline structure. This phenomenon was first
observed by Sir C.V. Raman and K.S. Krishnanin 1928, for which Raman
received the Nobel prize in physics in 1930.

Upon irradiation of a sample with light, an excitation of an electron promotes it
from its ground state to a virtual level. Typically, recombination occurs as the electron
relaxes back to its initial state with a corresponding photon emission of equal energy
to the incident photon. This is known as Rayleigh Scattering. However, a small
portion of the excited electrons (1 in 107) undergo inelastic scattering involving
phonon interactions prior to relaxation back to its original state. This is illustrated
in fig. 2.6. Relaxation back to a higher energy than the initial energy results from
the electron having lost energy. The emitted photon will have a longer wavelength
(or higher energy) than the incident light. This is known as Stokes Raman scattering.
The opposite of this scenario, where the emitted photon has a shorter wavelength
(or higher energy) than the incident light, is known as Anti-Stokes Raman scattering.
The relative intensity of Stokes scattered light is much higher than that of Anti-Stokes
scattered light.[°%19) This is due to the fact that, at room temperature, the majority of
molecular vibrational modes are in the ground state, as governed by the Boltzmann
distribution. The relative intensity of Stokes scattering is related to the number of
vibrational modes in the ground state, while Anti-Stokes scattering arises from the
number of vibrational modes in the next highest excited state. Where the excitation
energy is close to that of an electronic transition, resonant Raman scattering occurs.
This greatly increases the intensity of the Raman process.

The polarisability of a molecule has an important bearing on the strength of the
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Fig. 2.6. Illustration of different elastic and inelastic scattering processes resulting from
irradiation of a sample with light.

interaction between the incident photon and the molecule’s electron cloud. If the
polarisability of a material changes upon interaction with an incident photon (or
other external field), the material is said to be Raman active. Distributed electron
clouds such as the n-clouds in graphitic materials are easily polarised and, as such,
exhibit very a strong Raman effect. Thus, this technique is highly suited to the
characterisation of graphitic carbons.

To generate a Raman spectrum, the scattered light is gathered and passed through
a monochromator before being detected. Most of the Rayleigh scattered light is
filtered out and only the Raman scattered light is analysed. A series of peaks are
observed on the resultant spectrum which correspond to specific photon-phonon
interactions within the sample material.

2.3.1 Raman Spectrum of Graphitic Materials

The Raman spectrum of graphitic materials is well established and has been used to
analyse materials such as graphite,'°!) amorphous carbon[°?! and fullerenes.1%%]
Recent years have seen great interest in the Raman spectrum of graphitic materials
corresponding to the level of interest in graphene in the research community.'14
The primary features of the Raman spectrum for graphitic materials are peaks which
appear at Raman shifts of ~1340 cm™!, ~1580 cm™' and ~2700 cm™!. These are
known as the D, G and 2D bands, respectively. Visible excitation resonates with
the m-states of graphitic or sp? hybridised carbon and, thus, the Raman spectra for
graphitic carbon dominates even in amorphous carbons with a high sp® content. The
G band arises due to in-plane vibrations with E,, symmetry and is present in all
graphitic systems, while the D band is related to structural defects in the crystalline
structure. The D band is related to breathing mode vibrations of A;, symmetry, which
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requires ring structure defects to be present in the system. This mode is forbidden
in defect free graphitic structures.

o N/
T ’ /:\

G band D band
E,; symmetry A;g symmetry

Fig. 2.7. Ilustration of Ey, and A, vibrational modes related to G and D bands, respectively.

The D band is a single phonon process of which the 2D band is the two-phonon
overtone of the transition. Both the D and 2D bands involved resonantly enhanced
scattering processes, which results in an intensity comparable to that of the G band.
Fig. 2.8 shows a schematic of double resonant Raman scattering. An incident photon
causes an electron to be excited to a state marked by a. Double resonant scattering
occurs if the electron is scattered from here to another electronic state, b. Interaction
with a second phonon or lattice defect can scatter the electron to state c, from where
it recombines with a hole to relax back to d, its original state. This gives rise to the D
band, while the second order of this interaction with zone boundary phonons gives
rise to the 2D band.

> k

Q

Fig. 2.8. Double resonant scattering mechanism. Electron is excited to a by an incident photon,
the electron is scattered to b by a phonon interaction before further scattering to ¢ and finally
recombination back to initial state, d. This mechanism accounts for the D’ band.

The D band arises due to so-called inter-valley scattering of electrons between
the K and K’ positions in the graphene Brillouin Zone. This is illustrated in fig. 2.9.
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The scattering process shown in fig. 2.8 is known as intra-valley scattering, where
the entire scattering process occurs at a single K position. In addition to the D band,
another defect-related peak arises due to intra-valley scattering and is known as the
D’ band. This manifests as a peak at ~1620 cm™'. The D’ band typically appears as a
shoulder on the G band.[%! In graphitic systems where a wide range of defect sizes
exist, an increase in the width of the D’ and G bands occurs which causes these two
features to merge.

Fig. 2.9. Double resonant inter-valley scattering mechanism. Electron is excited to a by an
incident photon at K position, the electron is scattered to b at the K’ position by a phonon
interaction before further scattering to ¢ and finally recombination back to initial state, d. This
mechanism accounts for the D band.

The Raman spectrum of graphite and single layer graphene is presented in
fig. 2.10 (a), clearly evident are the G and 2D bands. The lack of a D band is due to
the lack of defects or crystalline boundaries present in the samples. The effect of
number of graphitic layers on the spectrum is dealt with in section 2.3.3.
Fig. 2.10 (b) compares the spectra of graphite and PyC. The small D band present
in the graphite spectrum is due to the presence of crystalline boundaries as the
spectrum here is for powdered graphite. The PyC displays a spectrum typical of
highly defective or nanocrystalline graphitic materials with very broad D and G
bands merged together. The heavily suppressed 2D band is indicative of a lack of
long range ordering in the sample; suggesting a very small average graphitic
crystallite size. The spectral region around the D and G bands is heavily populated
with further Raman peaks only present in heavily defective graphitic materials.
These are shown in fig. 2.10 (c). In addition to the already mentioned D, D’ and G
bands are the I peak which is linked with graphitic disorder, sp-sp®> bonds and
polyenes;1%%1°7] and the D” band, which is associated with the presence of
amorphous carbon. %8
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Fig. 2.10. Raman spectra for (a) bulk graphite and monolayer graphene and (b) graphite
powder and PyC. (c) shows the D and G band region for PyC with various deconvoluted spectral
contributions marked. (a) Reproduced from Ferrari et al.! 03]

2.3.2 Average Crystallite Size

Analysis of the intensity ratio of the D and G bands, I,/I;, allows the average size
of graphitic crystallites, L, to be measured according to the formula by Tuinstra and
Koenig,[1°!) presented in equation 2.1 below.

I, _C(A)
IG_ La

2.1)

The term C(A) is dependent on the excitation wavelength of the incident laser.
Increasing levels of defects in graphitic samples will cause a broadening of the D and
G bands and, thus, it is more accurate to consider the relative integrated area under
the D and G bands rather just their relative intensities when calculating L,. Cancado
et al. proposed such a formula shown in equation 2.2.[11°]

(2.2)
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E, is the excitation energy of the incident laser and A, /A is area ratio for the
D and G peaks. This formula can be re-written in terms of the wavelength of the
excitation laser in nm, A}; as shown in equation 2.3.

Ap

L,(nm) = (2.4x107'°)(A}) p
G

(2.3)

Calculation of L, by analysing the D and G band ratios or areas breaks down as
graphitic materials become heavily defective. @ One feature which must be
considered is that as graphitic materials become more defective, the broadening of
peaks causes peaks to merge. In particular, the merging of the D’ with the G causes

(1] 1f one is to calculate

an increase in the intensity of the apparent G band peak.
L,, the different components of the spectrum must be deconvoluted such as in
fig. 2.10 (c) in order to accurately measure I, /I; or A,/A;. Ferrari and Roberston
propose their so-called Amorphisation Trajectory for graphitic carbon systems
where the position of the G band and I,/I; are tracked with respect to defect
levels/sp; content from graphitic carbon through to Diamond Like Carbon
(DLC).[192) As defects are introduced to graphite the material becomes
nanocrystalline graphite, (NC-graphite), then amorphous carbon (a-C) and,
ultimately, Diamond Like Carbon (DLC). The influence of defects in graphitic
carbon can cause the D and G band positions and intensities to change as illustrated
in fig. 2.11 (a). The amorphisation trajectory is shown in fig. 2.11 (b), where it can
be seen that while I, /I initially increases with increasing defects, after a certain
defect level has been reached the ratio starts to drop again.

2.3.3 Influence of Number of Graphene Layers

While Raman spectroscopy allows details about the crystallite sizes and defect
distributions in graphitic carbon to be probed, one can also determine information
about the number of graphene layers present. This is achieved due to a very specific
evolution of the 2D peak.!'%! The ratio of the G band to 2D band (I,,/I;) generally
follows predictable behaviour depending on the number of graphene layers present.
For monolayer graphene on a substrate of SiO,, I,,/I;=3-4. As the number of
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Fig. 2.11. (a) Factors influencing the D and G band region of the Raman spectrum for graphitic
carbons. (b) Amorphisation Trajectory showing G band position and I /I; from graphitic
carbon to DLC. Reproduced from Ferrari and Robertson. [102]

layers increases, I, /I; decreases towards that of bulk graphite; where the 2D band
is considerably less intense than the G band. The choice of substrate,among other
factors, will influence I,D /I;, meaning that this technique is ultimately unsuitable
for accurately determining the number of graphene layers. Analysis of the 2D peak
profile offers a more accurate method for this.

For single layer graphene, the 2D peak consists of a single sharp Lorentzian peak
of FWHM=~26 cm~!. The addition of a second graphene layer modifies the
electronic states at the Dirac point. This modification of the electronic structure
causes the 7 and n* bands to split into four bands. This results in the 2D band
splitting into four component peaks, reflecting the four different electron-phonon
interactions which can now take place.['°>1%°] The 2D band for bilayer graphene
has a FWHM=~50 cm™' and is upshifted by approximately 20 cm™! compared to
monolayer graphene. Addition of more graphene layers modifies the electronic
structure further. The spectrum for bulk graphite is observed for upwards of 5
graphene layers. Measured data for the evolution of the 2D band with number of
layers for different excitation wavelengths is shown in fig. 2.12 (a) and (b).
Fig. 2.12 (c¢) shows the deconvoluted contributions to the 2D band for two
excitation wavelengths in bilayer graphene.

Analysis of the shape of the 2D peak allows one to garner some insight into the
number of layers of graphene in a given sample. A good fit of a Lorentzian peak
with FWHM=30 cm™! to the 2D band will indicate monolayer graphene. Additional
layers will reduce the quality of fit and increase the FWHM. Fig. 2.13 shows data
for the Raman spectrum of a mechanically exfoliated flake of graphene. This sample
was analysed as part of a study on the mechanical properties of graphene with James
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Fig. 2.12. Variation of Raman 2D peak with number of graphitic layers for laser excitation
length of (a) 514 nm and (b) 633 nm. (c) Deconvoluted contributions to the 2D peak in bilayer
graphene for 514 nm and 633 nm laser excitation. Reproduced from Ferrari et al.[1%%]

Annett, who produced the flake. This flake consists of regions of different layer
numbers, as seen by the areas of different contrast in the optical microscope image
in panel (a). Area 1 corresponds to a monolayer region, area 2 to a bilayer region and
area 3 to a few or multilayer region. Scanning Raman spectroscopy which measures
multiple spectra over and area was performed; in this case Raman spectra were
measured over the area marked by the red box with approximately 10,000 spectra
recorded. From this data the average spectrum for each region is shown in panel
(b). Panel (c) shows maps representing the intensities of the D, G and 2D peaks, as
well as the width of the 2D band as calculated for a fitted single Lorentzian peak.
The intensities of the G and 2D bands follow the expected trend for increasing layer
number while the D band is only observed at the edge of the regions on the flake.
The 2D FWHM also trends as expected with increasing layer number, with the values
included with the corresponding spectra in panel (c).

2.4 X-ray Photoelectron Spectroscopy

X-ray Photoelectron Spectroscopy (XPS) is a surface sensitive spectroscopic technique
which exploits the photoelectric effect to obtain quantitative chemical information
about samples. The photoelectric effect, first reported in 18871!2! by Hertz and
finally fully explained in terms of quantum interactions by Einstein in 1905,!!!%!
is the phenomenon whereby photons with sufficient energy incident on a material
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Fig. 2.13. (a) Optical image of exfoliated graphene flake showing regions of different number of
layers. (b) Raman spectra corresponding to each region, 2D FWHM values are included for each.
(c) Intensity profile maps for G, 2D and D bands and 2D FHWM map for a fitted Lorentzian
peak.

causes the emission of electrons from the material. The information in the following
section draws from the introductory surface physics textbooks by Prutton!**! and
Woodruff and Delchar.[1®]

The kinetic energy of the emitted photoelectron, Ey, is described by the following
equation.

Ex =hv—¢ (2.4)

hv is the energy of the incident photon and ¢ is the work function of the irradiated
material, the energy required to remove an electron from the surface of the material.
The work function can be further expressed in terms of the binding energy of the
electrons, E; and the Fermi level and vacuum level of the material, E; and E, .,

respectively. Thus, the kinetic energy of the emitted photoelectron can be expressed
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as follows.

EK :hv_EB_(EF_EV(IC) (2.5)

Knowing the energy of the incident photon and then measuring the kinetic energy
of the emitted photoelectron allows one to determine the binding energy of the
photoelectron prior to it being emitted. This allows one to determine which chemical
species are present in the measured sample in a quantifiable manner. Generally
speaking, the emission of a photoelectron is modelled as a one-electron system for
the sake of simplicity. This allows one to neglect the terms E, and E, . in the equation
and simplify the expression to the following for a simple measurement of E; of the
material being analysed.

Ey =hv—E, (2.6)

Electrons with an kinetic energy of 200-1500 eV have a mean free path of 10-
20 A, corresponding to a general minimum of the mean free path as a function
of electron energy centred about 40 eV. This, essentially, is the sampling depth of
the technique; emitted electrons which kinetic energies greater or less than this
will not reach the surface to escape the material and, hence, will not be detected.
The use of higher energy X-ray (XPS) rather than Ultra Violet (UV) photons (UPS)
results in core electrons being ejected rather than valence ones. Fig. 2.14 depicts
the processes involved in photoemission due to both UV and X-ray irradiation. As a
result of these features, XPS is a surface sensitive technique which probes the core
electronic structure. This allows for highly accurate elemental and chemical analysis
of surfaces.

XPS data is presented as electron count as a function of binding energy. Peaks
occur at specific binding energies corresponding to the electronic structure of the
elements present in the measured sample. These are used to identify the species
present. The width of these peaks is dependent on many factors, including the
geometry of the experimental set-up and ensuring irradiation the sample with
monochromatic x-rays. To this end, high resolution systems employ beam
monochromators on the incident x-ray beam. Fitting of spectral components to high
resolution measured data reveals detailed information about the various chemical
species and functional groups present.
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Fig. 2.14. Photoemission process for UV irradiation (UPS) and X-ray irradiation (XPS). ¢ is
the work function of the material, Eg is the binding energy of the emitted photoelectron.

An important feature of XPS spectra is the "chemical shift" where a core peak is
shifted up or down in energy in correspondence to the addition of chemical bonds.
As electrons are added or removed from the atom, the core potential is decreased or
increased respectively. This in turn will affect the binding energy of emitted electrons
and, hence, the emission energy peak on the spectrum will change. Chemical shift
can reveal important information such as the oxidation states of metals by virtue
of the magnitude of the observed chemical shift. Emitted electrons may lose their
energy through a range of interactions which must be considered so as to interpret
the emission spectrum. These include, in order of increasing energy loss; phonon
interactions, electron-electron or plasmon interactions, and single or double particle
excitations and generation of Auger electrons.

2.5 Electrochemical Techniques

A variety of electrochemical techniques and experimental set-ups were used
throughout the experiments in this thesis. These measurements probed the
chemistry and catalytic activity of the surfaces studied. Employing the material
under investigation as the working electrode in various measurements allowed
characterisation of the interface between the electrode and liquid electrolyte. The
electrochemical theory explained here is adapted from textbooks by Fisher, ¢!
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Compton and Banks!!'”) and the Southampton Electrochemistry Group. !¢

2.5.1 Electrode-Electrolyte Interface

A thorough understanding of the interface between the solid electrode and liquid
electrolyte is of crucial importance if electrochemical data is to be accurately
interpreted. Several means of segregation of the positive and negative ions in
solution at this interface exist. This charge segregation is known as the electrical
double layer and the charge distribution and potential fields associated with it are
important to understand to fully explain the dynamics at electrode surfaces.
Application of an external electrical potential to the electrode directly manipulates
the double layer as charged species are attracted or repelled from the surface,
depending on the polarity of the applied potential.

Several successive models of the electrical double layer have been developed
ranging from the first simple Helmholtz model, the modified Gouy-Chapman model
which accounted for diffuse elements, the Stern model which incorporated elements
of the previous works, through to Grahame’s model which accounted for specifically
adsorbed ions. Modifications to and improved understanding of the electrical double
layer continue to this day.

2.5.2 Electron Transfer

When redox active species are present in the electrolyte, electron transfer (ET) events
take place whereby electrons are exchanged between the electrode and electrolyte
species. The chemical reaction that takes place in the electrolyte at the electrode
surface can be represented by the following reaction scheme.

R= O+ne” 2.7

R and O are the reduced and oxidised form of the redox active species,
respectively; while ne™ represents the number, n, of electrons, e~ involved in the
reaction. Redox processes, such as the general one outlined above, are driven by an
energy difference between the Fermi level of the electrode and the molecular
orbitals of the electrolyte species. A dynamic equilibrium is reached whereby the
molecular orbitals of the redox active species and the electrode Fermi level are at
the same energy and no net charge transfer occurs. Application of an external
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potential on the electrode manipulates the Fermi level in the electrode and, so, ET
between the redox species and electrode can, in turn, be manipulated. In an
electrochemical cell where no reaction direction is favoured and no net current
flows through the cell, the potential of the working electrode, E, is given by the
Nernst equation.

e oL cg"
E=E’+ —Iln— (2.8)
nF c§°

E° is a constant known as the standard cell potential and is a feature of the redox
couple in the system. R, T and F represent their usual thermodynamic variables
of the universal gas constant, temperature and Faraday’s constant, respectively. n
is the number of electrons involved in the redox reaction. ¢’ and c;° are the bulk
concentrations of the species O and R, respectively.

The influence of the Fermi level on ET behaviour is illustrated in fig. 2.15. In
the first scenario shown, no external potential is being applied to the electrode
and its Fermi level has reached the same level as the Highest Occupied Molecular
Orbital (HOMO) of the redox species; establishing a dynamic equilibrium where
ET is not favoured in either direction. Application of a negative potential to the
electrode raises the Fermi level, resulting in ET from the electrode to the Lowest
Unoccupied Molecular Orbital (LUMO) of the redox probe. Conversely, applying a
positive electrode potential lowers the Fermi level and ET occurs from the HOMO
of the redox species to the electrode. Scenarios (b) and (c) in fig. 2.15 represent
reduction and oxidation of the redox species, respectively.

Electrodes

Throughout this thesis, all materials characterised by electrochemical means are
employed as the working electrode. This is the electrode at which electrochemical
processes occur and are monitored. The potential is applied between this electrode
and the reference electrode. A third electrode, the counter electrode, completes
the electrical circuit such that the opposite of any ET processes which occur at the
working electrode occur at the counter electrode. The reference electrode is a system
with a stable electrochemical potential against which the potential of a complete
electrochemical system can be measured. The reference and counter electrode types

used in various measurements in this thesis are specified for each section.
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Fig. 2.15. Relationship between electrode Fermi level (Er) and molecular orbitals of the redox
probe in solution in relation to ET behaviour. Scenario (a) represents no applied electrode
potential with the system at equilibrium, (b) negative applied potential with reduction of redox
probe, (c) shows a positive applied potential with oxidation of the redox probe.

2.5.3 Cyclic Voltammetry

Cyclic Voltammetry (CV) is a dynamic technique which involves sweeping the cell
potential linearly from a set-point to another and back again ; the rate of change of
potential with time is known as the scan rate, v. The potential-time profile of a CV
I is shown in fig. 2.16 (a). The
voltammetric data is presented on a voltammogram with the current response

measurement with a scan rate of 100 mV s~

presented as a function of applied potential. In redox systems where Faradaic
processes occur at the electrode surface, peaks are observed on the resultant cyclic
voltammogram which correspond to oxidation and reduction events. For reversible
processes (only ideal systems, no real system is totally reversible) the peaks for the
oxidative and reductive sweeps on the voltammogram are mirror images of each
other. An example of a typical cyclic voltammogram is shown in fig. 2.16 (b),
including some standard parameters which are recorded for analysis

The profile of the redox peaks in CV are the result of several processes at the
electrode. For the oxidative peak, as the applied potential moves towards E°, more
oxidised species, O, are created at the electrode. The resulting concentration
gradient causes mass transport in the electrolyte near the electrode as O diffuses
away from the electrode surface and R diffuses towards it. The current flow due to
oxidation of R increases as the potential increases. This Faradaic current reaches its
maximum at the oxidation peak; at potentials beyond this the diffusion of fresh R to
the electrode limits the creation of O. This causes the current to reduce and
stabilise at a constant level dictated by the mass transport regime which replenishes
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Fig. 2.16. (a) Typical potential-time profile for CV showing repeated cycles between potentials
of 0.1 and 0.9 V. (b) Typical voltammogram for CV. Peak currents are indicated by red arrows
and labelled as Lpo ( peak oxidative current) and ipR (peak reductive current); corresponding
peak potentials are marked by dashed blue lines as labelled Epo (peak oxidative potential) and
E g (peak reductive potential). AE, represents the peak to peak separation, in V, of the two
redox peaks.

analyte at the electrode. The diffusion coefficient, D, of the analyte governs this in
the absence of any other factors. Use of stirring systems or rotating disc electrodes
increases the mass transport rate significantly so that the ET kinetics are the major
limiting factor in redox processes at the electrode. The opposite occurs during the
reductive sweep, where fresh O diffuses to the electrode surface. At higher scan
rates the species close to the electrode are consumed quickly, resulting in larger
peak currents with increasing scan rates.

For simplicity, the diffusion of analyte to the electrode can be considered semi-
infinite linear in nature, allowing the peak current of a system to be described by the
Randles-Sevcik equation. The following form of the equation (equation 2.9) arises
when Fick’s second law of diffusion is solved for an ideal system.

2 O.4463nFA\ —c®VDy (2.9)

ip is the peak current, n is the number of electrons involved in the redox process,
F is Faraday’s constant, A is the electrochemical surface area of the electrode, R is
the universal gas constant, T is absolute temperature, ¢ is the bulk concentration
of the analyte, D is the diffusion coefficient of the analyte and v is the scan rate.

For diffusion controlled systems a linear relationship should exist between i, and
V/».[119120) Earadaic processes for redox active species adsorbed on to the electrode
surface exhibit a linear relationship i, and v. For ideal single electron processes,
the peak separation, AE,, should equal 59 mV and be independent of scan rate.
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Realistically this is not the case as perfectly real systems deviate from this ideal. The
heterogeneous ET rate constant, k°, provides a quantitative measure of the rate of
charge transfer for Faradaic processes. Its absolute value and physical significance
is open to some discussion, but provides a means of comparing the performance
of different electrodes. This value can be determined from AE,. Electrodes which
display a smaller AE, in a given redox probe exhibit higher values of k°, signifying
more facile ET kinetics than a system with a larger AE,,.

2.5.4 Electrochemical Impedance Spectroscopy

Electrochemical Impedance Spectroscopy EIS is a technique where the cell potential
is set to a Direct Current (DC) value and small perturbations are applied to this (5
to 10 mV) to generate an Alternating Current (AC). The perturbation frequency is
varied over time and the response of the system to this is measured as a function of
this frequency. Interpretation of measured EIS data is aided by modelling the
electrode/electrolyte interface as a simple electronic circuit with different
components of the circuit representing processes that occur at the interface. Such a
circuit model is known as a Randles equivalent circuit as proposed by John Edward
Brough Randles. "]

The Randles equivalent circuit for a solid/liquid electrode/electrolyte interface
is shown in fig. 2.17 (a). R, is the resistance to charge transfer, R is the solution
resistance while C; represents the double layer capacitance arising from the
electrical double layer at the electrode/electrolyte interface. The final component of
the circuit is the Warburg impedance which arises due to diffusion of analyte to the
electrode. At higher frequencies the Warburg impedance is small as reactants do
not need to diffuse far whereas in the low frequency domain reactants diffuse
further; thereby increasing the contribution of the Warburg impedance. It should be
noted that in all the EIS measurements in the experiments which follow in later
chapters, that all charge transfer processes involve ET.

Presentation and subsequent interpretation of the EIS data is carried out on a
Nyquist plot. A Nyquist plot typical of the systems studied in this thesis is presented
in fig. 2.17 (b) with the various features marked. Impedance is the AC equivalent of
resistance and, as such, can be expressed as a complex number. Consequently,
impedance may be plotted on a complex plane with the real component, 7,
appearing on the x-axis and the imaginary component, Z”, appearing on the y-axis.
The high frequency portion of the plot (towards the origin) displays a semi-circular
shape which is characteristic of a kinetics controlled system. Here the impedance is
dominated by double layer charging and charge transfer processes. In the low
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Fig. 2.17. (a) Randles equivalent circuit for the electrode /electrolyte interface. (b) Typical
Nyquist plot showing semi-circular kinetic controlled region and linear diffusion controlled region.
R, is solution resistance, R, is resistance to charge transfer, C4; is the double layer capacitance.
w represents the frequency of the applied AC perturbation.

frequency region diffusion is the controlling factor and a linear relationship is
observed between the real and imaginary components of the impedance. The
diameter of the semi-circular region of the Nyquist plot is equal in magnitude to R,,.
Thus, an easy measure of this value can be carried out by analysing Nyquist plots
which allows for a quantitative comparison between the ET kinetics of redox
systems.

2.5.5 Tafel Analysis

Electrochemical analysis of HER catalysts in chapter 7 involves Tafel analysis of
voltammetric data. The Butler-Volmer equation describes the current, I, as a
function of overpotential, 1, in dynamic electrochemical systems of the general
reaction described in equation 2.10. Solving the Butler-Volmer equation for general
cases where the applied potential is far away from the formal potential for the
system in question results in regions of linear relationships between 1 and In|I|,
which are themselves described by the Tafel equation, which is expressed below.

n=blogj+a (2.10)

Here 7 is the applied overpotential, b is the Tafel slope, j is the current density
and a captures several thermodynamic constants. The slope of the linear portion of
a Tafel plot gives information about the transfer coefficients of a given reaction and,
hence, reveals details regarding the kinetics of the reaction. Tafel analysis in this
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thesis was carried by performing Linear Sweep Voltammetry (LSV) and plotting the
resultant voltammetric data as n) versus In|I|. LSV is essentially the same technique
as CV, but the potential is simply scanned from one value to another once as opposed
to the cyclically as in CV. Fitting a straight line to the linear portion of the resultant
plot revealed information about the reaction mechanism at different electrodes.

Progress of the HER in acidic media involves an initial step whereby a proton
in solution is reduced electrochemically followed by adsorption of an intermediate,
H,,, to the electrode surface as follows.

H;0" + e~ — H,y, + H,0 (2.11)

This is known as the Volmer reaction and is associated with a Tafel slope of
120 mV decade™. This is followed by desorption of H, via either of the following
reactions.

H,y + Hs0" + e~ — H, + H,0 (2.12)

or

Hads +Hads _’Hz (213)

The reaction given in equation 2.12 is known as the Heyrovsky reaction, with that
in equation 2.13 known as the Tafel reaction. The Tafel reaction exhibits a Tafel slope
of approximately 30 mV decade™. In cases of low coverage of H,,,, the Heyrovsky

!: in cases of higher H 4 coverage

reaction has a slope of about 120 mV decade™
this reduces to 40 mV decade™!. The change in the Tafel slope here is caused by
different mechanisms dominating at different values of H,;,. Simply considering the
observed Tafel slope for different HER electrocatalysts gives one an insight in to the

dominant reaction mechanism at the electrode. HER at Pt electrodes is known to
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proceed via the Volmer-Tafel mechanism with a Tafel slope of 30 mV decade™. As Pt
represents the material with the best performance as catalyst for the HER, alternative
electrocatalysts should exhibit a Tafel slope equal or as close to this as possible. The
extremely high surface coverage of H;, on Pt electrodes is a central reason for the
excellent HER catalysis on this material.

2.6 Electron Microscopy

Electron microscopy was widely employed throughout this thesis to image and
characterise the surfaces of the various materials studied.

2.6.1 Scanning Electron Microscopy

Scanning Electron Microscopy (SEM) was extensively used, particularly for studies
of continuous films. Electron microscopy allows much higher imaging resolution
be achieved than is possible with optical techniques. The de Broglie wavelength of
electrons is considerably shorter than for short wavelength visible light and, thus,
allows for resolution many orders of magnitude greater.['??] In brief, a beam of
electrons is emitted from an electron source, accelerated using high voltages and
focused on a sample through the use of magnetic lenses. This beam is scattered by
the electron clouds and nuclei of atoms present in the sample and scattered electrons
may be detected. In SEM, the electron beam is scanned, or rastered, back and forth
across the sample surface to generate an image of the surface. Depending on the
interaction between the electron beam and the sample, different types of scattered
electrons can be detected and different characteristic information about the sample
determined. Typically backscattered and secondary electrons are used to generate
images. Detection of Auger electrons and characteristic X-rays can also be used to
determine structural and chemical details.

2.6.2 Transmission Electron Microscopy

Transmission Electron Microscopy (TEM) involves passing a high energy electron
beam through an atomically thin sample and detecting the transmitted electrons to
generate an image of the material. As electrons pass through the thin sample,
interactions with the nuclei and electron clouds of the sample atoms cause the
transmitted electrons to be scattered. The interference patterns that result from
these scattered electrons can be used to image the atomic structure of the sample.
High Resolution TEM (HRTEM) involves passing a broad parallel electron beam
through the sample and generating an image from many overlapping signals.
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Fig. 2.18. (a) Schematic of a typical SEM apparatus. (b) Various emissions upon interaction of
the electron beam with the sample.

Scanning TEM (STEM) requires that the electron beam be focussed to a sharp point
at the sample. This is then scanned across the sample surface to generate an image
of the sample. Both imaging techniques were employed in the characterisation of

various materials in this thesis.
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Fig. 2.19. Schematic of a typical TEM in (a) parallel beam and (b) convergent beam modes.

(b) Electron
source

Condenser

bl B tenst

NN =R Aperture

- - Condenser

lens 2
Sample

Transmitted
electrons

To detector



2.7. MISCELLANEOUS SURFACE CHARACTERISATION TECHNIQUES 39
2.7 Miscellaneous Surface Characterisation Techniques

2.7.1 Atomic Force Microscopy

Atomic Force Microscopy (AFM) is a variant of scanning probe microscopy whereby
a physical probe scans across the surface of a sample and topographical information
about the surface is gathered. In AFM a very fine tip on the end of a cantilever is
rastered across the sample and piezoelectric motors allow minute changes in the
position of the tip to be completed. The tip and sample surface interact through a
variety of forces such as van der Waals, capillary, electrostatic, chemical bonding and
mechanical contact forces; which gives rise to a deflection of the cantilever. The AFM
tip may be dragged gently across the surface in contact mode or used in a non-contact
tapping mode.

In tapping mode the cantilever is driven at an oscillation just above or below its
resonant frequency and long range forces which extend beyond the sample surface
interact with the tip and dampen the cantilever oscillation. The oscillation
frequency is maintained by moving the tip closer to or further away from the
surface (z-position) by means of piezoelectric motors. The z-position of the tip is
correlated with the x-y plane in which the scan took place and a topographical map
of the surface may be generated. The deflection of the AFM tip is measured by
reflecting a diode laser on to the back of the cantilever where it is reflected on to a
photodiode array. As the cantilever oscillates the position of the reflected laser
beam on the diode array changes and is monitored by the controlling system.
Fig. 2.20 shows a simple schematic of an AFM system in tapping mode.

2.7.2 Contact Angle

This very simple technique gives valuable insight into the nature of the surface
chemistry of samples. A drop of liquid placed on a smooth solid surface will form a
particular shape dependent on the wettability of the surface for a given liquid. The
shape of the droplet is reflected in the contact angle with the surface, as shown in
fig. 2.21. This contact angle is a product of the liquid surface tension and the
interfacial tension at the solid/liquid interface, which arises from various
intermolecular forces such as van der Walls, hydrogen bonding, polar interactions
etc. The use of different liquids which are known to exhibit certain of these forces
can give an indication of the nature of the interaction between the two materials at
the interface. Highly polar liquids, such as water, exhibit a very clear distinction
between hydrophobic and hydrophilic materials by virtue of the contact angle. A
pure carbon surface, for example, shows typical hydrophobic character whereas a
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Fig. 2.20. Schematic of a typical AFM apparatus in tapping mode.

functionalised surface will bear electrostatic dipoles with which water molecules
can create hydrogen and polar bonds; creating a hydrophilic surface.

(a)

- -

(b)

0260°

Fig. 2.21. Diagram showing the behaviour of water droplets on various surfaces. (a) Hydrophilic
surface, excellent wetting; (b) typical surface showing less wetting of the surface; (c) hydrophobic
surface, poor wetting of the surface



Chapter 3
Experimental Techniques

This chapter details the specifics of the various techniques and instruments used
throughout this thesis. The theory and explanation behind various techniques is
dealt with in chapter 2.

3.1 General Materials

All chemicals were purchased from Sigma-Aldrich and used as-received. Any aqueous
solutions were made using purified water (18 MQ2) from a Barnstead Nanopure
system. All SiO, substrate wafers were purchased from Si-Mat and Dasom RMS and
consisted of 300 nm dry thermal oxide on Si(100). Acetylene (98.5%), methane
(98%), oxygen (99%), ammonia (99.98%) and argon (99.99%) gases were supplied
by BOC Gases. Nitrogen and hydrogen gas were generated on-site using DALCO N,
and Schmidlin PG-250 H, generators, respectively. Cu foils (25.5 um, 99.99%) were
purchased from Gould GmbH and Ni foils (25 um, 99.99%) were purchased from
Advent Research Materials Ltd.

3.2 Deposition Tools

3.2.1 CVD systems

PyC was grown using a hot wall quartz tube furnace manufactured by Gero GmbH
with a tube diameter of 10 cm. Acetylene (C,H,) was passed over SiO, wafers at a
temperature of 950° C at a flow rate of approximately 180 sccm. Growth was carried
out at a pressure of 20 torr for 30 minutes, yielding a PyC film of approximately
400 nm in thickness. The effect of the various growth parameters is discussed in
detail by McEvoy et al.!'?*] Films were cooled to room temperature under Ar flow.
Gas flow rates were set using mechanical needle valves and the chamber pressure

41
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was regulated with an angle valve from MKS connected to the pressure sensor.

C;H,

g”* AT, mmmm) Exhaust
2

Fig. 3.1. Typical set-up of the both the Gero and Carbolite CVD furnace systems used for growth
of various carbon films.

Monolayer graphene was grown in a Carbolite hot wall quartz tube furnace with
a 38 mm diameter tube. Cu foils were immersed in dilute acetic acid and rinsed with
water to remove surface oxides. The foils were then introduced to the furnace at room
temperature and ramped to 1035° C under H, flow (80 sccm, pressure ~0.2 Torr).
The Cu was annealed at this temperature for 20 minutes to remove any oxides and
increase the Cu grain size. Graphene growth was performed by flowing mixture of
CH, (10 sccm) and H, (2.5 sccm) for 20 minutes at a pressure of 0.07 Torr, after
which the CH, flow was switched off and the samples cooled to room temperature
under H, flow. Gas flow was regulated with electronic Mass Flow Controllers (MFCs)
while a butterfly valve controlled the exhaust pumping rate. Growth of monolayer
graphene within the research group was previously reported by Kumar et al.!!]

Few layer graphene was grown in the Gero furnace system on Ni foils. The foils
were rinsed in dilute acetic acid and rinsed with water prior to loading into the
furnace at room temperature. The furnace was ramped to 850° C under H, flow
(20 scem, 1.5 torr) and annealed at this temperature for 30 minutes. Growth was
carried out with a gas flow mixture of H, flow (20 sccm) and C,H, (60 sccm) for just
2 minutes. The chamber pressure was maintained at 1.5 torr during growth. Samples
were then cooled to room temperature under Ar flow before removal. Fig. 3.1 shows
the basic set-up for both the Gero and Carbolite CVD systems.
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3.2.2 Sythesis of TMD films
Metal Deposition

Controlled deposition of metal films on SiO, and PyC was achieved with a Temescal
FC-2000 electron beam evaporation system. This system boasts a throw distance of
about 1 metre, ensuring a normal uniform flux of material on the wafer. Nominal
thickness of the metal films was monitored with a Quartz Crystal Microbalance
(QCM) and later accurately measured using Spectroscopic Ellipsometry (see below).
A deposition rate of approximately 1 A s™! was maintained.

Vapour Phase Sulfurisation

Mo films on both PyC and SiO, substrates were converted to MoS, using a widely
reported technique. PyC substrates such as those discussed in chapter 4 were used
to grow the MoS,/PyC hybrid electrodes reported in chapter 7, while MoS, films
grown directly in SiO, were used to measure film thicknesses. Mo samples were
placed in a two-zone hot wall quartz tube furnace (tube diameter of 35 mm) and
heated to 750° C under Ar flow (150 sccm). Sulfur powder was thermally sublimed
upstream of the samples at a temperature of 120° C and sulfurisation of the Mo
took place in the higher temperature region under S vapour. Samples were then
cooled to room temperature under Ar flow for removal. The set-up for this furnace
system is illustrated in fig. 3.2. The high temperature region was achieved with a
Lindberg furnace system, while the lower temperature hot zone was controlled by a
home-made radial heating system which used tungsten filament light bulbs.

s Exhaust

Hot zone
120° C

Fig. 3.2. Illustration of the two-zone furnace system used for vapour phase sulfurisation of
metallic Mo films. Sulfur is thermally sublimed upstream of the Mo film, which is sulfurised in
the higher temperature zone.
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3.3 Graphene Transfer

In order to carry out measurements and further processing of graphene, it is necessary
to transfer graphene from the metal growth substrate to insulating substrates. To
this end, a widely used technique was employed whereby a polymer intermediate
support layer is used. Poly(methyl methacrylate) (PMMA) was spin-coated on to
the graphene side of a graphene/Cu foil after growth. This film was then placed
on the surface of a solution of ammonium persulfate (APS) etchant, floating Cu
face down, to etch the Cu foil. After removal of Cu, the resulting PMMA/graphene
film was fished from the APS with a glass slide and transferred to water. This was
repeated in order to completely remove any traces of etchant. The desired final
substrate was used to fish the film from the water and allowed to dry under reduced
pressure in a desiccator. Finally, the PMMA support layer was dissolved using HPLC
acetone and rinsed with IPA. The process flow is illustrated in fig 3.3. This process
was not required for few layered graphene samples as these films were sufficiently
mechanically robust to withstand the handling involved without a PMMA support
layer.

Cu foil chemically etched

Graphene on Cu

~ ’” -
PMMA spun on
CVD growth

PMMA/graphene l
fished to substrate

Graphene film on substrate

PMMA dissolved in acetone

Fig. 3.3. Schematic of the graphene transfer process whereby PMMA is used to transfer graphene
to arbitrary substrates.

3.4 Plasma Treatments

All plasma treatments presented in this thesis were performed using a R3T
TWR-2000T microwave radical generator (2.45 GHz) connected to a low pressure
downstream plasma configuration assembly such that plasma was ignited a short
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distance (~15 c¢cm) away from the sample to be treated. Gas flow through the
system ensured that plasma radicals interacted with the samples in a manner where
the radicals and ions were kinetically relaxed upon interaction with the sample.
Minimal kinetic damage due to collisions between accelerated species took place.
Gas flows of 100 scem, controlled by MFCs, were used at a plasma power of 1 kW.
The chamber pressure was maintained at 1 torr at a given gas flow rate by means
of a manual variable exhaust valve. Two plasma types were used as follows. O,
plasma treatments were carried out at a flow rate of 100 sccm pure O, while NH,
treatments consisted of a gas mixture of NH; and H, with a flow rate of 50 sccm
each. Throughout this thesis, all references to NH; plasma treatments imply this
NH,/H, gas mixture. The exposure times for various experiments are specified in
each chapter. Fig. 3.4 shows a schematic of the system used for all plasma treatments.

s Exhaust

Sample chamber

Microwave plasma
generator

Fig. 3.4. Schematic of the plasma treatment chamber used throughout the experiments in this
thesis.

For graphene films grown via CVD on metal foils, plasma treatments were carried
out both directly on the growth substrate or after transfer to SiO, substrates. The
characterisation method to be employed dictated whether the graphene film was
transferred or left on the growth substrate for the plasma exposure. XPS is more
easily performed when samples are conductive, so films were left on the growth foils
for this analysis technique.

3.5 Raman Spectroscopy

Raman spectroscopic measurements were carried out with a Witec alpha 300 R
confocal Raman spectroscopy microscope. A 532 nm diode laser was used to
irradiate samples. For the carbon materials in chapters 4-6 an approximate 20 mW
laser power was used. In chapter 7, a laser power of 0.5 mW was necessary to
ensure no burning of the sample or any influence of sample heating in the spectral
response. The majority of measurements were recorded with a spectrometer
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grating of 600 lines mm™! but high spectral resolution scans required the use of a
1800 lines mm™" grating.

Scanning Raman spectroscopy involved piezoelectric motors scanning the sample
stage in the x and y directions and measuring multiple discrete spectra across the
surface. An effective spatial resolution of approximately 300 nm is achieved in this
mode, according to the manufacturers. Typically, regions of a sample measuring
30x30 um were scanned measured with 120x120 spectra.

3.6 XPS

Two XPS systems were used to acquire the spectra presented in this thesis. For
functionalised carbon materials in chapters 4-6, XPS data was recorded using an
Omicron ESCA system with a EA 125 analyser and XM1000MK II monochromated
Al Ka X-ray source (1486.7 eV). Samples were irradiated with a spot size of roughly
2 mm, meaning that all XPS data is representative of large areas of the sample surface.
For survey scans an analyser pass energy of 50 eV was used. High resolution scans
of specific core level peaks were measured with a pass energy of 20 eV, resulting in
a spectral resolution of approximately 0.55 eV for the instrument.

Measurements of MoS, /PyC hybrid electrodes in chapter 7 were carried out using
a VG Scientific ESCAlab MKII system. Although this used the same X-ray source as in
the other system, the emitted X-rays were not monochromated; resulting in a slightly
wider energy dispersion in the X-rays incident on the samples. The net result was
a slightly lower spectral resolution than could be achieved on the Omicron system.
The same pass energy settings were used as on the previous system.

During data analysis, fitting of spectral contributions to high resolution core
level peaks was performed. For fitting of the C 1s level all contributions were fitted
as individual Gaussian peaks over a Shirley background function using CASA XPS
software. Fitting of S 2p and Mo 3d levels in chapter 7 was performed using Unifit
software. A series of doublet peaks with Gaussian and Lorentzian character were
fitted following the subtraction of a Shirley background function.

3.7 Electrochemical Measurements

All electrochemical characterisation was performed using a Gamry Reference 600
potentiostat with a three electrode cell configuration. Characterisation of carbon
materials in chapters 4-6 was performed by employing the material in question as the
working electrode with a Pt wire counter electrode and Ag/AgCl reference electrode.
For characterisation of MoS, /PyC hybrid electrodes in chapter 7, a graphite counter
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electrode and a Reference Hydrogen Electrode (RHE) were used.

PyC was employed as the working electrode by encasing it in a custom-built
holder which exposed a circular region of the sample (1 mm radius) to the electrolyte.
Graphene films were investigated using a plate material cell from ALS, Japan, which
exposed a 0.45 cm? region of the film to the electrolyte. For monolayer graphene,
Au was sputter-coated on to the periphery of the graphene film and contacted with
a mechanical crocodile clip. Few layer graphene films were contacted directly using
a crocodile clip as these films had enough mechanical robustness to withstand such
crude contacting techniques.

For ORR measurements in chapter 6, N-rGO material was deposited on a GC
electrode and used with a Modulated Speed Rotating Electrode from Pine Instruments
in conjunction with an Autolab N-series potentiostat.

3.8 Electron Microscopy

3.8.1 Scanning Electron Microscopy

SEM images were taken using a Zeiss Ultra field emission SEM with low accelerating
voltages (1-5 kV) in order to ensure that the surface of all studied materials was
imaged. Both in-lens and secondary electron detectors were used. The relevant
details accompany any SEM images presented.

3.8.2 Transmission Electron Microscopy

TEM imaging was done using an FEI Titan TEM at an accelerating voltage of 300 kV.
Cross-sections of MoS, /PyC films were fabricated by Focussed Ion Beam (FIB) milling
using Ga ions and mounted on viewing grids for imaging. Top-down TEM imaging
os MoS, was completed by transferring the films on to Cu TEM support grids using
PMMA assisted transfer.

3.9 Miscellaneous Techniques

3.9.1 Atomic Force Microscopy

AFM was performed using an Asylum MFP-3D AFM in tapping mode with Si tips with
a tip radius of 50 nm and a resonant frequency of 300 Hz.
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Profilometry

This technique is analogous to AFM in that a physical probe measures surface
morphology but only along a linescan and with lower sensitivity. A Dektak 6M
profilometer by Veeco Instruments was used for this.

3.9.2 Contact Angle

The contact angle was measured by dropping a small amount of water (a few /mul) on
to a sample and photographing the droplet side-on. The opensource image processing
software, ImageJ, was used to measure the contact angle using the "dropsnake"
measurement package.

3.9.3 Spectroscopic Ellipsometry

Thicknesses of Mo and MoS, films were accurately measured by Spectroscopic
Ellipsometry (SE) performed using an Alpha SE tool from J.A. Woollam Co., Inc.
operating in the wavelength range of 380-900 nm at an angle of incidence of 70°.
Measurements were performed on films grown on SiO, which were deposited in the
same deposition runs as those films deposited on PyC in order to accurately gauge
the thickness of the hybrid electrodes.



Chapter 4
Plasma Treated Pyrolytic Carbon

4.1 Introduction

There exists in the literature a wealth of information regarding electrochemistry at
carbon electrodes. Features such as the wide potential window, chemical,
mechanical and thermal stability and good electrical conductivity make graphitic
carbon materials particularly suited to many electrochemical applications. In
particular, nanostructured carbon materials such as fullerenes, CNTs and graphene
have enjoyed a huge interest within the research community in the last 15-20 years
and these materials have been incorporated into many electrochemical applications.
While the attraction of these more exotic and novel nanocarbons has seen them
dominate research into carbon electrochemistry, other nanostructured graphitic
materials such Pyrolised Photoresist Films (PPF) have been widely investigated.
PPF is structurally similar to PyC but is formed via the pyrolysis of polymer films in
situ on substrate surfaces. Typically, photoresist polymers are spin-coated on a
substrate and annealed to leave a nanocrystalline graphitic film. Unlike PyC, which
consists of many randomly oriented crystallites, PPF typically consists of interwoven
graphitic ribbons which result from the interwoven polymer in the photoresist film
prior to pyrolysis. In this sense, PPF can be considered analogous to glassy carbon.
The ease of preparation of this material has seen extensive work carried out on PPF
electrodes. 2411125101261 Details regarding the formation of PPF are discussed by
Schreiber et al.['?”) Given the extensive body of knowledge that exists within the
literature regarding PPF, it is easy to relate the electrochemical performance of PyC
to this. Interpretation of surface chemistry and influences on redox process at the
electrode as understood in studies on PPF are applicable for PyC.

Despite its properties such as electrical conductivity, chemical stability and wide
potential window being well suited to electrochemical processes, PyC exhibits
rather sluggish ET behaviour, limiting its use in certain areas of electrochemical
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sensing. In spite of this, there are several reports of the successful implementation
of PyC, or similar turbostratic graphitic materials, in electrochemical applications
including the use of PyC electrodes for detection of trace metals by Hadi et al.['?8]
Elsewhere, Modified PyC has been utilised as an electrode material via the in situ
CVD of nitrogen and boron doped PyC on porous substrates with appropriate
heteroatom precursors.['?) Furthermore, porous N-doped PyC-like material has
been synthesised via the pyrolysis of nitrogen-bearing organic compounds on
mesoporous templates and successfully employed as an electrode material for the
ORR (see chapter 6 for more details on this reaction).[!]

It is noteworthy that in many of the studies which successfully utilised PyC in
electrochemical applications, the presence of heteroatoms or dopants in the PyC was
necessary. The genesis of the following work on functionalised PyC lies in the work
by Dr. Gareth Keeley which found that functionalisation of PyC with oxygen plasma

drastically improved the ET kinetics of the material.[?3!]

4.2 Plasma Treatment

Plasma treatment of PyC films was carried out as described in chapter 3. Both O, and
NH, plasma treatments were investigated. The majority of the results presented in
this chapter are for PyC films which have been exposed to just O, or NH; treatments.
However, some results are presented which show the effects of a two-step plasma
treatment whereby samples were exposed to O, plasma and then a subsequent NH,
plasma.

4.3 Physical Characterisation

4.3.1 Electron Microscopy

Changes in the surface morphology of the PyC films after plasma treatment were
first investigated using SEM. Low accelerating voltages and the in-lens detector were
employed to ensure that the generated image was mostly due to the surface of the
films. It was found that the surface porosity of the as-grown PyC increases visibly
after all plasma treatments. This is seen in fig. 4.1 where it appears that the NH,
plasma treatment causes the largest increase in the surface porosity.

4.3.2 Atomic Force Microscopy

AFM was performed on all PyC films to gain a quantitative insight into the changes in
surface morphology after plasma treatment. Scans areas of 10x10 um were analysed
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Fig. 4.1. SEM images of (a) as-grown, (b) O, and (c¢) NH; treated PyC films. Scale bar is
200 nm in each case. Images obtained with 2 kV accelerating voltage and in-lens detector.

Table 4.1. RMS roughness values for as-grown PyC and plasma treated PyC.

Sample As-grown | O, | NH,4
RMS roughness (nm) 0.5 0.89 | 3.8

and the RMS roughness was calculated over this scanned area of each sample. Fig.
4.2 shows AFM images for as-grown PyC and the various plasma treated PyC films.

Fig. 4.2. AFM images for (a) as-grown, (b) O, treated and (c¢) NH5 treated PyC. Scan areas
measure 10x10 um.

It was found that all plasma treatments increase the PyC film roughness, with
the roughness values shown in 4.1. Despite the fact that O, plasma is very reactive
with carbon materials, the NH; plasma treated films exhibited a RMS roughness of
greater magnitude than that of the O,.

4.3.3 Plasma Etch Rates

Itis known that O, plasma reactively etches carbon materials. Indeed, ashing samples
in this manner is routinely used to remove residual photo-resist during lithographic
patterning of samples. The etch rates of the O, and NH, plasma treatments were
investigated by scratching the surface of a PyC sample with a scalpel to make a scratch
down to the SiO, substrate and measuring the depth of the scratch by profilometry.
The scratch depth was measured on several sites and the averages are presented
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below in fig. 4.3. The thickness measurements presented here are averaged across
several sites on the scratch with the linear fit representing the etch rate.
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Fig. 4.3. Etch rates of O, (black) and NH5 (red) plasma on PyC. Data sets averaged over several
sites.

It was found that the O, plasma exhibits an etch rate of approximately 1.34 nms™?,

while the NH, plasma etches the PyC at a rate of approximately 0.55 nm s™'. These
relative values make sense as oxygen radicals are known to be more reactive with
carbon materials than nitrogen radicals.

4.3.4 Raman Spectroscopy

Raman spectroscopy is an excellent tool for characterising the crystalline properties
of graphitic systems owing to the very strong Raman peaks which such systems
exhibit. As-grown and plasma treated PyC films were analysed using Raman
spectroscopy with the resultant spectra shown below in fig. 4.4. It is clear that there
is no appreciable difference between the samples with all displaying a broad and
poorly defined D band region of similar intensity to the G band with the 2D peak
heavily suppressed. This is typical of heavily disordered graphitic systems, such as
PyC, where the suppression of the 2D band is related to a lack of spatial uniformity.
In addition to the three main spectral contributions, other peaks arise due to the
defective nature of PyC. These are the D’ , I and D” bands. The D’ band was
previously discussed in chapter 2 and arises due to defects in graphitic systems. %]
The I band is related to graphitic disorder, sp-sp® bonds and the presence of
polyenes.[1°%1°7] The D” is suspected to be related to amorphous carbon. 8]

The presence of sp® bonds and amorphous carbon are expected for such a
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polycrystalline material. I,/I; for the PyC here suggests that the material is in
stage two of the amorphisation trajectory described in chapter 2, the stage between
nanocrystalline graphitic carbon and amorphous carbon. A greater study and
discussion of the Raman spectrum of PyC is presented by McEvoy et al.['?*! The
average crystallite size was calculated to be less than 10 nm.

Intensity (a.u.)

1000 1500 2000 2500 3000 3500
Raman Shift (cm™)

Fig. 4.4. Raman spectra of as-grown and plasma treated PyC. All spectral intensities normalised
to G peak

4.4 Surface Chemistry

4.4.1 Water Contact Angle

Functionalisation of the surface of carbon films brings about a significant change in
the surface chemistry of the film. For plasma treated PyC films, any changes in the
surface chemistry of the films was initially investigated by studying the water contact
angle of each sample type. Fig. 4.5 shows the water contact angles for as-grown PyC
and plasma treated PyC.

Fig. 4.5. Images of water contact angle for (a) as-grown PyC, (b) O, treated and (c) NH, treated
PyC.
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The as-grown PyC displays a water contact angle of approximately 100°, a
typical value for graphitic carbon films which exhibit hydrophobic behaviour. The
reduction in contact angle after the various plasma treatments is consistent with the
introduction of polar surface groups which interact with the polar water molecules.
Noticeably, the O, treated sample displays the lowest water contact angle of 18.2°,
while the NH; treated sample has a contact angle of 56.3°. This can be accounted
for if one considers the polarity of any introduced O or N surface moieties. O has a
larger electronegativity than N and, thus, O groups will have greater polarity than
N groups and, hence, the O, treated PyC film has the lowest contact angle.

4.4.2 XPS

XPS was used to probe the surface chemistry of the PyC films in a quantitative manner.
as-grown PyC, and O, and NH; plasma treated were analysed using this technique.
For brevity, O, and NH, treated PyC will be referred to as O-PyC and N-PyC. Survey
spectra presented in fig. 4.6 clearly illustrate the differences between the various
samples. The dominant feature here is the C 1s core level emission centred at 284.4 eV.
The small O 1s at 532 eV for the as-grown sample is attributed to edge termination
of the graphitic crystallites in the PyC films and, so, the presence of a certain level
of oxygen is inevitable. The spectra presented in fig. 4.6 only show a portion of the
spectral range measured (the Al Ka source allows measurements of binding energies
up to 1486.7 eV) to highlight the pertinent core level peaks. The extended spectral
range does not show any peaks associated with other elements.

After O, plasma treatment the O 1s peak increases significantly in intensity
compared to the C 1s, signifying the introduction of oxygen moieties on to the
surface of the film. This is accounts for the observed reduction in the water contact
angle for the O, treated film. NH; plasma treatment sees as slight change in the
shape of the O 1s peak with the N-PyC displaying a slightly narrower and more
intense peak than the as-grown film. These differences, however, are well within
the accuracy of the measurement system and do not signify any meaningful
physical or chemical changes. Changing a setting as simple the X-ray incident angle
could influence this. Thus, the oxygen contribution for N-PyC was determined to
remain invariant compared to the as-grown sample; but the emergence of a very
clear N 1s peak signifies the introduction of nitrogen to approximately 3 at. % on
the film surface.

High resolution scans of the core level peaks spectral region for the samples
allowed different spectral contributions to be fitted to give a quantitative measure
of the level of functionalisation present in the various samples. Fig. 4.7 shows the
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Fig. 4.6. Survey spectra of as-grown PyC, O, treated and NH, treated PyC. Core level peaks are
indicated. All spectra normalised to C1s intensity.

C1s spectral region for as-grown PyC, O-PyC and N-PyC as well as the N1s region
for the N-PyC sample. Spectral contributions are fitted and labelled.

Assignment of spectral contributions followed previously reported literature
values for similar functionalised/doped graphitic systems as follows. The dominant
feature of the C 1s region is a peak centred at ~284.4 eV, this is due to the presence
of carbon in an sp? or graphitic configuration and is indicated as C=C in the
figure.[132133] A second peak found at ~285.5 eV arises due to the presence of
sp>-hybridised carbon in the sample.[*3] This is labelled as C-C. The as-grown PyC
samples in this study display predominantly graphitic character with a narrow C 1s
peak width and minimal sp® carbon present. This is attributed to some edge sites in
the graphitic lattice as well as the presence of some covalent bonding between
adjacent crystallites. The slight shoulder is present in the higher binding energy
portion of the C 1s region and arises due to the presence of various carbon
functional groups. The previously mentioned small amount of oxygen in the PyC
films is present in several moieties such as hydroxyl (286.6 eV),#134135] carbonyl
(288 eV) [#133] and carboxyl (289 eV)[“*] groups.

After O, plasma treatment the Cls region displays a significantly increased
shoulder region which arises due to the increase in the level of oxygen moieties and
sp® sites. After NH, plasma treatment, however, the level of oxygen groups remains
invariant and the sp® contribution only increases a small amount. Two new peaks
are seen in the shoulder of the C 1s peak which arise due to C-N groups in sp?
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(286.1 eV) and sp® (287.3 eV) configurations. 44
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Fig. 4.7. (a) Cls core level spectral region for as-grown PyC, (a) C1s spectral region for O,
treated PyC, (c) C1s spectral region for NHj treated PyC, (d) N1s spectral region for NH; treated

PyC

Further insight regarding the nature of the nitrogen functional groups in the
N-PyC was garnered by fitting spectral contributions to the N1s region for this
sample. It was found that nitrogen is present in mostly pyrrolic (~400.1 eV) 45!
and pyridinic (~399 eV)[434451.136] with small amounts of quaternary nitrogen (401
eV) [43:4455.137] and some amine groups (397.9 eV).[1%813%] That the majority of the
nitrogen is present in pyridinic or pyrrolic form suggests that the NH; plasma
treatment introduces nitrogen functional groups along the edges of the graphitic
lattice of the PyC.

Two-Step Plasma Treatments

Additional measurements were performed on PyC samples which had been subjected
to an initial O, plasma treatment and then a subsequent NH,; plasma treatment. It 