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Summary

The operational calculus developed by the Irish School of the Vienna Devel­

opment Method (VDM) has a life of its own independent of its applications. This 

thesis is interested in the operational calculus that arose from the modelling of 

information systems. One was not overly interested in the models themselves but 

in the operational calculus itself The time one has invested in the analyses and 

development of the operational calculus has had the following results:

(i) Refined and improved the operational calculus of the Irish School of the 

VDM.

(ii) Altered the philosophy of the Irish School of the VDM by encouraging a 

shift away firom a pure constructive approach that allowed the embracing of 

the totality of mathematics.

(iii) Categorical semantics for partial map override in terms of topos theory.

(iv) Refined the algebraic foundations of the operational calculus of the Irish 

School of the VDM with the result that operator identities that were not 

classified originally are now classified.

The Irish School of the VDM has developed down many roads over the past 

seven years and one believes that one has contributed significantly to developing 

the operational calculus.
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Chapter 1

Introduction

“[T]he Irish School o f the [Vienna Development Method (VDM)] 

may be considered to be a branch of constructive mathematics that is 

of interest in its own right. Thus, just as practical scientific problems 

led to the formulation of partial differential equations the solution of 

which, in turn, “created the need for mathematical developments in 

the theory of functions, the calculus of variations, series expansions, 

ordinary differential equations, algebra, and differential geometry”

(Kline 1972,19), so the application of the Irish School of the VDM is 

opening up a whole new branch of constructive mathematics. In other 

words, there is a perspective of the School that has overtly nothing 

to do with the specification, design and implementation of systems.”

(Mac an Airchinnigh 1991, 142)

The constructive mathematics developed by the Irish School of the VDM has 

a life of its own independent of its applications. This is similar to developments 

in mathematics when attempts to solve partial differential equations led to the
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creation of new independent branches of mathematics. This thesis is interested in 

the mathematics that arose from the modelling of information systems. One is not 

overly interested in the models themselves but the mathematics itself

In order to place the mathematics, discussed in this thesis, in context one will 

compare, here, the modelling of physical systems using differential and integral 

equations (classical engineering) to the modelling of information systems using 

partial maps and operators on partial maps (Irish VDM engineering) [see ap­

pendix A for a simimary of partial map operators]. This proposed comparison 

is summarized in Figure 1.1.

Just as the differential or integral equation of a given model of a physical 

system can be reused to model other physical systems, so can a model of a given 

information system, expressed in terms of partial maps and operators, be reused 

to model other information systems.

Physical systems in general are continuous whereas information systems are 

discrete. Hence the mathematics used to model each will differ. The language 

used to express models of physical systems consists of differential and integral 

equations, whereas the language used to express models of information systems 

consists of partial maps and partial map operators.

In order to understand the behavior of a physical system one must solve the 

differential or integral equations which are representing the physical system. In 

analogy to this one must analyse the partial maps and partial map operators which 

represent an information system to verify that they express the correct behavior of 

the information system. In each case an operator calculus will assist each process.

An operator calculus allows:
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(i) freedom from returning to foundational aspects,

(ii) one is freed from always having to think about what one is doing, and

(iii) allows reuse and cataloguing of properties in the solving of different though 

related problems.

Heaviside was successfiil in developing an operator calculus to solve differ­

ential and integral equations [see Courant (1962) for a summary of Heaviside’s 

method of operators]. Corresponding, the Irish School of the VDM developed an 

operator calculus that allows one to reason about partial maps and operators [see 

chapter 4 for a comprehensive guide to the Irish School’s operator calculus for 

partial map operators]. Specifically, the operator calculus of the Irish School of 

the VDM:

(i) assists the formal refinement of an abstract model down to a concrete exe­

cutable model, and

(ii) assists in verification that the operators on models, at a given refinement 

level, are property preserving.

The Heaviside operator calculus allows the user to solve the differential or 

integral equations using simple algebra, where as, the operator calculus of the 

Irish School of the VDM uses the algebra of monoids and morphisms to analyse 

the behavior of partial maps and partial map operators.

A monoid, denoted (5, *,v),  is a non-empty set S  provided with a binary 

operator * which is everywhere defined, associative and which has an identity 

element v.
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A monoid morphism m  from the monoid (R,'k,u) to the monoid 

denoted (R,'k,u) ^  (S ,* ,v), is a map R ^  S  which preserves the monoid 

structure, that is, for all r i, r 2 G R,

m{ri ★ V2 ) =  m (ri) * m(r2 ),
( 1.1)

m{u) = V.

The Heaviside operator calculus is given a concrete foundation using complex 

analysis. Heaviside’s operator calculus is subsumed, today, in modem functional 

analysis. Similarly, can the operator calculus of the Irish School of the VDM be 

given a foundation in an appropriate mathematical world?

Elements of this operator calculus, from the Irish School of the VDM are 

considered, expanded and challenged in this thesis.

1.1 Origin of the Irish School of the VDM

The Vienna Development Method (VDM) is used to systematically develop soft­

ware systems. The origins of the VDM come from the problem of trying to sys­

tematically develop a compiler for the PL/1 programming language. The scientific 

decisions taken in the design of the VDM are discussed by Jones (1999).

There is an agreement as to what constitutes the VDM. However, there are 

different views held on the following:

(i) notation,

(ii) the style of use and development, and

(iii) the mathematical philosophy.
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Classical Irish VDM

Engineering Engineering

Models physical systems information systems

Expressed differential and 

integral equations

partial maps and 

operators

Solved Heaviside’s 

operator calculus

Irish VDM 

operator calculus

Algebra simple algebra monoids and 

morphisms

Foundations complex analysis category and topos 

theory

Figure 1.1: Comparison between classical engineering and Irish VDM engineer­

ing.

These differing views have lead to the formation o f four Schools of the VDM:

(i) the Danish School, named after Dines Bj0mer,

(ii) the English School, named after Cliff Jones (1986, 1987),

(iii) the Polish School, named after Andrzej Blikle (1987, 1988, 1990), and

(iv) the Irish School, named after Micheal Mac an Airchinnigh (1987, 1990, 

1991).

Each of the Schools refer to a person rather than national regions.

If one were to pin down the essential distinction between the Schools, then the 

Irish School would be distinguished by its philosophy. To understand the founding
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philosophy of the Irish School the following quotation is noteworthy;

“[The mathematical language of the VDM] is to be used, not for 

solving algorithmic problems (on a computer), but for specifying, in 

an implementation-independent way, the architecture (or models) of 

software. Instead of using informal English mixed with technical jar­

gon, we offer you a very-high-level ‘programming’ language. We do 

not offer an interpreter or compiler for this [mathematical language].

And we have absolutely no intention of ever wasting our time try­

ing to mechanize this [mathematical language]. We wish, as we have 

done in the past, and as we intend to continue doing in the future, to 

further develop the notation and to express notions in ways for which 

no mechanical interpreter system can ever be provided.” (Bjomer and 

Jones 1978,33)

The mathematical language of the VDM was not intended for solving algorith­

mic problems, it was intended to be used to express models of software in an 

implementation-independent form. In addition, there was no intention to mech­

anize this mathematical language. Finally, the mathematical language should be 

extended by notations and notions which assist in the design of models of soft­

ware.

The above principles formed the founding philosophy of the Irish School of the 

VDM except it was also demonstrated that the mathematical language of the VDM 

was suitable for the expression of algorithmic problems. This allows algorithms 

to be expressed in a machine independent form, similar to the form of modem 

functional programming languages.
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An additional principle of the Irish School of the VDM was to ensure that it 

was accessible to engineers in teaching and in usage. This principle influenced 

the development of the operator calculus of the Irish School to assist proof and 

reasoning. Seeking an operator calculus led the Irish School to algebraic rela­

tionships and not logical relationships — logic was down played and algebraic 

structure was embraced. If logic was to be used it must be constructive logic.

Seeking an operator calculus required the School to find algebraic structure 

and relationships with the result that the modelling operators were found to have 

monoid structure and were related to each other by monoid morphisms, including 

endomorphism and admissible morphisms [see Mac an Airchinnigh (1990, 104, 

128) or Papy (1964, 93, 160) for the definition of an endomorphism and for the 

definition of an admissible morphism]. Thus, monoids and morphisms give the 

semantics to the modelling operators. Therefore, modelling structures and mod­

elling operators have their expected classical mathematical meaning. Hence, the 

syntax and semantics of the School are the same. This has the benefit of allowing 

the School to continually develop in notions and concepts as classical mathemat­

ics is easily extendable, whereas, if  the School had a formal semantics, then each 

new notion or concept would require a meaning within the formal semantics.

The School sought to find an algebra of operators without requiring operator 

evaluation at a point. The School strives to conduct proofs using a point fî ee style 

which will in turn extend the operator calculus o f the School.

As engineers are familiar with maps as opposed to relations the Irish School 

reUed on partial maps for modelling and not relations. If relations were required 

they were represented as set-valued partial maps. Furthermore, engineers are fa­

miliar with equational reasoning — the substitution of one equal expression with
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another equal expression —  this approach to reasoning was adopted by the Irish 

School.

The School sought to find standard models which continually reappear in in­

formation systems. Awareness of these standard models allows an engineer to 

have a collection of existing models which may be altered or reused when exam­

ining a new model of an information system.

The School embraced a terse mathematical notational style. This supports the 

identification of theorems, assists proofs, and eases the identification of general 

standard models in widely varying systems.

A minimum amount of category theory was chosen as again it was believed 

that for engineers it would be too complex in its entirety. Specifically, category 

theory was used to:

(i) express the domain equations of models and their associated maps that ‘it­

erate’ over the domain,

(ii) to express the notion of refinement using a commuting diagram, and

(iii) an adjoint relationship underlies the notion of currying which encouraged 

the creation o f the operator calculus of the School, and

(iv) an adjoint relationship underlies the notion of fi'ee monoid which is used by 

the School to express recursive functions over lists.

1.2 Development of the Irish School of the VDM

The historical and conceptual developments of the Irish School, after Mac an 

Airchinnigh’s doctoral dissertation, can be divided into four categories:
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(i) modelling advances,

(ii) extensions to the operator calculus,

(iii) the duality of algebra and geometry within the Irish School, and finally

(iv) the categorical and topos theoretical foundations.

1.2.1 Modelling Advances

Modelling developments within the Irish School can be divided into four cate­

gories;

(i) standard development steps,

(ii) modelling world systems,

(iii) reexamination of existing models, and

(iv) developing new models.

Mac an Airchinnigh (1991) developed four ways to elaborate a model. These 

standard development steps are as follows:

(i) partitioning or subdividing,

(ii) splitting,

(iii) parameterizing, and

(iv) joining.
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These standard development steps are mathematical transformations to elaborate 

a model. The elaborate model will yield insights into the original model. Ad­

ditionally, these standard development steps in hindsight are intimately related 

to the categorical and topos theoretical foundations of the School. This view is 

supported by Lawvere (1976, 123-4).

O’Regan (1997) definitively demonstrated within his doctoral dissertation, 

that the Irish School, and indeed formal methods in general, may be used to model 

world systems — which are not intended to be developed into a computer system. 

This viewpoint is the most significant development within the School’s modelling 

philosophy. O’Regan formally encodes social rules which up until this point have 

been informal. In addition to O’Regan’s work on formalizing social rules for 

world systems. Mac an Airchinnigh (1995, 1998) included this theme within a 

number of final year undergraduate B.A. (Mod.) Computer Science 4BA1 Part II 

examination papers at the University of Dublin, Trinity College.

The School naturally continues to reexamine existing models, which it has 

developed, in order to simplify them. All of these reexamined models arose within 

Mac an Airchinnigh (1990). These reexaminations include:

(i) the Bill of Materials by Mac an Airchinnigh (1991), O’Regan (1995) and 

Farrell (1997),

(ii) the File System by O’Regan (1997), and

(iii) the Hash Table by Hughes (1997a).

In addition the School creates new models, not only of world systems but 

also of standard computer systems. Butterfield (1993) gives an example o f a new 

model of fault-tolerant hardware system using the Irish School of the VDM.
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1.2.2 Extensions to Operator Calculus

One’s own work has mostly focused on extending the operator calculus and se­

curing the algebraic foundations o f the operator calculus. The operator calculus 

was significantly extended by the development of indexed operations and opera­

tors [see chapter 2 for the historical and conceptual development of this indexed 

algebra].

In addition the operator calculus was extended when one considered the inter­

actions of operations and operators on partial maps. This in turn led one to refine 

the algebraic foundations of the School, fi’om monoids and monoid morphisms 

to inner laws and irmer law morphisms, and outer laws and outer law morphisms 

[see chapter 4 for the reconsidered algebraic foundations].

Throughout the recent history of the School specific steps have helped to ex­

tend the operator calculus, including the following:

(i) The Indexed Monoid Theorem identified by Mac an Airchinnigh (1993).

(ii) The interaction of the inverse map operator and the partial map override 

operation identified by Mac an Airchinnigh (1993).

(iii) The outer laws for Indexed Monoids identified by Hughes (1994).

(iv) The monoid o f inverse partial maps identified by Hughes (1997b).

(v) The additional removal and restriction algebra identified by Hughes (1997a).

(vi) The interaction of the partial map override operation and the partial map 

composition operation identified by Hughes and Donnelly (1997).
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(vii) The reconsidered algebraic foundations for partial map operators by Hughes 

(2000a).

Mac an Airchirmigh (1990) within his doctoral dissertation considered the in­

teraction of the domain operator and the removal operator, and additionally the 

interaction of the domain operator and the restriction operator. However Mac an 

Airchinnigh did not identify the interaction of the range operator with both the re­

moval operator and restriction operator. One was asked to consider this interaction 

in 1995. This question was to be answered indirectly.

In 1996 one was striving to understand the categorical concept of adjunction. 

After reading Pierce (1988) and Barr and Wells (1995) one was exposed to the 

operators V/S' and 3 fS  [using Mac Lane and Moerdijk’s (1992, 58) notation for 

these operators]. These operators were the key in 1998 to discovering how the 

range operator interacts with both the removal operator and restriction operator 

[see chapter 4 for the expressions of these interactions].

1.2.3 Duality of Algebra & Geometry

“I would dearly like to exhibit a ‘geometry’ of formal specifications; 

this has eluded me so far.” (Mac an Airchinnigh 1990, 91)

Mac an Airchinnigh was aware of Descartes’ cartesian duality, and hence sought 

to find the geometry corresponding to the algebra within a formal specification. A 

geometrical perspective on a formal specification may yield additional insights, as 

one may be able to see connections between properties of the formal specification, 

connections which are apparent geometrically yet obfuscated algebraically.
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Some progress has been made in the direction of seeking a geometry corre­

sponding to the algebra within a formal specification. One can categorize the key 

steps in the following way;

(i) introduction to the bundle conceptual view of a map,

(ii) remodelling of the Hash Table as a trivial fiber bundle, and

(iii) formal specification viewed as variable sets.

Each step is an abstraction o f the previous step.

The introduction of the bundle conceptual view of a map was brought to the 

School’s attention by Goldblatt (1984, 88-96). This was to give the School an­

other perspective on a map in addition to the sampling perspective. The bundle 

perspective and the sampling perspective of a map each have an associated di­

agrammatic representation. One notes that Lawvere and Schanuel (1997, 81-3) 

also highlight these two perspectives of a map: the bundle perspective which is 

called sorting or stacking, and the sampling perspective which is called naming or 

parameterizing.

The bundle conceptual view of a map captures the notion of partition, and as 

many formal specifications of information systems contain partition constraints, 

the bundle conceptual view of a map gives a geometric perspective to the partition 

constraints within formal specifications. As a tool for reasoning about the behav­

ior of operators on partial maps the bundle perspective was extremely useful for 

the School.

Mac an Airchinnigh (1990, 386-97) developed a model of a Hash Table and in 

1996 the School reconsidered this model. One remodelled the Hash Table from an
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algebraic perspective (Hughes 1997a), which in turn inspired Mac an Airchinnigh 

to find a geometric model. This is an example of how one’s own work has been 

inspirational to further development of the School. The model which he produced 

had a geometric basis, that of, a trivial fiber bundle (Mac an Airchinnigh and 

Hughes 1997). An open question which remains within the School is to find a 

formal specification which corresponds to a non-trivial fiber bundle.

In 1999 one remodelled, using the bundle perspective of a map and the cate­

gorical concept of fibered product, a number of models which involved partition 

constraints. The resulting models were fibered spaces. One achieved a fibering of 

the state space of each of the models, this corresponded to Casti’s (1997, 32-4) 

view on fibering of a state space. One noted that these fibered spaces were partic­

ular examples of Lawvere’s (1976) concept of a variable set. One believes that the 

geometry, which corresponds to a formal specification, is a type of variable set. 

One demonstrated that the fibered spaces, which are a type of variable set, match 

the formal specifications of partitioned systems. Goguen (1992) models systems 

as sheaves. As sheaves are a type of variable set, this supports the direction the 

School has moved towards.

Above, one has described the seeking of geometry corresponding to formal 

specifications. Butterfield (1998) also seeks a geometry. However he seeks a 

geometry corresponding to algorithms.

1.2.4 Categorical and Topos Theoretical Foundations

A minimum amount of category theory was initially used within the Irish School 

of the VDM. However, this was to be reconsidered in 1995 when Mac an Airchin-
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nigh examined a Habilitationsschrift by Schewe (1995). This event was to have 

immense impact on the School. In order for Mac an Airchinnigh to examine 

this Habilitationsschrift he had to re-familiarize himself with category theory and 

more importantly to comprehend topos theory. This in turn exposed the School to 

Goldblatt (1984) and Johnstone (1977). In 1995 Mac an Airchinnigh was led to 

ask the question:

“Can one give a categorical definition of override?”

One accepted this research direction and in 1997 one presented two papers 

which in hindsight were the beginnings of considering override in other worlds. 

Both papers dealt with specialized overrides:

(i) alias preserving overrides (Hughes and Donnelly 1997), and

(ii) override in a world o f connected dynamically evolving agents (Hughes and 

Pahl 1997).

Considering a concept, such as override, in other worlds leads one to topos theory, 

as a topos is a mathematical universe in which a mathematical concept may be 

interpreted.

As override depends on removal and extension, the challenge was to define 

removal and extension categorically. To define extension categorically was not 

problematic. However, to define removal categorically was problematic. The key 

to solving this problem was through topos theory.

The next step in this research direction occurred in 1997 when the School read 

Lawvere’s (1976) paper on ‘Variable Quantities and Variable Structures in Topci’. 

This paper proved to be highly influential to the School for the following reasons:
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(i) Lawvere’s belief that topos theory provides an alternative foundation, than 

that of set theory, for mathematics. Hence, as the School’s semantics are 

mathematical, topos theory must provide a foundation for the School.

(ii) Models in the School are collections of internally developing partial maps. 

This is similar in concept to that of a set which internally develops, that is, 

Lawvere’s concept of a variable set.

(iii) Lawvere’s modelling philosophy is similar to the School’s modelling phi­

losophy — that of asking questions and seeing if the questions can be an­

swered in terms of the model. However, Lawvere highlighted the fact that 

the answers to the questions asked additionally depended upon topos theo­

retical properties. This again suggests that topos theory must underlie the 

School as it impacts upon the modelling philosophy.

One’s own paper (Hughes 1998), entitled ‘Towards an Override in Topoi’, was 

the beginning of a topos theoretical definition of override. This in turn began to 

answer the above question posed by Mac an Airchinnigh in 1995. This paper 

considered the concept of partial map override in mathematical worlds other than 

the mathematical world of sets and maps [see chapter 3 for a refinement of this 

paper].

A topos has a natural logic, that of typed intuitionistic logic, which in turn is 

constructive logic. This is o f interest to the School for two reasons:

(i) it reinforces the constructive philosophy of the School, and

(ii) it at once presents the School with the possibility of developing an intuition­

istic logical foundation.
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Lawvere and Schanuel’s (1997) book, entitled ‘Conceptual Mathematics’, has 

considerably influenced the School. Specifically:

(i) the diagrammatic style inspired and clarified one’s reasoning in the above 

paper on a topos theoretical definition of override,

(ii) the modelling philosophy was again similar to the School’s modelling phi­

losophy and in addition to the formal methods community in general. How­

ever, it was missing the key notion of override or update;

(iii) finally from a pedagogical perspective one believes that Lawvere and Schannel’s 

presentation of categorical and topos theory concepts are accessible to Ju­

nior Freshmen engineering and computer science students.

The Irish School has now tumed fiill circle and re-embraced category theory in­

cluding topos theory. One realizes that Lawvere’s work has much to add to the 

School and vice versa.

1.3 Chapter Overview

“It is only the algebra [for the purpose of classification, compari­

son, and combination of programming languages] that captures the 

essence of the concepts at an appropriately high level of abstraction.

It is perhaps for the same reason that algebraic laws are also the most 

useful in practice for engineering calculation.

The primary role of algebraic laws is recognized in the most abstract 

of branches of algebra, namely category theory. Categories provide an
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excellent source of elegant laws for programming. Its objects nicely 

represent the types of a programming language, and its basic opera­

tion of composition of arrows is a model for the combination of ac­

tions evoked by parts o f a program.” (Hoare 1999, 25-6)

The developments which one has contributed to the Irish School of the VDM 

over the past six years are in line with the above opinion. Indeed one’s own work 

falls within the above two related views:

(i) extensions to the operator calculus of the School; this is the defining of 

algebraic laws referred to within the first paragraph, and

(ii) the topos theoretical foundations of the School; this is the striving for greater 

abstraction through category theory and topos theory, referred to within the 

second paragraph.

1.3.1 Indexed Operations & Operators

In chapter 2, entitled ‘Indexed Operations & Operators’, the operator calculus is 

extended and the constructive philosophy of the School is expanded by embracing 

classical mathematics. Specifically one:

(i) Records the historical development of indexed operations and operators.

(ii) Classifies operators on indexed monoids and identifies their algebra.

(iii) States that there are two types of indexed monoids and records their origins.

(iv) Proves, using a classical approach, the monoidal properties of each type 

of indexed monoid, where the second proof is inspired by Lawvere and
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Schanuel (1997).

1.3.2 Categorical Definition of Override

In chapter 3, entitled ‘Categorical Definition of Override’, one presents a categori­

cal definition of partial map override, terms of topos theory. This chapter presents 

the School with the possibility of developing a complete topos theoretical founda­

tion.

By giving a topos theoretical definition of partial map override, one has in­

troduced the concept of partial map override to topos theory, thus allowing the 

concept of partial map override to be interpreted within different mathematical 

worlds or topoi. Additionally, to form a topos theoretical definition one must 

consider what partial map override means and what it depends upon.

The School has always espoused a constructive philosophy. The fact that 

partial map override is definable in an elementary topos reinforces the School’s 

philosophy, because an elementary topos has a natural logic, typed intuitionistic 

logic, which in turn is constructive logic.

A great deal of inspiration and guidance for this chapter came from reading 

Lawvere’s work. Specifically, a move towards topos theory was considered after 

reading Lawvere (1976), and a diagrammatic approach was used after reading 

Lawvere and Schanuel (1997). This diagrammatic approach proved very useftil in 

clarifying one’s reasoning.

Within this chapter one:

(i) States that the operation of overriding one partial map X  Y,  from an 

object X  to an object Y,  by another partial map X  Y,  from the object
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X  to the object Y , depends upon the shape of the object X , that is, on how 

the subobjects of X  are related to each other and to the whole object X .

(ii) Defines the removal operator within an elementary topos in such a way that 

when one subobject is removed from another subobject the result will be 

another subobject. This allows one to define partial map override within an 

elementary topos. This answers an outstanding question within the School.

(iii) Interprets partial maps override’s behavior in three explicit worlds.

(iv) Presents the School with the possibility of developing an intuitionistic logi­

cal foundation.

1.3.3 Algebraic Foundations Reconsidered

In chapter 4, entitled ‘Algebraic Foundations Reconsidered’, the operator calculus 

is extended and the algebraic foundations of the operator calculus are improved 

upon. The operator calculus is extended by identifying opportunities in the origi­

nal calculus introduced by Mac an Airchinnigh (1990). The algebraic foundations 

are reconsidered and improved upon by refining Mac an Airchinnigh’s original 

foundations, with the result that operator expressions which were not originally 

classified become classified. This chapter is a testament to the quality of the 

opportunities which existed within Mac an Airchinnigh’s doctoral dissertation. 

Specifically one:

(i) Identifies how partial map override and partial map composition interact. 

This improves upon Mac an Airchirmigh (1990,416).
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(ii) Introduces the universal image operator to the School which is the key oper­

ator to describe the interaction of the range operator and removal operator.

(iii) Analyses the School’s concept o f a map which ‘iterates’ over a partial map, 

with the result that an oversight in the original definition is corrected. Ad­

ditionally, one verifies its functorial properties.

(iv) Verifies a selection of operator relationships using the operator calculus. 

This demonstrates the usefiilness of the operator calculus.

(v) Identifies the boundary between the algebraic foundations and the categor­

ical foundations of the School. One finds that the validity of algebraic re­

lationships depend upon the categorical interpretations of the operators in­

volved.



Chapter 2

Indexed Operations & Operators

Indexed operations or operators, combine or act on, partial maps, and their be­

havior is determined by the algebra on the codomain of the partial maps. The 

indexed operations and operators are applicable to system modelling. Models of 

systems may be built using indexed structures. Indexed operations will build in­

dexed structures and indexed operators will reduce indexed structures.

One divides the historical development of indexed operations and operators 

within the Irish School into the following steps:

(i) The development of indexed monoids began by identifying a similarity in 

the definition of two monoidal operations. This similarity was the seed for 

indexed operations in general.

(ii) The Indexed Monoid Theorem was stated which clarified the algebra as­

sociated with an indexed operation fi*om a monoid. This theorem may be 

repeatedly applied to a monoid forming an indexed tower.

(iii) Indexed operations were found to build indexed structures. The School de-

22
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fined indexed operators which reduced indexed structures. These indexed 

operators were defined in one of two ways, which were in turn different 

fi'om the way one indexes an operation from a monoid.

(iv) The Indexed Operator Theorem was stated which clarified the algebra asso­

ciated with an indexed operator.

(v) A collection of free operators on indexed monoids were identified and their 

impact on an indexed tower was identified.

(vi) The application of indexed operations and indexed operators were illus­

trated in the development of a model of the Irish Parliament.

(vii) Two different types o f indexed monoids were identified. One verified the 

monoidal properties o f each type of indexed monoid. The approach taken 

was algebraic, where one linked each type of indexed monoid with an alge­

braic structure involving the X-direct power of a monoid.

One may begin this historical account by asking the following question: How 

may two partial maps be combined? Partial maps may be combined using one of 

the following techniques:

(i) if  the partial maps have disjoint domains, then one may use partial map 

extension,

(ii) if the partial maps agree on the common intersection of their domains, then 

one may use partial map gluing,

(iii) if the partial maps disagree on the common intersection of their domains, 

one may use partial map override, and
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(iv) if  the partial maps disagree on the common intersection of their domains, 

and there is an algebra defined on their codomain, then one may use the 

algebra to reconcile the disagreement on the common intersection.

This final way of combining partial maps is the intuition behind indexed oper­

ations.

2.1 Seeds of Indexed Operations

“Properties of this operator [relational union] are inherited directly 

from those of set union, just as the bag [addition] operation inherited 

properties fi'om addition of natural numbers. There is now enough 

evidence to suggest that operations, which are specified in terms of 

guarded [partial] map extend and [partial] map override, are them­

selves operators of some importance.” (Mac an Airchinnigh 1990,

228)

Mac an Airchinnigh (1990, 99; 228) noted that the algebraic properties of two 

operations depended on the algebraic properties of two other operations:

(i) the operation o f bag addition, denoted depended on the operation of 

addition o f natural numbers, denoted -I-, and

(ii) the operation of relational union, denoted O, depended on the operation of 

subset union, denoted U.

Specifically, the operations of bag addition and relational union are associative, 

commutative and have an identity element, because the operations of addition of
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natural numbers and subset union are associative, commutative and have an iden­

tity element. Additionally, relational union is idempotent because subset union is 

idempotent.

Mac an Airchinnigh (1990, 210; 228) also noted the operations of partial map 

extension and partial map override are used in identical ways within the definitions 

of bag addition and relational imion.

In the following definitions, the set of non-zero natural numbers is denoted by 

N' and the set of non-empty subsets of the set Y  is denoted by V'Y. Additionally, 

partial map override is denoted by f and partial map extension is denoted by U 

[see appendix A for definitions of these operations].

The bag addition of a bag G X  ^  N' to an element x e  X  with a multiplic­

ity of n G N' is defined by,

{
/51 b  I—> B(x) +  n] if a; € dom/3,

(2.1)

(3u[x n] otherwise.

Mac an Airchinnigh (1990, 120; 5:5) represented a relation p from a set X  

to a set Y  using a non-empty set valued partial mapping, p G X  -> V'Y. This 

definition was adopted from Eilenberg (1976, 2:2). If this view of a relation was 

not used. Mac an Airchinnigh would have had difiiculty in seeing the relation­

ship between the definitions of the relational union operation and the bag addition 

operation.

The relational union of a relation p E X  ^  V'Y  with an element x E X
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related to a subset S  G V 'Y  is defined by,

I /9 U [x 1-^ S'] otherwise.

p t [x 1-̂  p(x) U 5] i f x e d o m p ,
(2.2)

Notice that the only difference in the form of the above definitions is the use 

of natural number addition and set union.

Both bag addition and relational union operations are only partially defined. 

They may be completely defined recursively, in an identical way, using the above 

definitions.

Both o f the above operations contain two distinct cases in their definition. 

Hence, two different behaviors o f a system may be modelled using one of the 

above operations.

Originally Mac an Airchinnigh (1990) used the symbol © to denote both bag 

addition and relational union. It was not until the statement of the Indexed Monoid 

Theorem, by Mac an Airchirmigh (1993, 29), that the above symbol changed to 

0  for the bag addition operation and O for the relational union operation. This 

change in notation emphasised the fact that the indexed operations —  relational 

union and bag addition —  inherited their algebraic properties fi-om the operator 

contained within the symbol O.

Mac an Airchinnigh believed correctly that the bag addition operation would 

form a monoid o f bags {X  —> N', 6) and that the relational union operation

would form a monoid o f relations (X  —i- V'Y, 0 , 0). Using the above definitions 

of the operations Mac an Airchinnigh tried unsuccessfiilly to verify his intuition. 

The School was to return to this problem in 1995.

Mac an Airchinnigh noted when looking at his definition o f the put command
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of the file system that one could turn this definition into an operator similar to bag 

addition and relational union:

“Looking back at the put command of the file system, 1 hj^othesis 

that with a little more thought and analysis, it can probably be turned 

into an [indexed] operator, a problem I will leave for future work.”

(Mac an Airchinnigh 1990, 228)

One will now follow this insight through, as Mac an Airchinnigh was to do at 

a later date in his lectures to final year students.

The first version of the file system model of Bjomer and Jones (1982, 353-77) 

which Mac an Airchinnigh (1990, 421-41) reconsidered involves associating file 

names (Fn) with page names (Pn) which are in turn associated with pages (PG). 

The file system is modelled by the subspace,

e  F ilSys  = PrtCns~^ {true}  C F n  —>■ (Pn —> PG), (2.3)

identified by the partition constraint P rtC ns  which ensures that:

(i) the pages within different file names are disjoint, and

(ii) the collection of page names associated with each file name are disjoint,
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P rtC n s:  (Fn (Pn  —> PG))  —> B

PrtCns{(f) =

V/rii, /r i2 G dom(/7

fn i  ^  /r i2 ((J  rng) (p){frii) n  ((J rng) y?)(/n2 ) =  0 (2-4)

A

V /n i, f u 2 € dom y?

f n i  ^  / n 2 ((J  dom) (p){frii) n {{I  dom) (f){fri2 ) =  0 .

The put command of the file system places a page pg e  PG  which has the 

name pn  e  P n  within a particular file named f n  G Fn and is defined by,

Put: Fn  X P n  x P G  —> {Fi lSys  —> FilSys)

Put(^fn^pn,pg)<-P =  

f n  G dom

pn ^ dom (f{fn)  (2-5)

ip{fn) t  [pn pg]]

^  tp t  [ /n  (/?(/n) U [pn ^  p^]]

where Mac an Airchinnigh used the symbol ±  to mean ‘let’s not decide yet’ what 

to do about this situation.

The put command is subject to the pre-condition which ensures that;

(i) the page name pn e  P n  which is to be placed within the file named f n  G 

Fn  does not exist in any file other than possibly the file named f n  G Fn,  

and
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(ii) the page pg E PG  which is to be placed within the file named f n  e Fn  

does not exist in any file  other than possibly the file named fn  € Fn,

PrePut : Fn x Pn x PG (F ilSys  B)

pn ^  7  rng((J ^  dom) if) A pg ^  7  m g ((I ^  rng) (p) 

Hidden in the above definition o f the put command is another indexed opera­

tion —  indexed partial map override. The indexed partial map override ((D) o f a 

catalog K e X  {Y  —>Z )b y a n  element x E X  which maps to a partial map 

/i e y  Z is defined by,

One notes that the form o f this definition is identical to the forms o f the definitions 

o f the bag addition and relational union operations.

The put command can be remodelled using the indexed partial map override 

operator,

This command w ill also model a create command, which w ill create a new file 

and simultaneously add a page with a given name to this file, thus dealing with 

the above ‘let’s not decide yet’ situation.

By 1990 Mac an Airchinnigh had identified the importance o f indexed opera­

tions. He had yet to exploit the algebraic impUcations o f indexed operations, that 

is, w ill all indexed operations form monoids like the bag addition and relational 

union operations?

PvePutf^fjipjipg'^cp — (2.6)

otherwise.
(2.7)

P u t: Fn  X Pn x PG {F ilSys F ilSys)

P u t ( f n , p n , p g ) < p  := (̂  (£) [fn  ^ \ p n ^  pg]].
(2.8)
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2.2 Indexed Monoid Theorem

30

Theorem 2.2.1 [Indexed Monoid] Let (M, u) denote an arbitrary monoid, which 

■we shall call the base monoid, with unit u, and (M', *) the corresponding semi­

group, where, M ' = M. Then fo r  a non-empty set X, the structure {X  

M ', (i), 9) is an indexed monoid which inherits its operation properties from (M, u).

For an indexed structure ^  E X  M ' and for an element x  E X  which maps to

an element m  e  M ' define

li\A[x ^  m\ i f  ̂  ^  dom /Lt,
(2.9)

\  [x ^  ĵl{x ) * m] otherwise.

For convenience, let us denote by X  O {M, u) the construction o f the indexed 

monoid {X  —> M', 9) from the base monoid {M, u) by indexing with respect

to the set X.

The Indexed Monoid Theorem, by Mac an Airchinnigh (1993, 29), states that 

given a monoid — called the base monoid — and a non-empty set, a new monoid 

can be formed — called an indexed monoid. The operation of this indexed monoid 

will be the operation of the base monoid indexed. Consider the following exam­

ples:

(i) Indexing the monoid of natural numbers under addition, by a set X , forms 

the monoid of bags under bag addition,

X O ( N , + ,0 )  = (X^N',(g),6»).

(ii) Indexing the monoid of subsets of a set Y  under subset union, by a set X,
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forms the monoid of relations under relational union,

X O {VY, U, 0) =  (X -> V X  0 , 9).

(iii) Indexing the monoid of partial maps from the set Y  to the set Z  under partial 

map override, by the set X ,  forms the monoid of catalogs under indexed 

partial map override,

x o { Y ^ z , i e )  = {x-^{Y-^ zy, o).

The concept of priming a space was introduced at this time with the statement 

of the theorem. The priming of a space in general denotes the removal of a unit 

from the space.

What inspired Mac an Airchinnigh to remove the unit u of the base monoid 

from the space M  to form the primed space M 'l  The answer to this question 

depends on the fact that the Indexed Monoid Theorem was created by abstracting 

from the monoid of bags {X  —> N',

When the School modelled a bag, it represented the fact that an item was not 

contained in the bag by insuring that the item was not contained in the domain of 

the partial map modelling the bag. It was not represented by mapping the item 

to zero. If the School did this an empty bag would have had to be represented by 

mapping every item to zero as opposed to just using the empty map.

The philosophy of the School at the time was that the mathematics should 

always reflect the real world. At no time should the mathematics introduce a con­

cept which did not have an interpretation in the real world. This philosophy was to 

hinder the development of the School, until one proved the Indexed Monoid The­

orem in 1995 by a classical algebraic approach (Donnelly, Gallagher, and Hughes
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1996, 14-23).

The removal of the unit in the Indexed Monoid Theorem introduced a problem 

which was identified and solved in 1995.

Does the unit have to be removed as stated by the theorem to form an indexed 

monoid? If the unit is not removed the structure which is formed {X —> M, <i>, 9) 

will still be a monoid. This was identified in 1995.

When Mac an Airchinnigh stated this theorem he was considering indexing 

operations fi’om monoids alone. Later O’Regan (1997) was to consider indexing 

operations firom other algebraic structures.

From a pedagogical perspective, the above theorem is extremely important. If 

one understands the theorem and some simple monoids, then one can create more 

complex monoids using the theorem.

The definition of the indexed operation is incomplete. Yet it is the key element 

in giving a complete recursive definition,

_ #  (X ^  M') X (X MO (X ^  M')

9 =

u <$> (\x m] U ly) —
(2.10)

X ^  dom n

{fiU[x m]) (|) u

^  t  [x I—>• /x(x) * m]) (|) V.

Although the above definition is constructive its recursive form did not assist in 

the proof of basic algebraic properties, such as for example, the associativity law 

of a monoid. This constructive definition ties in with the constructive philosophy 

of the School at the time. In 1995 one was to hnk an indexed monoid with a
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classical algebraic structure and in doing so to remove the need for a recursive 

definition (Donnelly, Gallagher, and Hughes 1996, 14-23). This was to broaden 

the philosophy of the School.

An indexed tower is a collection of related indexed monoids created by re­

peated applications of the indexed monoid theorem to a monoid:

X30

X2 0 '

X i O  '

(M , u )

where d)̂  denotes singly indexed * and denotes doubly indexed =t=.

The indexed tower formed by repeatedly indexing the monoid of subsets of a 

set Y  under subset union:

/ r n g

(X 3  (X 2  ^  (Xi ^  V Y ) l  e) p , e x , - ^  VXz

0%ng

/ r n g

ix,^VY,o\e)
pi - '/rng

Ps G ^ 3  —  ̂ 1^X2 

P2 £ X2 — 'PXi 

P i €  X i  VY(p y .u ,0 )

where the units are not removed, has inspired a theory of distributed sets which is 

currently under development within the School.
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When one builds a model of a system one identifies a space to represent the 

system. Examination of this space from the perspective of an indexed tower allows 

one to identify the ‘natural operation’ on the space which will constructively build 

any element in the space. In most cases this ‘natural operation’ will be found to 

be an indexed operation or a repeatedly indexed operation.

By 1993 Mac an Airchinnigh had stated the Indexed Monoid Theorem and 

noted the existence of indexed towers. Indexed operations, fi-om indexed monoids, 

build indexed structures. Are there indexed operators which will reduce indexed 

structures? These operators will be outer laws of an indexed monoid. In most 

cases these outer laws will be endomorphisms of the indexed monoid. Resulting 

in an indexed monoid with operators.

2.3 Indexed Operators

The first examples of indexed operators which reduce indexed structures appeared 

in (Mac an Airchinnigh 1993, 41; 43). These operators were;

(i) relational intersection, which reduces relations,

(ii) bag diminution or bag subtraction, which reduces bags, and

(iii) indexed removal, which reduces relations.

The definitions given for these operators were incorrect, in so far that a particular 

case o f the definition was omitted. One corrected them in (Hughes 1994, 2-3) 

and in addition one defined a number of other operators which reduce indexed 

structures.
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The bag subtraction (0 ') of an element x e X  with a multiplicity of n G N' 

from a bag 6 X —> N' is defined by,

This definition of bag subtraction does not allow the creation of elements with 

zero or negative multiplicity; one can not have a bag which contains elements 

with a zero or negative multiplicity.

The indexed removal (# ')  of an element x £ X  related to a subset S  E V Y  

from a relation p G X —> V 'Y  is defined by,

p t  [a: p{x)] otherwise.
s.

The indexed removal (@') of an element x E X  which maps to a subset 

S  G V Y  from a catalog k e  X  ^  {Y —> Z ) ' is defined by.

if X ^  dom (5,

ifx  G dom/3 A/?(x) — n < 0, (2-10

P \ [x j3{x) — n] otherwise.

P if a: ^  dom p,

ifa; G d o mp  A =  05 (2-12)

K if X ^  dom K,

if X G dom K A A v ( x )  = (2-13)

/€ t [2; I—>■ otherwise.
V
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The indexed restriction (^') of a relation p e X V 'Y  by an element x  E X  

related to a subset S  E V Y  is defined by,

9 i f x ^  dom p,

P — {  0 i f  X E dom p A <sp(x) = 0, (2-14)

[a: I—> <5 p{x)\ otherwise.

The indexed intersection elsewhere called relational intersection (O') of a re­

lation p E X  V ' Y  with an element x E X  related to a subset S E V 'Y  is 

defined by,

p O' [x S'] =  <

6 i f x ^  dom p,

0 if X G dom p A p(x) n S'= 0, (2-15)

[x p(a;) n S] otherwise.

The indexed restriction (^') of a catalog k E X  ^  {Y Z)'hy an element 

X E  X  which maps to a subset S E V Y  is defined by,

0 if  X ^ dom K,

0 if  a: G dom K A < 5  =  ,̂ (2-16)

[x 1-̂  <i5  ^(3 )̂] Otherwise.

The definitions of the first three operators are identical in form, except for the 

use of the operator which is being indexed. Similarly, the definitions of the last 

three operators are identical in form, except for the use of the operator which is 

being indexed. Yet the form of these definitions are different from the definition 

of an indexed operation in the indexed monoid theorem. Why are the three forms 

different? We are indexing two different types of operators;
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(i) inner laws, and

(ii) outer laws, where there are two ways of indexing outer laws.

(It should be noted that subset intersection can be viewed as both an inner and 

outer law. Here one chooses to view subset intersection as an outer law.) Inner 

and outer laws are taken from Papy (1964,1; 30) [see chapter 4 for the definition 

of an inner law and for the definition of an outer law]. O’Regan (1997, 188; 190) 

was also to identify the first method of indexing an outer law.

In the case of the indexed monoid theorem we are indexing operations from 

monoids, inner laws. Whereas in the case of the above six definitions we are 

indexing outer laws, to form outer laws on indexed monoids. Hence, we now 

know how to index both inner and outer laws.

Bag subtraction was originally denoted by 0 and indexed removal was orig­

inally denoted by R'. As seen above bag subtraction became &' and indexed re­

moval became (i>'. The concept of priming an operator was introduced at this time 

to denote the fact that the operator would remove units from an indexed structure. 

This was required as the indexed space in an indexed monoid does not include 

units and in general an indexed operator which reduces an indexed structure will 

introduce units in the indexed structure. One notes that in number theory a prime 

on a summation sign indicates not to include some term which obviously should 

not be included (van der Poorten 1996, 67-8; 73). The 0 is again used to denote 

the fact that we are dealing with an indexed operator. Yet as was noted above the 

definition of the indexed operator depends on whether one is indexing an inner or 

outer law.

By 1994 one had identified two ways of indexing operators on monoids.
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2.4 Indexed Operator Theorem

One was to now consider the algebra o f indexed outer laws. This was inspired 

by following the process which Mac an Airchinnigh used to develop the indexed 

monoid theorem. The process had three steps:

(i) defining how to index inner laws,

(ii) realizing the indexed inner laws had similar algebra, and

(iii) stating a theorem based on the similar algebra.

However, Mac an Airchinnigh failed to apply this process to the indexed outer 

laws he defined in 1993. One was to use this process in (Hughes 1994, 4-5) to 

examine indexed outer laws and found that the indexed outer laws have a similar 

algebra. In most cases these indexed outer laws will be endomorphisms of indexed 

monoids, resulting in monoids with operators. O’Regan (1997, 188) was also to 

arrive at this conclusion for his indexed outer laws.

The concept o f a monoid with operators was introduced by Mac an Airchin­

nigh (1990,123) by abstracting fi*om groups with operators found in (Papy 1964, 

152).

For each set valued partial map q e  X  ^  V Y  the operator is an endomor­

phism o f the monoid o f relations, that is, for any two relations p i , p 2 ^ ^  

we find that:

#^(pi O P2 ) =  Pi 0 P2,
(2.17)

e  =  d.

Thus, the set X  V Y  is a set o f operators for the monoid o f relations. Hence, 

a monoid with operators is formed, where the monoid is the monoid o f relations
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and the outer law is indexed removal. This monoid with operators is denoted by

{X ^  v%  a,

For each set valued partial map E X  V Y  the operator is an endo­

morphism of the monoid of catalogs, that is, for any two catalogs ki, K2 E X  

(Y  —>■ Z y  we find that:

(D K2 ) =  ® «2,
(2.18)

(i>',e = e.
Thus, the set X  V Y  is a set of operators for the monoid of catalogs. Hence, 

a monoid with operators is formed, where the monoid is the monoid of catalogs 

and the outer law is indexed removal. This monoid with operators is denoted by

(X ^  (y zy  .

For each set valued partial map ^ X  V Y  the operator is an endomor­

phism of the monoid of relations, that is, for any two relations pi, p2  G X  V'Y  

we find that;

^ \(P 1  0) P2 ) == &'<; Pi O &'<; P2,
(2.19)

e = e.

Thus, the set X  V Y  is a set of operators for the monoid of relations. Hence, 

a monoid with operators is formed, where the monoid is the monoid of relations 

and the outer law is indexed restriction. This monoid with operators is denoted by 

{X

For each relation p e  X  V 'Y  the operator p 0 ' - is an endomorphism of  

the monoid of relations, that is, for any two relations pi, p2  € X  V 'Y  we find
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that:

p  O' [pi O P2) =  [p O' pi) O (p O' P2),
(2.20)

p^'6 = e.

Thus, the set X  V 'Y  is a set of operators for the monoid of relations. Hence, 

a monoid with operators is formed, where the monoid is the monoid of relations 

and the outer law is relational intersection. This monoid with operators is denoted

by {X  V %  O,

For each set valued partial map e  X  —̂ V Y  the operator is an endo­

morphism of the monoid of catalogs, that is, for any two catalogs ki, k.2 E X  —>■ 

(Y  —> Z y  we find that:

(£) K2) =  ^ ' 5  (£) K 2,
(2 .21)

0 =  6 .

Thus, the set X  —> V Y  is a set of operators for the monoid of catalogs. Hence, 

a monoid with operators is formed, where the monoid is the monoid of catalogs 

and the outer law is indexed restriction. This monoid with operators is denoted by

{X ^  {Y

Yet the operator for a bag (3 e  X  N' is not an endomorphism of the 

monoid of bags. Thus, the monoid of bags with the outer law of bag subtraction 

does not form a monoid with operators. This is due to the fact that subtraction is 

not an endomorphism of the monoid of natural numbers vmder addition of natural 

numbers, whereas removal and restriction is an endomorphism of both the monoid 

of subsets of a set under subset union and the monoid of partial maps under partial 

map override. Also, subset intersection is an endomorphism of the monoid o f 

subsets of a set under subset union.
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One completed the above process by formulating a theorem on indexed oper­

ators. One was to consider the question: If one has a monoid with operators and 

one indexes the monoid, to form an indexed monoid, and one indexes the operator, 

to form an indexed outer law, then is the indexed monoid with the indexed outer 

law a monoid with operators?

Theorem 2.4.1 [Indexed Operator] Let (M, *, denote an arbitrary monoid 

with a set o f operators and let M'  =  -^{u} M.  Then for a non-empty set X,

the structure (X —> M ', is an indexed monoid with a set o f indexed

operators X —> which inherit their operator properties from 0. The behaviour 

o f an indexed operator w  E X  Vl on an indexed structure ^ G X  —> M'  is 

recursively defined by

.  { X n )  X { X M ' )  ^  { X M ' )

9 ^  — H (2 .22)

{w \ A[ x  ^  u \ ) i x  = w { [ x  U)] /i), 

where the base case o f  this recursive definition is defined by

[ x ^  u)]n= <

H if X ^  dom n,

H i f x ^  dom /i A uj^i{x) = u, (2.23)

/i t  [x i-> ujix{x)] otherwise.

An alternative base case for the above recursive definition may be defined by

0 i f  X ^  dom fi,

9 i f x ^  dom ̂  A uin{x) =  u, (2.24)

[x uj^{x)] otherwise.

[ x  a ; ]  /X =  <
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For either definition the indexed operator w e X  il will be an endomorphism 

o f the indexed monoid (X  — M', 0), that is, for any two indexed structures

1̂2 G X  —> M',

w{fXi IJ.2) =  '̂ 1 1̂ ^  ro/i2 ,
(2.25)

w9 = 9.

By 1994 one had stated the Indexed Operator Theorem.

2.5 Free Operators & Indexed Towers

The operators on an indexed monoid arise from one of two cases:

(i) they are operators on the base monoid which are indexed as in the above 

theorem, or

(ii) they are free operators.

Every indexed monoid has a collection of free operators, independent of whether 

the base monoid has an operator on it which may be indexed. These free operators 

are removal and its dual restriction. Thus, an indexed monoid will always form 

a monoid with operators, where the outer laws will be removal and restriction, 

denoted {X  ^  M',

Why are removal and restriction operators on an indexed monoid? An indexed 

operator from a monoid is defined in terms of partial map extension and partial 

map override. The extension operator is covered by the override operator. Thus, 

an indexed operator from a monoid is defined in terms of override. Removal 

and restriction are endomorphisms of the monoid of partial maps under override. 

Thus, removal and restriction are endomorphisms of an indexed monoid.
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We can present this argument another way, which leads to a generalization. 

Removal and restriction depend on the domain of an indexed structure alone. In­

dexed operators from monoids preserve the domains of the indexed structures they 

combine. Thus, removal and restriction will be endomorphisms of an indexed 

monoid. Generalizing this, one notes that, operators which depend on the domain 

of an indexed structure alone will be endomorphisms of the indexed monoid and 

thus will form a monoid with operators with the indexed monoid.

Let us now consider how the operators on indexed monoids arise at differ­

ent levels in an indexed tower. The indexed operator theorem may be repeatedly 

applied to a monoid with operators, just as the indexed monoid theorem can be 

repeatedly applied to a monoid. Each level of indexing is entitled to the free op­

erators o f removal and restriction. Also, the free operators from the level below 

may be indexed.

X 3 0

(X2 (Xi ^  My,
X2O

XiO

In the diagram above we begin with a monoid with operators O at the base.

At the first level of indexing, by the set X i, the operators arise from one of 

two cases:
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(i) the operators on the base indexed, resulting in the operators X i —̂ fi, and

(ii) the free operators of removal and restriction on this level, and <-pxi, 

only one of which is shown in the diagram for clarity’s sake.

At the second level of indexing, by the set X 2 , the operators arise from one of 

three cases:

(i) the operators on the level below indexed, resulting in the operators

X2 ^  ^  fi),

(ii) the free operators of removal and restriction from the level below indexed, 

resulting in the operators d)'x2 ^PXi  and &'x2 - '̂PXi only one of which is 

shown above, and

(iii) the free operators of removal and restriction on this level, ■̂ -px2 and < 7^X2» 

again only one of which is shown in the diagram.

Hence, an indexed monoid in general has many operators on it and the higher 

the indexed monoid is in an indexed tower the more operators it will have.

By 1994 one had noted the free operators on an indexed monoid.

2.6 Dail Model

The first comprehensive application of an indexed monoid with operators, to be 

published, was a model of some aspects of the relationships between political 

parties, elected representatives and the Irish Parliament or Dail (Hughes and Don­

nelly 1995). The mathematical content of this model originated in (Hughes 1994) 

and Alexis Donnelly suggested that this content could be used to model the Dail.
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A Dail is composed of a collection of political parties. Each political party has 

a collection of associated T.D.s {teachta ddla means member of parliament in the 

Gaelic language). Furthermore, these collections of T.D.s are mutually disjoint. 

In addition, each T.D. has a collection of financial interests.

The Dail model involves associating non-empty political parties (P P ) with 

T.D.’s (TD) which are in turn associated with non-empty collections of financial 

interests {FI). The Dail is modeled by the subspace,

5 G Bail =  PrtCns-^ {true} C P P  ^  {TD ^  V'FI)', (2.26)

identified by the partition constraint PrtCns  which ensures that the collection of 

T.D.’s of each political party are disjoint,

PrtCns:  {PP  {TD V'FI)') B

PrtCns{6) =
{2 .21)

Vppi,pp2 £ dom5

PPi  ^ PP 2 ((^ dom) S ) { p p i )  n ((^ ->  dom) S ) { p p 2 ) =  0- 

The enter command of the Dail should place a T.D. td G TD  with a financial

interest f i  G FI  within a particular political party pp E P P  and is defined by,

Ent: P P  X TD  X FI  —> {Ddil —> Ddil)
(2.28)

Ent p̂p t̂d,fi)S =  S Ipp  ^  [td { f i } ] \ .

The enter command is subject to a pre-condition which ensures that the T.D. td G 

TD  which is to be entered is not a member of any other political party within the 

Dail other than possibly the political party pp G P P  into which the T.D. is to be 

enter,
PreEnt: P P  x T D  x FI  ^  {Ddil 1)

(2.29)
PreEnt(^pp, td , f i )S =  t d ^ ^ /  rng((J dom) 5).
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The remove command of the Dail should remove a financial interest f i  e  F I  

from a T.D. td G T D  who is within a particular political party pp e  P P  and is 

defined by,

R e m : P P  x T D  x  F I  —> {Bail —> Ddil)
(2.30)

By 1995 one had jointly developed a comprehensive model using an indexed 

monoid with operators — Dail model. The publication of the Dail model was 

to inspire the School to reconsider the Indexed Monoid Theorem. This was to 

identify two types of indexed monoids.

2.7 Two Types of Indexed Monoids Identified

In 1995 two types of indexed monoids were identified;

(i) an indexed monoid with the units removed where the indexed operator is 

primed, (X —> M',  d)', 6), and

(ii) an indexed monoid with units where the indexed operator is not primed,

Butterfield and O’Regan initiated this discovery by attempting to index a group, 

{G, *) with imit u, using the indexed monoid theorem. However, they identified 

that the theorem, when applied to a group, will not form an indexed group. This is 

because the indexed group operator will not be closed. If two indexed structures 

are combined, using the indexed group operator, the resulting indexed structure 

may include units, for example,

[ x ^  g ] d ) [ x ^  g*  g~^] = [x u] ^  X  G'
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The Indexed Monoid theorem states that an indexed structure with units is not 

included in the indexed space of the indexed group.

Butterfield and O’Regan (1997, 184-7) solved this problem by prim in g  the 

indexed operator fi-om the indexed monoid theorem, thus forming the first of the 

above indexed monoids — an indexed monoid with the units removed where the 

indexed operator is primed, {X  —> M', d)', 6). One is reminded that the priming 

of an operator denotes the removal of units fi-om an indexed structure, after appli­

cation of the operator. This structure was proven to be a monoid in 1995 by the 

School. Two approaches were used:

(i) structural induction, and

(ii) identifying the indexed monoid with a classical algebraic structure, that of 

an X-direct power of a monoid [see section 2.8 for the definition of the 

X-direct power of a monoid and see section 2.8.1 for a discussion on this 

approach].

The first method aligned with the constructive philosophy of the School, whereas, 

the second method, which was one’s own contribution, was to broaden this phi­

losophy as was noted above. These proofs may be found in Donnelly, Gallagher, 

and Hughes (1996, 2-12; 14-23) and O’Regan (1997, 184-6).

The second of the above indexed monoids — an indexed monoid with units 

where the indexed operator is not primed, {X  —> M, (|), 9) — will also resolve 

the above problem of indexing a group. One notes that indexed operators on this 

indexed monoid will not require priming. This indexed monoid may be used to 

represent the concept of registration in a model. One proved that this second 

structure was also a monoid in 1999. Again, one identifies this indexed monoid
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with another classical algebraic structure, which is also based on the X-direct 

power o f a monoid [see section 2.8.2 for a discussion on this proof].

By 1995 the School had identified two types of indexed monoids. The first of 

which was proven both inductively and algebraically and the second of which had 

yet to be proven.

2.8 Two Types of Indexed Monoids Verified

In 1995 one was attending an abstract algebra course in the School of Mathematics 

where one encountered the Durbin (1992) text on modem algebra. Included in 

this text was an example where Durbin introduced an algebra, that of a ring, on 

a space of maps, using the algebra which existed on the codomains of the maps, 

also that of a ring. This is nothing more than map combination by point-wise 

evaluation, followed by a combination of the resulting points using the algebra on 

the codomain.

This example was to lead one to the key realization that an indexed monoid is 

just another incarnation of the above concept. Specifically, the indexed monoid is 

related to the concept of a monoid of monoid valued maps.

This proposal at the time received considerable opposition from the School. 

In hindsight one realizes that this was because it challenged and extended the 

constructive philosophy of the School.

One proceeded to demonstrate the above intuition. This was to result in a proof 

of the fact that the indexed structures without units form monoids and indexed 

structures with units form monoids.

In both cases the approach taken was to relate the indexed monoids with
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a known classical algebraic structure, which involves the X-direct power of a 

monoid. One introduced the concept o f the X-direct power of a monoid by ab­

stracting from the X-direct power of a group found in (Jacobson 1974, 79).

Theorem 2.8.1 [Direct Power Monoid] Let (M, *, u) denote an arbitrary monoid, 

which we shall call the base monoid, with identity u. Then for an indexing space 

X , we construct the space o f  total maps from X  to M, denoted by M ^. Let 

denote the constant map x  ^  u fo r  all x  E X . Then the structure (M^, *,u^)  is 

a direct power monoid where fo r  f , g E  define

i f  *g)(x) ^  f ( x )*g{x ) .  (2.31)

One achieved this relationship by totalizing the indexed structures. Totalizing 

is a transformation from the School’s constructive philosophy to that of classical 

mathematics. Thus, totalizing can be used to pinpoint when the School’s philoso­

phy was challenged and changed. Totalizing is achieved by overriding on the left 

by a suitably selected constant map,

t: (X  M ')
(2.32)

t: jji \  1̂,

where denotes the constant map from the set X  to the unit o f the monoid 

(M, *, u). This totalization is similar to the one found in category theory (John­

stone 1977,28) (Goldblatt 1984, 268) (McLarty 1992, 154).

This approach results in an alternative definition for indexed operators from 

monoids. This definition is not recursive and is complete. Each indexed operator 

is defined in terms of:

(i) an operator, involving the operator from the X-direct power of a monoid.
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(ii) a mapping, and

(iii) a section of this mapping.

This approach to operator definition is also used by Bird (1987, 15).

One beheves that this approach is elegant for two reasons:

(i) The approach relates indexed monoids with classical structures, thus leading 

to a unification of concepts. This is in spirit of the Langlands Program, 

which tries to unify seemingly disjoint mathematical concepts (Singh 1997, 

213^).

(ii) The approach introduces an additional method of proof to the School for 

foundational properties. Until then the School’s method of proof relied upon 

induction over finite structures, as opposed to seeking an algebraic structure 

which may be used to sample or probe another structure.

The proof style that one uses is classical, that is, one uses equational reasoning 

(Gries and Schneider 1994).

The success of the above approach has led to a link between constructive and 

classical mathematics.

2.8.1 Indexed Structures Without Units

One developed two proofs that indexed structures, without units, form indexed 

monoids, without units. The second approach was inspired by that of the first. 

Both approaches are recorded in (Donnelly, Gallagher, and Hughes 1996, 14-23) 

of which the second is the most enlightening.

The first approach involved two steps:
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(i) Proving an image monoid theorem which establishes the fact that a monoid 

exists on the image of a mapping, provided that, a monoid exists on the 

domain of the mapping and the kernel relation of the mapping is a congru­

ence relation on the monoid on the domain of the mapping. This step was 

prompted by Holcombe (1982, 1:2) and Finkbeiner II (1966, A:10).

(ii) Using the image monoid theorem to verify that indexed structures without 

units are image monoids o f X-direct power monoids under a priming map,

p: ^ { X - ^  M')
(2.33)

V- f  ^

where the prime again denotes the removal of all entries which map to the 

unit of the monoid (M, w).

A key realization, that came from the first approach, was that the priming map 

is an inverse map for the totalizing:

t p t o p  =  l]^x and p o t  =  Ix-^M' (2-34)

X ^ M '

where 1 and 1x—m' denote identity maps.

One used this realization to formulate a second approach, which also involved 

two steps;

(i) Defining the primed indexed operation ((=&') directly in terms of: (i) the 

operation from the X-direct power monoid (M ^, *, w^), (ii) the priming 

map p, and (iii) the totalizing map t. For two indexed structures without 

units n , v  ^ X  M' define

^(i)'V =  p{tii*tu).  (2.35)
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(ii) One verifies the monoidal properties of the now defined primed indexed 

operation, using the monoidal properties of the operation fi’om the X-direct 

power monoid and the fact that the priming map is an inverse map for the 

totalizing map.

Closure: If e  X  M ', then is ^ 0' iv G X  —> M'?

Associativity: If yu, i/,  ̂G X  —> M ', then is fi <ii' {u (i)' u) (i)'

Identity: If fx E X  ^  M', then is fj, (i>' 9 =  n =  6 (i>' (j,?

These three properties are proven below:

Closure:

H , u e X - ^ M '

(application of t }  

t/j,, tv  €

{closure of*}

=> {application of p}

p{t^x * tv) e  X  M'

=  {definition of

fj, d)' u e  X  M'
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Associativity:

II # '  {p

=  {definition of (|)'} 

fi (i)' p{tu *t^)

= {definition of (=1)'}

p{tn * tp{tu * t^))

= {t is the inverse of p}

p(tn *  *  t̂ ))

= {apply identity map}

p{tfi * {tv * t^))

= {associativity of *}

p{{tfi * tu) * t^)

=  {apply identity map}

p{lMx{tn * tl/) * t^)

= {t is the inverse of p}

p{tp{tfi * tu) * t^)

= {definition of (=̂)'}

p{tn * tu) (i)' ^

= {definition of ®'}

(/i u) d)' ^

Identity:

^(i)' 9

= {definition of ®'}

p{tij, * tO)

= {evaluation of t at 9}

p{tii *  u^)

= {u^ is the identity for *}

p{tn)

= {p is the inverse for t}

= {p is the inverse for t}

p{tfi)

= {u^ is the identity for *}

p{u^ * tfl)

= {evaluation of ̂  at ^}

p{t9 * t/j.)

=  {definition of (ĵ )̂ }

9 (i)' iJ.

Thus, the primed indexed operation is closed, associative and has an iden-
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tity element. Hence, the space indexed structures, without units, under the 

primed indexed operation forms a monoid — an indexed monoid, without 

units {X  M ' ,(§' ,6) .

The indexed monoid, without units, is isomorphic to the X-direct power monoid, 

where the isomorphisms are the priming and totahzing maps:

 ̂ p { f  * g) =  p f  (^'pg 

p{u^) = 9

t{n v) — tn *  tv  

t { e )  =

(2.36)

{X M', g)', e)
These morphisms are verified below: 

p is a morphism:

P { f  *  9)

= {introduce identity maps}

* Im^p )

=  {t is the inverse of p}

p{tpf  * tpg)

= {definition of (|)'}

p f  pg

Hs a morphism:

(S)' u )

=  {definition of

t{p{tfi  *  tu))

= {t is the inverse of p}

= { apply identity map }

tfj, *  tu

p{u^)

{definition of p} =  {definition of t }

{u^y  t &

{remove units} =  is the identity for f }

e
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Hence, the indexed monoid, without units, is a constructive view of the X -  

direct power monoid. Dually, the Z-direct power monoid is a classical view of 

the indexed monoid, without units.

2.8.2 Indexed Structures with Units

One proves here that indexed structures, with units, form indexed monoids, with 

units. The approach is similar to the second approach above but is slightly more 

challenging. The analysis that was used in this approach was influenced by Law- 

vere and Schanuel (1997). One presented this approach to a Summer School and 

Workshop on Algebraic and Coalgebraic Methods in the Mathematics of Program 

Construction in Lincoln College, Oxford (Hughes 2000b). The approach involves 

seven steps:

(i) The space of indexed structures, with units, is explored using the direct 

product of the X-direct power of the set M with the collection of subsets of 

the set X , that is, x V X . This space will be referred to as the direct 

product space in this section.

The direct product space is used to explore the space of indexed structures, 

with units, by projecting the direct product space onto the space of indexed 

structures, with units:

p : x V X  - ^ { X  ^  M)
(2.37)

p :  ^

A section for this projection map is chosen which involves totalizing the in-
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dexed structures, with units, and recording their domains prior to totahzing:

s: (X  ^  M ) ^  x V X
(2.38)

s: 11^ (u^ t  !̂ i dom /x)

where again denotes the constant map from the set X  to the unit o f the 

monoid {M,*,u).

One must verify that the map s is a section for the projection map p, that is,

X V X
p p o s  = lx-*M- (2.39)

X ^ M

One may show this using an indexed structure, with units, [i e X  M  hy
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the following argument:

{P °

= {composition, application}

p{sfi)

= (application of s}

p ( u^  t  A*) domjw)

=  {application of p}

t  /^)

=  {  < l d o m  is a monoid morphism}

■^dom/x^ t  ^dom//A^

=  {restriction of a constant map}

f  / /

=  { d o m ^  C X ]

= {override, equal domains}

Equating the first expression with the last expression we find:

{p os)n  = n 

=  {evaluation at //}

p o s  = Ix-^M

Thus, the map s is a section for the projection map p.
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(ii) The projection map p  and the section map s can be used to define an en- 

domap e o f the direct product space,

e =  s o p .  (2.40)

This endomap will be idempotent, that is, e o e =  e, because it was defined 

using a projection and a section. The endomap’s effect on a point o f  the 

direct product space is,

e: x V X  X V X
(2.41)

e: ( / , i? )  {u^  t  < R f , R )  .

Hence, the direct product space and the space o f indexed structures, with 

units, are related by a projection and section pair, p  and s. Also, the direct 

product space has an idempotent endomap e defined on it:

p

X  M

(iii) As the endomap e is idempotent it will have a collection o f fixed points.

A fixed point o f  the endomap e is a point o f the direct product space which 

is unchanged after the application o f  e, that is, e ( / , -R) =  { f , R)  for the 

point ( / ,  R)  G X V X .  What does this property mean for a point o f  the
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direct product space?

e { f , R )  =  { f , R)

=  {application o f e}

=  {equality o f  pairs}

t < R f  =  f

=  {override in terms o f removal and extension}

■̂ dom </i /  ^ LJ f  f  

=  { R c  dom /  => dom <1̂  /  =  -R}

U C j i f  =  f  

=  {removal from a constant map}

=  {partition o f /  by the subset R}

U  < R  f  =  f  U < R  f

: -  { { f i Ua  =  u U a )  ^  n =  v]

Thus, the collection o f  fixed points o f  the endomap e are,

fix-pts e = { { f , R ) e M ^  x V X \ < R f  =  u^'^^}.  (2.42)

One may easily verify the following equalities,

rng s =  rng e =  fix-pts e. (2.43)
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(iv) If the projection map p  is restricted to the collection of fixed points o f the

endomap e it becomes an inverse map for the section map s,

fix-pts e
p j f i x - p t s e  g

X ^ M

=  and =  (2.44)

Hence, we now have three spaces:

(a) the direct product space,

(b) the space o f indexed structures, with units, and

(c) the space o f fixed points o f the endomap e.

These three spaces are related as follows:

(a) the direct product space has an endomap e defined upon it, the image 

of which, is the space o f fixed points o f the endomap e itself,

(b) the space o f fixed points is included into the direct product space,

(c) the direct product space is projected, by p, onto the space o f indexed 

structures, with units,

(d) the space o f indexed structures, with units, is mapped, by a section s 

of the projection p, onto the space o f fixed points of the endomap e, 

and

(e) the space of indexed structures, with units, is isomorphic to the space 

of fixed points of the endomap e, where the isomorphisms are given 

by the restricted projection map and the section map s.
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These relationships are summarized in the diagram below:

c

X

(v) The direct product space is a monoid as it is the direct product o f the 

X-direct power of the monoid (M, *, u) with the monoid of subsets of the 

set X  under subset union:

(M ^ X V X ,  •, (u^,  0)) =  (M ^, u^)  X {VX,  U, 0). (2.45)

This monoid will be referred to as the direct product monoid in this section. 

Is the space of fixed points of the endomap e a submonoid of the direct 

product monoid?

Closure: If (/, R ) , {g, S)  G fix-pts e, then is (/, R) • {g, S) G fix-pts e? Or, 

since (/, R) ■ {g, S ) ^ { f * g , R U  S),  then is <rusU * q) =

Identity: Is ( u ^ ,0) G fix-ptse? Oris

These two properties are proven below:
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Closure:

“̂ R u s i f  * g)

— is a monoid endomorphism}

{ ^ R U S  f )  *  i ^ R U S g )

=  {product o f outer laws}

(■^5 •^sd)

= {(/> R ) , {a, S)  e  fix-pts e}

=  {removal o f subsets from constant maps}

y < R U S ^

=  {product o f constant maps}

y < R U S  ^

Identity:

-̂ 0

= {removal o f empty-set from constant map}

■^0 ^u

Hence, the space o f fixed points o f the endomap e is a submonoid o f the 

direct product monoid, denoted by (fix-pts e, •, 0)).

(vi) The indexed operator (<i)) is defined in terms of:

(a) the operator fi-om the submonoid offixed points of the endomap (fix-pts e, •, , 0)),
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(b) the projection map restricted to the collection of fixed points of the 

endomap

(c) the section map s.

For two indexed structures, with units, e X  M  define

su). (2.46)

Figure 2.1 displays the definition of the indexed operator graphically in a 

style influenced by Darling (1994, 121; 130).

fix-pts e

^  X P X S V

5 [1* 5 V

P

Figure 2.1: The indexed operator (d)) is defined in terms of: (i) the operator fi-om 

the submonoid of fixed points of the endomap (fix-pts e, •, , 0)), (ii) the pro­

jection map restricted to the collection of fixed points of the endomap 

and (iii) the section map s. For two indexed structures with units /j,,u E X  ^  M  

define n<i)V = ■ sv).
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(vii) One verifies directly the monoidal properties of the now defined indexed 

operator, using the monoidal properties of the operator from the submonoid 

of fixed points of the endomap (fix-ptse, •, ( u ^ , 0)) and the fact that the 

projection map, restricted to the collection of fixed points of the endomap, 

is an inverse map fi'om the section map.

Closure: If e  X  ^  M,  then is // ® i/ G X —> M?

Associativity: If /x, i/, ^ G X  —> M, then is // ® (i/ (i ^) = (/i (=| v) (ii

Identity: I f e  X  —> M, thenis/x(i)0 =  /i =  0 (i/i?

These three properties are proven below;

Closure:

fj.,u E X  ^  M

{appUcation of s} 

s/i, su e  fix-pts e 

{closure of-} 

sfi ■ sv E fix-pts e 

=» { application of p | ® }

■ s v ) e X - ^ M  

= {definition of <i)}

fj, u E X  M
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Associativity;

(// (|) z/) d) ^

=  {definition of d)}

=  {definition of (ji)}

^ | f i x - p t s e ( ^ p | f i x - p t s e ( ^ / ^  • S u )  ■

= { s is the inverse of p j ^}

• su) ■ S^)

= {apply identity map}

=  {associativity of •}

P|»>‘-'>“ ' { s ^  ■ {sv ■ s f l )

=  {apply identity map}

p | f i x - p t s e ^ g ^  • l f i x - p t s e ( s i "  ‘ ^ O )

=  { s is the inverse of p | ®}

p | f i x - p t s e ( ^ ^  • • sO)

=  {definition of (jg}

=  {definition of®}

Identity:

= {definition of (|)}

^ | f i x - p t s e ( ^ ^  ■ S9)

= {evaluation of s at 0}

=  {(m'^, 0) is the

identity for •}

p | f i x - p t S 6 ( ^ ^ )

=  {p|®̂"P*®® is the inverse of s}

=  ^ =  1x-+mM 

=  is the inverse of s}

p | f i x - p t s e ( ^ ^ )

=  {(tt^ ,0)isthe

identity for •}

■ sii)

= {evaluation of s at 0}

p | f i x - p t s e ( g ^  • SfJ, )

= {definition of (S)}

6 (i) n

Thus, the indexed operation is closed, associative and has an identity ele-
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merit. Hence, the space indexed structures, with units, under the indexed op­

eration forms a monoid — an indexed monoid, with units (X M,<^,9).

The indexed monoid, with units, is isomorphic to the submonoid of fixed 

points of the endomap, where the isomorphisms are given by the restricted pro­

jection map and the section map:

(fix-ptse, •, (u ^ ,0 ))
p | f l x - p t s e  g

{X  ^  M, a>, e)

s{fi (i) v) =  ŝ l ■ su 

s{e) =  {u\ij})
(2.47)

p|fix-ptse(^/  ̂i?) . {g, R)) =  (/, R) g) {g, R)

p | f i x - p t s e ( ^ ^ X ^ 0 ) )
(2.48)

These morphisms are verified below: 

p  I fix-ptse -g a morphism:

=  {apply identity map}

^|fix-ptsa(i^x.ptse(/,i?)

■ 1 fix-ptse {s. R))

=  {s is an inverse for ^}

p |f ix -p tse (^ p |f ix -p tse (y -^ ^ )

=  {definition of

p |fix -p tse  {g, R)

s is a morphism:

s{/j,(iiu)

=  {definition of (=i)}

^ p | f i x - p t s e ( ^ ^  ■ S U )

— {s is an inverse

l f ix -p ts e (^ M  ‘

=  {apply idenity map}

SjjL • S U
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S{9)

{definition of {definition o f s}

(u^ 19, dom o')

{restriction by empty set} {6 is identity for f,

e domain of 6/}

Hence, the indexed monoid, with units, is a constructive view of the sub­

monoid o f fixed points of the endomap e. Dually, the submonoid of fixed points 

of the endomap e is a classical view o f the indexed monoid, with units.

The projection map p becomes a morphism fi-om the direct product space onto 

the indexed monoid, with units:

Before we verify this morphism consider Figure 2.2 which graphically dis­

plays the following property; the image, under the projection map p, of the product 

of any two points in the direct product monoid, is equal to the image, also under 

the projection map p, o f the product o f the images o f the same two points o f the di-

p { { f , R ) - { g , S ) ) = p { f , R ) d ) p { g , S )
(2.49)

p{{u^,(D)) =  9
p

(X  ^  M, (g), 9)

rect product monoid, under the endomap e, that is, if  {/, R ) , {g, S) e  x V X ,  

then

p { { f , R ) - { g , S ) ) = p i e { f , R ) - e { g , S ) ) . (2.50)
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fix-pts e
^  X P X

P

Figure 2.2: The image, under the projection map p, of the product of any two 

points in the direct product monoid, is equal to the image, also under the pro­

jection map p, o f the product o f the images o f the same two points of the direct 

product monoid, under the endomap e, that is, if  ( /, R ) , (g, S) 6 x V X,  then

p { { f , R ) - { g , S ) ) = p { e { f , R ) . e { g , S ) ) .

The image, under the endomap e, o f a point o f the direct product monoid is 

the fixed point associated with that point o f the direct product monoid. Also, the 

image, under the projection map p,  of a point of the direct product monoid is equal 

to the image, under the projection map p,  of the fixed point associated with that 

point.

Hence, the above property can also be stated as: the image, under the projec­

tion map p,  o f the product o f any two points o f the direct product monoid is equal 

to the image, under the projection map p,  o f the product o f their associated fixed
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points. The following argument verifies this property:

p ( e { f , R )  - e{g,  S))

= {definition of e}

p { { u ^  t < R  f ,  R )  ■ { u ^ i < s g , S ) )

= {definition of •}

p{{{u^ t <ii/) * t <s g) , R^S) )

= {definition of p}

< R u s i ( u ^  f  < r / ) *  t < S d ) )

= {<l/ius is a monoid endomorphism}

< R U S { U ^  t /) * < R U S { U ^  t g )

= {<Rus is a monoid endomorphism}

(<I/{U 5 t  <lflU S < R  / )  *  t  < S  g)

= {restriction of a constant map,

product of outer laws}

t <RUSUR f )  * t <RUSL>Sg)

= {union is idempotent}

t  <i?us / )  *  t  < R US  g)

= {override, equal domains}

{<RUS  / )  *  i < R u S g )

—  {<1 k u s  is a monoid endomorphism}

<Rus{f * g)

=  {definition of p}

p ( { f * g , R U S ) )

=  {definition of •}

p { { f , R) - { 9 , S ) )
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Using this property we verify that the projection map p is a morphism from 

the direct product monoid to the indexed monoid, with units:

p is a morphism:

p{{f ,R)  ■ (g^s))

= {images under p of product of points and

product of their associated fixed points agree}

p{e ( /, R) ■ e {g, S))

— is a restriction ofp}

p|fix-ptse(g e (5, 5 »

=  is a monoid morphism}

p|fix-ptseg ^  {g, S)

= |p|fix-ptse -g ^ restriction of p}

pe ( /, R)  d)pe {g,S)

— {image under p of point and

associated fixed point agree}

p ( /, R) d ) p  {g, S)

p((w ^,0))

=  {definition of p}

= {restriction to empty set}

9
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The endomap e becomes an endomorphism of the direct produce space, the 

image of which is the submonoid of fixed points of the endomap e:

(fix-ptse, •, («^,0))  ̂ X VX, ■, (u'^,0))

e((/, R) • {g, S)) =  e (/, i?) • e {g, S)
(2.51)

e((«^,0)) =  (m̂ ,0)

This is easily seen as the map e is by definition the composition of the section 

morphism s after the projection morphism p.

These morphisms are summarized in the diagram below:

(fix-ptse, •, 0))  ̂ ( M^  •, (u^,0))
j j j f ix -p ts e  g

p

By 1999 one had verified algebraically the monoidal properties of the two 

types of indexed monoids and in the process expanded the philosophy of the 

School.

2.9 Summary

This chapter has given a historical development of indexed operations and oper­

ators in the Irish School of the VDM. The key discussions and publications have 

been recorded and placed in context, thus capturing a significant portion of the 

School’s work over the past six years. This chapter has:

(i) extended the operator calculus of the School by developing the algebra of 

indexed operations and operators, and
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(ii) altered the philosophy of the School by re-embracing classical mathematics.



Chapter 3

Categorical Definition of Override

Models of software systems are built in the Irish School of the VDM using par­

tial maps between sets and certain operations on these partial maps: extension, 

restriction, removal and override. Can these operations be given a categorical 

semantics?

One begins to answer this question by asking a simpler question: Can the 

operation of overriding a total map by a partial map be expressed in terms of com­

position alone? This question can be posed as either a determination problem or a 

choice problem. Determination and choice problems are introducted by Lawvere 

and Schanuel (1997,45-9). However the determination and choice problems only 

have solutions in specific cases. Thus an alternative approach must be found. One 

may formulate an alternative approach using topos theory. There are two reasons 

for doing so:

(i) In the topos of sets and maps, denoted S,  the operation of ovemding one 

partial map, from a set X to a set Y,  by another partial map,.from the set X  

to the set Y,  depends on the ‘shape’ on X,  that is, how the subsets of X  are

73
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related to each other and to whole set X . The ‘shape’ on the set X  is the 

Boolean algebra V X  of subsets of the set X.

This arises from the fact that the operation of override may be defined in 

terms of the operations o f removal and extension. Specifically, when over­

riding one partial map by another partial map, one must remove the domain 

of the second partial map from the first partial map. To remove a part o f X  

from a partial map, requires one to remove the part from the domain of the 

partial map. Thus, the operation of override depends upon the removal o f a 

part of X  from another part of X .  Topos theory considers the relationships 

between the parts of an object X  and the whole object X  categorically.

(ii) Lawvere (1976) believes that topos theory gives a foundation for mathe­

matics; mathematical concepts may be given a topos theoretic semantics. 

As the School involves mathematical concepts, topos theory must underlie 

the School.

As one realises that override depends on the ‘shape’ on X , one is led to look 

at override in another world, where the ‘shape’ on X  is different from the topos 

of sets and maps. Thus, one considers override within the category of topological 

spaces and continuous maps, denoted T . Although T  is not a topos it is suffi­

ciently well known to use as a backdrop for a study of override. One considers 

continuous partial maps from a topological space X  to a topological space Y . 

The parts o f a topological space X  are open subsets and not just subsets. Addi­

tionally, the ‘shape’ on the topological space X  is the Heyting algebra 0 { X )  of 

open subsets of  X.  To interpret override successfully within this category one is 

required to carefully interpret removal, as the topos S  interpretation of removal is
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insufficient. Thus, one is led to three definitions of removal.

One develops the operations of extension, restriction, removal, and override 

in an elementary topos. Both extension and restriction can be expressed in an 

elementary topos. Hov^̂ ever, one finds that removal is problematic, and as one is 

defining override in terms of removal and extend, then override is also problem­

atic. One must decide which of the three definitions of removal are elementary. 

The third definition uses an operator which is not in general elementary, whereas 

the first two definitions are elementary. One would hypothesize that when the 

third definition is valid in a particular topos it will agree with the first definition 

and second definition.

One demonstrates the concept of overriding one partial map by another partial 

map in each of the following worlds:

(i) the topos of endomaps and endo structure preserving maps, denoted , 

introduced by Lawvere and Schanuel (1997, 136-41), and

(ii) the topos of maps and fiber structure preserving maps, denoted «Ŝ , intro­

duced by Lawvere and Schanuel (1997, 144-5).

One shows that the topos S  interpretation of override is not sufficient for these 

two worlds, this is due to the fact that the topos S  interpretation of removal is not 

appropriate for these two worlds. However, one demonstrates that the three new 

definitions o f removal are appropriate within these worlds. Finally, one shows the 

correct interpretation of override.

As one has successfiilly found an elementary definition of removal and exten­

sion, and as one is defining override in terms of removal and extension, one has 

found an elementary definition of override.
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3.1 Determination and Choice Problems

Can the operation of overriding a map X  F  by a partial map X  Y ,  whose

domain of definition is the subset

dom fx - {x )  for some x e X, (3.1)

and on this subset the partial map is defined by

(3.2)

be expressed in terms of composition alone?

The resulting map X  ^  Y should be the map X  - ^ Y  with the value / (x) in
f

the map X  —>Y replaced by the new value y. This question can be posed either as 

a determination problem or as a choice problem [see appendix B for a discussion 

of determination and choice problems].

Determination problem:

y

Y

i f i r ‘ {/W}i = i.
then for y' & Y  the 

map Y  - ^ Y  is defined by

Choice problem:

X
hi \  /

/tM

i f / - '

then for x' E X  the 

map X  X  is defined by
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map Y  -^ Y  is defined by map X ^  X  is defined by

g{y ' )  =  <
y  i f ?/' =  f i x ) ,

y' otherwise.

x" if x' =  X,

x' otherwise,

where x " g /  ^{y}.

Hence, the determination and choice problems only have solutions in specific 

cases. Thus, an alternative approach must be found.

One considers the operation of overriding a partial map, fi'om a set X  to a set Y,  

by another partial map, fi'om the set X  to the set Y,  in the topos of sets and maps 

<S. One finds that the operation of override depends on the ‘shape’ on the set X,  

that is, how the parts of X  relate to each other and to the whole set X.  One notes 

that the ‘shape’ on the set X,  in topos of sets and maps, is the Boolean algebra of 

subsets of X ,  denoted by V X .

Specifically, let X  y  be an 5-partial map from the set X  =  {a, b, c} to the 

set Y  =  {w, X, y, z } ,  whose domain of definition is the subset S =  {a, b} of the

3.2 Override depends on Shape

set X:

dom a =  {a,b} ^  X  

and on this subset the partial map is defined by the 5-map S -^ Y :

a  —
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Let X  F  be an 5-partial map also from the set X  to the set Y,  whose 

domain of definition is the subset R =  {6, c} of the set X:

dom P = {b,c} X

and on this subset the partial map is defined by the <S-map R Y:

f  ̂=
h

c

y

z

The operation of override may be defined in terms of the operations of removal 

and extension. Specifically, when overriding the partial map X  - ^ Y h y  the partial 

map X  Y ,  one must remove the domain of the partial map X  ^ Y  from the 

partial map X  - ^ Y  and then extend the result by the partial map X  - ^ Y :

ai/3

= {override in terms of removal & extension}

■̂ dom/? Q! U /?

To remove the subset dom {3 of the set X ,  from the partial map X  ^ Y ,  requires 

one to remove the subset dom j3 from the subset dom a,  thus forming a subset of 

the set dom a,  which is in turn another subset of X :

■^dom P
= {removal in terms of composition & subset removal}
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{a o (domo; ^dom/jdoma)) U (3 

— {doma: =  S  and dom/3 = R}

{ a o { S  ^  < r S))  U (3 

=  {evaluating the composition}

The notation denotes the restriction of the map a, firom domain S  to

codomain Y,  to the map fi*om domain S  to codomain Y,  where <r  5  is a 

subset of S

The operation of removal and in turn the operation of override depends on 

the ‘shape’ on the set X,  that is, how the parts of X  relate to each other and to 

the whole set X.  The ‘shape’ on the set X ,  in the topos of sets and maps, is the 

Boolean algebra V X  of subsets of X :

X  = {a, b, c}

:{b, c} = RS  =  {a, b}:

Hence, the domain of definition of the <S-partial map X  ^  F  is the subset 

S' U i? o f the set X:

dom(a f /3) =  {a, b , c } ^ X
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and on this subset the partial map is defined by the 5-map S  U R ) ° ^  Y:

C z

3.3 Overriding Continuous Partial Maps

As one realises that override depends on the ‘shape’ on X , one now looks at 

override in another world, where the ‘shape’ on X  is different from the topos of 

sets and maps. One considers override within the category of topological spaces 

and continuous maps, denoted T'.

Let X  and Y  each denote the set of real numbers. If 0{Z)  denotes the collec­

tion of open subsets of a space Z, then {X, 0{X) )  and (F, 0{Y))  each denote the 

topological space of real numbers, which is an object in the category T .

The open intervals S = (-2 ,1 ) U (1,3) and R = (-1,4) are open subsets 

of the topological space (X, 0{X) )  and these open subsets are topological spaces 

themselves, where their topologies are induced from 0{X) .  Thus, the topologi­

cal spaces {S, 0{S))  and {R, 0{R))  are topological subspaces of the topological 

space ( X, 0(X) ) ,  that is,

{ S , 0 { S ) ) ^ { X , 0 { X ) )  and {R,0{R)) ^  {X,0{X)) .  (3.3)

Let (X, 0{X) )  ^  (Y, 0{Y) )  be a T-partial map whose domain of definition 

is the topological subspace {S, 0(S) )  of the topological space (X, 0(X)) .

doma = (S,0(S))  ^  ( X, 0(X) ) (3.4)
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and on this topological subspace the partial map is defined by the following T-map

{ S , 0 { S ) ) ^ { Y , 0 { Y ) ) :

a{x) —
i f x G ( - 2 , 1), 

2 i fxG(l ,3) .
(3.5)

This map is the 5-map S' A  y  which ‘respects the topological structure’, that is, 

the «S-map is a continuous map. The graph of the 5-map is plotted below:

a \

- 2 - 1

If the 5 -map a  were defined at 1, then it would not be continuous at 1 as limj;^ \a{x)  

is not defijied because

lim a{x) =  2 whereas lim a{x) =  1.
X - + 1 +  X —

(3.6)

Hence, the 5-map a would not respect the topological structure and thus would 

not be a T-map. Continuity is discussed by Spivak (1967, 93).

Let (X, 0{X))  ^  {Y, 0{Y))  be a T-partial map whose domain of definition 

is the topological subspace {R, 0{R))  of the topological space (X, 0{X)) .

domP =  {R, 0{R))  ^  {X, 0{X)) (3.7)
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and on this topological subspace the partial map is defined by the following T-map 

(R, 0 (R ))  -2. (Y, 0 (Y )):

j3(x) = x  + l  if X e (-1,4)  (3.8)

This map is the 5-map R - ^ Y  which ‘respects the topological structure’, that is, 

the <S-map is a continuous map. The graph of the 5-map is plotted below:

- 1

One wishes to interpret the concept of overriding one partial map by another 

partial map in the category of topological spaces and continuous maps.

The interpretation of the concept of overriding one partial map by another par­

tial map in the category of topological spaces and continuous maps of topological 

spaces is different from its interpretation in the topos of sets and maps.

Specifically, as the T-partial maps

{ X , 0 { X ) ) - ^ { Y , 0 ( Y ) )  and i X , 0 ( X ) )  ^  {Y,0{Y)) ,  

give rise to the 5-partial maps

X ' S . y  and X - ^ Y ,
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in the obvious way, does the 5-partial map

X  Y

give rise to a T-partial map

{X, 0 { X) )  ^  (y, 0(y))?

As the 5-partial map X  ^  y  is the subset i? U S' of the set X  together with 

the 5-map (i? U S') Y,  hence, to answer the above question one must address 

the following two questions:

(i) Does the subset i? U S' o f the set X  identify a topological subspace of the 

topological space (X, 0( X) ) ?

The subset R  of the set X  is an open subset contained within the topolog­

ical space (X, 0 ( X ) )  and the subset S' of the set X is also an open subset 

contained within the topological space (X, 0(X) ) .

Now the union of any two open subsets of a topological space is another 

open subset of the topological space. Thus, the subset R U  S =  (—2,4) of 

the set X  is an open subset contained within the topological space (X, 0 ( X ) )

Again, the open set i? U S' is a topological space itself, where its topology 

is induced from 0 ( X ) .  Thus, the topological space (R U S, 0 ( R  U S)) is a 

topological subspace of the topological space (X, 0(X}) .

Thus, the subset R U  S  will in fact give rise to a topological subspace (R U 

S, 0 ( R  U S')) of the topological space (X, 0(X) ) :

(RUS , 0 ( RUS) ) <^  ( X , 0 ( X ) }  (3.9)
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(ii) Can the 5-map {RU S) Y  he viewed as a 'T-map from topological 

space {R U S, 0 ( R  U S)) to the topological space (Y, 0(Y))7

The 5-map (RU S ) ^  Y  is defined by

a{x) ifx  e  ( -2 , -1 ] ,

P(x) i f a ; e ( - l , 4 ) .

The graph of this 5-map is plotted below;

(3.10)

-2 -1

The 5-map (i? U 5) F  does not ‘respect the topological structure’, that 

is, the 5-map is not a continuous map.

Specifically, the 5-map is not continuous at -1 as the lim2:-+_i(Q! t P){^) is 

not defined, because

lim {a t =  0 whereas lim {a f P){x) =  1,
X ^ - 1 +  x - » - l

and yet the 5-map is defined at -1 and has the value a (—1) =  1. Thus, the 

5-map { R i ) S ) ' ^ ^ Y  does not give rise to a T-map.
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Hence, as the answer to the second question is negative the <S-partial map X  

Y  can not be a T-partial map (X, 0{X))  ^  (Y, 0(Y)).  However, if  the S -  

map {RU S) Y  was not defined at -1, then the <S-map would be continuous, 

preserving the topological structure, and hence the «S-partial map X Y  would 

be a T-partial map (X, 0{X)) {Y, 0{Y)).

Why does the interpretation of the concept of overriding one partial map by 

another partial map in the category of topological spaces and continuous maps 

differ from its interpretation in the topos of sets and maps?

As override depends on removal and extension, one must interpret the con­

cepts of removal and extension in the category of topological spaces and continu­

ous maps in order to interpret the concept of override.

The interpretation of the concept of extending one partial map by another par­

tial map in the category of topological spaces and continuous maps is the same as 

its interpretation in the topos of sets and maps.

In one’s preliminary exploration of removal in the category T  one amved at 

the following three definitions of removal,

^iR,omiS,0{S)) = {T,o{T)) 

where T  is defined to be one of:

(i) (-ijR wrt X) n  5

(ii) -<R wrt {R U S)

(iii) \ J { U  e Oi S ) \ Un R  = H)}

The notation -^RwrtX  denotes the interior of the complement of open subset R
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with respect to the space X ,  that is,

- i R w r t X  :=

Additionally, the notation wrt (R  U S) denotes the interior of the complement 

of the open subset R  with respect to the open subset i? U S', that is,

--R wrt {R U S) := ( ^ r (R U 5))°.

Using any of the above definitions of removal, the result of overriding one 

partial map by another partial map will be a partial map which may be interpreted 

as a partial map within the category T .

Hence, the T-partial map {X, 0 { X ) )  {Y, 0{Y))  has the topological sub­

space <(r,o(r)){S, 0{S))  U (R, 0 (R ) )  of the topological space (X, 0(X)):

dom(a t  0(S ) )  U (R, 0(R)))  (X, 0 (X ) ) ,  (3.11)

and on this topological subspace the partial map is defined by the following T-map 

{̂ (RO(«»(S. 0(S)) u (R, o(R))) (y, o(Y))-.

{ a(x) if a; G (—2, —1),
(3.12)

/3(x) i f a :G ( —1,4).

This map is the 5-map (((•^BX)°nS')U R) Y  which ‘respects the topological 

structure’, that is, the <S-map is a continuous map. The graph of this 5-map is 

plotted below:
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- 2 -1

These prehminary investigations suggested that one turn to consider override 

in a variety o f other worlds, that is, in topoi.

3.4 Elementary Definition of Operators

One develops the operations o f extension, restriction, removal, and override in 

an elementary topos £.  These developments have been inspired by Lawvere and 

Schanuel (1997) and Goldblatt (1984). The definition o f the operations in an 

elementary topos is achieved by constructing each operation in the topos S  o f sets 

and maps. One must confirm that each o f these constructions may be expressed in 

an elementary topos. This will give a categorical semantics to the operations.
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3.4.1 Partial Maps

In the topos S  a partial map ^  from a set X  to a set Y, denoted by X  -w y ,  is a 

map from a subset dom X  o f  the set X  to the set Y, thus,

X  ^ Y  means domyW ^  X  and dom/w A  Y. (3.13)

The subset dom jx ^  X  o f  the set X  is called the domain of definition of the 

partial map.

In an elementary topos £  a partial map // from an object X to an object Y ,  

also denoted by X  -w F , is defined to be a map from a subobject dom X  o f  

the object X  to the object Y ,  thus,

X  ^ Y  means dom X  and dom/i A  y. (3.14)

The subobject dom fj, ^  X  o f  the object X  is called the domain of definition of 

the partial map.

3.4.2 Extension

If two partial maps X  ^ Y  and X  - ^ Y ,  from the set X  to the set Y , have disjoint 

domains o f definition,

d o m n  dom =  0, (3.15)

then the partial map pi may be extended by the partial map u, denoted X ^  y . 

The extension is the pair of maps:

(j  ̂ map dom [x "h dom u —> Y ,  which is the sum of the map dom > Y  

with the map dom v - ^ Y  va. the topos S .
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(ii) The inclusion map dom // +  dom p X , which is the sum of the inclusion 

map dom X  with the inclusion map dom X  in the topos S .

As the sum of two disjoint sets in the topos S  is their union,

dom IX + dom u 

= {sum in topos S  is disjoint union}

dom l±l dom u 

= {dom n  dom u = ^}

dom fj, U dom u

thus, the extension of the partial map X  Y  hy the partial map X  ^  F  is 

illustrated by the sum diagram

dom IX dom U dom v domv

One would like to define, in an elementary topos £, the extension of one partial 

map X  -w y  by another partial map X  To achieve this one must generalize 

the disjointness condition to a topos. In the topos S  the diagram

0 dom/i

domi^ *-

is a pullback square precisely when dom /x D dom v = %. Thus, in an elementary 

topos S  the subobjects dom/i '—> X  and domt' X  are disjoint when the
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diagram

0 ----- ^domu
P

domi/ ' '-------

is a pullback square in the topos S.

Given two partial maps X  Y  and X  F  in an elementary topos S  with 

this disjointness condition their extension, denoted X  Y ,  is defined to be the 

pair of maps:

(i) the map dom // +  dom u Y ,  which is the sum of the map dom ji - ^ Y  

with the map dom u ^ Y  in the topos S, and

(ii) the subobject dom// +  domz^ X ,  which is the sum of the subobject 

dom X  with the subobject dom z/ ^  X  in the topos £.

Thus, the extension of the partial map X  Y  by the partial map X  y  is 

illustrated by the sum diagram

dom jji ^ d o m  [i +  dom u ■<— ) dom p

3.4.3 Restriction

If in the topos S  there is a partial map X  Y  from a set X  to a set Y  and a 

subset S' ^  X  of the set X ,  then one may restrict the partial map ii by the subset 

S  ^  X ,  denoted X  Y .  This restriction is the pair of composite maps in the
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diagram

dom f i O S  ^ ^  dom /x Y

X

(3.16)

To emphasize the move from the topos «S to an elementary topos framework 

one introduces the join A and meet V notations to replace the set-theoretic 

intersection n and union U operations, respectively. Details of these operations 

on subobjects in an elementary topos are given at the end of Appendix B.

If in an elementary topos E there is a partial map X  Y  from an object 

X  to an object Y  and there is a subobject 5  > X of object X,  then one may

form the intersection of the subobject dom fx ^  X  with the subobject S  X.  

The composite map dom/i A S  ^  X  formed by the pullback of the subobject 

dom X  along the subobject S' ^  X is the intersection of the two subobjects

dom /i A S' ^ dom (3.17)

The restriction of the partial map X  Y  hy the subobject S ^  X,  denoted 

y , may be defined to be the pair of composite maps in the diagram< S --> XJi

dom //A S  —̂s- dom p

X

(3 .18)

3.4.4 Removal

If in the topos S  there is a partial map X  Y  from a set X to a set Y  and a 

subset S ^  X  of the set X,  then one may remove the subset S ^  X  from the
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partial map X  Y ,  denoted X  Y . This removal is the pair o f composite

maps in the diagram

-^sdom// — ^dom/x— (3.19)

How can the subset -^5  dom fx X  he defined in the topos 5 ?  A definition 

o f  removal is needed, which will guarantee that the removal o f a subset R  X  

from another subset S  ^  X  will be another subset -^fiS ^  X .

One now moves fi"om the topos S  directly to an elementary topos 6 .  There 

are three definitions o f  removal that will guarantee that the removal o f a subobject 

R ^  X  firom another subobject S  ^  X  will be another subobject X :

where R V  S  =  dom {{R  X ) V (5  X ))

Definitions 1 and 2 are elementary. The third definition, is distinguished, be­

cause, unfortunately there is still an open technical issue. Specifically, the subob­

ject algebra o f  a topos is a Heyting algebra. It is not, in general, a complete Heyt- 

ing algebra and one is using the union o f  any possible collection o f subobjects, 

denoted above by the expression \J  | . . .  }. Although \J is internally definable it 

is not possible in general to determine it externally to the topos itself, as discussed

(i)

(ii) ^ R ^ x S - ^ X ^  { { R y  S ) ^  X ) o - . { R ^  { R y  S))  

where R \ /  S  =  dom ((i? ^  X ) V (S' X ))

(iii) S ^ X  =  { S ^  X ) o V  ^  {R\ / S) )o{A ^  S)^
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by McLarty (1992, 166). However, if the elementary topos £  is defined over S ,  

then the subobject algebra of the topos will be a complete Heyting algebra, as 

discussed by Bell (1988, 141).

In an elementary topos S  the removal of the subobject 5  ^  X  of the object 

X  from the partial map X  - ^ Y ,  denoted X  ^ Y,  is defined to be the pair of 

composite maps in the diagram

•^sdom /i —^dom iJ,

X

3.4.5 Override

Given two partial maps X  - ^ Y  and X  Y  from a set X  to a set Y  in the topos 

S ,  the partial map fj, can be overridden by the partial map i/, denoted X  Y.  

This is the partial map formed by the expression

(3.21)

Additionally, this expression is always defined in an elementary topos £  because 

one can always remove the subobject dom u X  from the partial map X  Y  

to form the partial map X  ^ Y  and then extend by the partial map X  - ^ Y .

3.5 Topos of Endomaps of Sets

Let X ^ ^  be the following object in the topos of endomaps of sets:
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• sThe notation f\g denotes the restriction of the endomap / ,  from domain X  to 

codomain X,  to the endomap from domain S  to codomain S, where 5  is a subset 

of X.
O fl® O f\^ oWhere ^  and are also objects in the topos 5 ^  of endomaps of

sets, these objects are subobjects of the object X^^ ,  that is,

(3.22)

These objects are subobjects of the object X ^ ^  because if an element x of the set 

X  ‘enters’ the subset R  or the subset S  under repeated application of / ,  then the 

element never ‘leaves’ either subset under further applications of / ,  that is,

e X : 3 m e N :  f ^ x e  R =^ y n e N:  e R, (3.23)

and

\ / x e X : 3 m e N :  f ^ x e  S  G S. (3.24)

Let be the following object in the topos of endomaps of sets:
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Y^g =

The object can be represented by the following generators, and relations 

among the generators:

generator

o fY ^ ^

relation

in

V g “̂v =  V

w g'^w =  gw

X g'^x =  gx

y g y  =  gx

z g^z =  gz

Let ^  be an -partial map whose domain of definition is the 

subobject ^  Qf object

dom a  =

and on this subobject the partial map is defined by the following -map
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This map is an «S-map S - ^ Y  which ‘respects the endomap structure’, that is,

f \s  =  9°<^- (3.25)

Why does the «S-map S Y  preserve the endomap structure? The «S-map

S Y  preserves the endomap structure because it maps the generators of the
O  Al®object S to elements of the set Y  with relations which are the ‘same’ as the

O  fl®relations of the generators o f the object

Specifically, the object is represented by the following generators and

relations among the generators;

generator relation

of

a p a  =  0

b f b  =  fb

The 5-map S  - ^ Y  maps the generators a, b of the object to two elements 

V, w of the set Y,  that is, a{a) =  v  and a{b) =  w .  The elements v ,  w  have 

relations g^v = v and g^w =  gw  which are equivalent to the relations among the 

generators a, b of the object S ®:
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generator relation element relation equivalent

in set Y in relation

a f a  =  a V g'^v = V g'^v =  V

b 11 w g^ w  =  g w g^ w  =  g w

The following argument verifies that the relation g'^w = g w  is equivalent to the 

relation g'^w = g w :

g ^ w  =  g w  

=  {separate power}

g g w  =  g w  

= {relation g ^ w  = g w }

gg'^w  =  g w  

= {exchange powers}

g'^gw  =  g w  

=  {relation g ^ w  = g w }

g^ g ^ w  =  g w  

= {combine powers}

g'^w =  g w
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Let be an 5'^-partial map whose domain of definition is the

subobject ^  of the object X^^:

x^f

0 ( 0  \.ry

and on this subobject the partial map is defined by the following -map fP
y O a .

This map is the 5-map R - ^ Y  which ‘respects the endomap structure’, that is,

J\r = 9'^ P- (3-26)

Once again, the <S-map R Y  preserves the endomap structure because it 

maps the generators c, d of the object R ^  to elements gx, z  of the set Y  with 

relations which are equivalent to the relations among the generators c, d of the 

object
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generator relation element relation equivalent

ofR^f\R in set Y in Y ^^ relation

c f c  = c gx g[gx) = gx g^{gx) = gx

d f d  = f d z g^z = gz g^z =  gz

The following arguments verify that the relations g{gx) = gx and g^z = gz  are 

equivalent to the relations g^(gx) = gx  and g^z — gz respectively:

g(gx) = gx

{relation g{gx) = gx}

9{9{g^)) =  9^

{relation g(gx) = gx}

gigigigx))) = gx 

{combine powers}

g^igx) =  gx

g z = gz

{separate power} 

g'^gz = gz

{relation g^z = gz}

g^g^z = gz

{combine powers}

g z = gz

Again one wishes to interpret the concept of overriding one partial map by 

another partial map in the topos of endomaps of sets.

The interpretation of the concept of overriding one partial map by another 

partial map in the topos of endomaps of sets is different from its interpretation

in the topos S. Specifically, as the -partial maps and

give rise to the 5-partial maps X  Y  and X  Y, 'm  the obvious way, 

is the 5-partial map X ^  F  an -partial map X^^ ^  As the S-

partial map X  Y  is the subset R\J S  of  the set X  together with the 5-map 

R \ j S ° ^  Y,  hence, to answer the above question one must address the following

two questions;
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(i) Does the subset U S' of the set X  identify a subobject of the object

The subset R \J S  gives rise to the subobject {S U ^̂ (sur) ^  of

the object X ^ ^ :

x^f

This is because if  an element x  of the set X  ‘enters’ the subset R l } S  under 

repeated application o f / ,  then the element never ‘leaves’ the subset R\J S  

under further applications of / .

(ii) Is the 5-map i? U S F  an 5 '^  -map (5 U R ) ^

gw

The following argument demonstrates that the endomap structure is not pre­

served by the 5-map R U  S  Y  hy evaluating each composite map 

{ a \  (3) o /l^us and g o [a ] (5) ai the element b of the set U 5  and
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find that their results disagree:

((at/?)o/Cf)6

=  {composition, application}

(«t/?) f C l b

= {application of / 1 }

(at/?)c 

=  {application of a  f /?}

gx

= {composition, application} 

g{a t a)b 

~  {application of a  f / }̂

gw

^  {diagram}

gx

The «S-map R U  S ° ^  Y  does not respect the endomap structure, that is,

( a t / 9 ) o / K 7 ^ « o ( o t « .  (3.27)

Thus, the 5-map U K is not an 5'^-map { S u R p  ■''SuS ^

Hence, as the answer to the second question is negative the <S-partial map Y  

can not be an -partial map Y ^ ^ .  However, if the «S-map i? U 5 ^  Y

was not defined at the element b, then the «S-map would preserve the endomap 

structure and hence the 5-partial map X  Y  would be an -partial map

Why does the interpretation of the concept of overriding one partial map by 

another partial map in the topos differ from its interpretation in the topos S I  

As override depends on removal and extension, one must interpret the con­

cepts o f removal and extension in the topos of endomaps of sets in order to 

interpret the concept of override.
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The interpretation of the concept of extending one partial map by another par­

tial map in the topos is the same as its interpretation in the topos S.

The concept of removing a subobject from a partial map depends upon the 

concept of removing one subobject from another subobject. Thus one must inter­

pret the concept of removing one subobject from another subobject in the topos

The interpretation of the concept of removing one subobject from another sub­

object in the topos is different from its interpretation in the topos S. Specif­

ically, as the subobjects and ^  of the object X ^ ^

give rise to the subsets R  and S  of the set X , in the obvious way, does the subset 

S  of the set X  identify a subobject of the object

O /The subset S  of the set X  does not identify a subobject of the object X  

This is because the element b of the subset <r S ‘leaves’ the subset after an ap­

plication of / ,  that is, b £ <r S  yet fb  ^  -^r S.

What subobject of the object X ^ ^  should the removal of the subobject p P  "

X"^^ from the subobject identify?
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R

-Q /lThe object g  is defined to be the object where T  is the subsetQ/l?

of the set S which contains only those elements x of the set S which never ‘enter’ 

the set R under repeated applications o f / ,  that is,

T =  { x e S \ \ / n e N :  P x ^ R } . (3.28)

The object is a subobject o f the object ̂  Hence the object Of\

{ )  f l *  ( j  f Pis a subobject of the object Additionally, as the object is a subob­

ject o f the object then the object

Of
R,Q/lg

O fl^5 ® is a subobject of the object

Hence, the removal o f the subobject ^  from the subobject

j5(^Q/^thatis,/Is c_̂  is the subobject
R

/ I

O f f

jP f \R
Of (3.29)

The interpretation o f the concept o f removing one subobject from another sub­

object in the topos is different from the topos S interpretation. Thus, the 

interpretation o f the concept o f overriding one partial map by another partial map 

in the topos is different from its interpretation in the topos S.

coco
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Why does the interpretation of the concept of removing one subobject from 

another subobject in the topos differ from its interpretation in the topos 5 ?  

The concept of removing one subobject from another subobject depends upon the 

algebra ofparts o f an object. The algebra of parts of an object in the topos 

is a Heyting algebra whereas the algebra of parts of an object in the topos S  is 

a Boolean algebra. Additionally, the logic of the topos is intuitionistic logic 

whereas the logic of the topos S  is classical logic.

specifically, the removal of the subobject ^  from the subobject

gQ  /Is is defined using the algebra of parts by any one of the following

three expressions:

(i) The intersection of the negation of the subobject X ^ ^  with re­

spect to the object with the subobject ^  that is,

(3.30)

(ii) The negation of the subobject ^  V with respect to

the object fP  V followed by inclusion in the object x '^ ^ ,  that is,

((^Q/lS ^  X ^ ^ )  o -^{R^ ^  R ^  (3.31)

where the object R ^  V is the domain of the subobject formed by

the union of the subobjects R ^  ^  X ^ ^  and ^  X ^ ^ ,  that is,

j p i \ ^  V =  dom((i?^^'« V X^^) ) .  (3.32)

(iii) The subobject ^  X ^ ^  following subobject formed by the union of

the collection of subobjects of the object which
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when included in the object V are disjoint from the subobject

f p  f \ R  ^  j P  f \ R  y  ^ 0  /If  ̂ that is,

^  x^-^) o y ^  I

( S ^  ^  j P  f \ n  y  g O  /Is) o (f/Q  f \ u  ^  g O  /If) (3 3 3 )

where again

j P  /!« V g O  /If ^  dom ((i?^  ^  V (5 ^  X ^ ^ ) ) .  (3.34)

Each o f these definitions is considered in turn to demonstrate that they express the 

concept o f removing one subobject from another subobject:

C ) f  O f \ ^(i) What subobject o f the object does the negation of the subobject ^  ^

X ^ ^  with respect to the object X ^ ^  identify?

The object -> iP wrt X ^ ^  is defined to be the object /P where A  is 

the subset o f the set X  which contains only those elements x  of the set X  

which never ‘enter’ the subset i? under repeated applications of / ,  that is.

A  = { x e X j V n e l ^ :  R j .  (3.35)
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The object A ^  is a subobject of the object Thus the object -• -^^^wrtX'

is a subobject of the object X ^ ^ .

Hence, the negation of the subobject ^  X ^ ^  with respect to the

object X ^ ^  is defined by

-^(ROf\R ^  ^  X ^ ^ .  (3.36)

What subobject of the object X ^ ^  does the intersection of the subobject 

-'{fP  ^  X ^ ^ )  with the subobject ^  X ^ ^  identify?

The object ( -  R^^^^  wrt x"^^)  A is defined to be {A n
O f\^where A  is the subset of the set X  which defines the object A"^ ^ which in 

turn defines the object -i fP  wrt X ^ ^ . The object [A D s f ^  ̂ ^Ans) jg ^ 

subobject of the object X ^ ^ ,  thus the object (~i fP  ̂ ’̂̂ wrtX^^)  A is 

a subobject of the object X ^ ^ .  Additionally, F p  wrt X ^ ^ )  A 

is a subobject of both the objects fP  wrt X ^ ^  and .
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Hence, the intersection of the subobject ^  with the sub­

object 5 ^  ^  jg defined by

(3.37)
((_, pp/ I r  A ^  x^^.

Since A  C\ S  = T  where T  is the subset of the set X  which is defin-
T  f\^ing the object / |^  which in turn defines the object ^  S  then

R

Thus, the removal of the subobject ^  x ^ ^  from the subobject

gQ f\s ^  x ^ ^  is the subobject formed by the intersection of the negation 

of the subobject ^  with respect to the object X ^ ^  with the

object ^  c_̂  X ^ ^ ,  that is,

^  o / i ?  = (3.38)
^ ( ^ Q / I k  ^  j5^Q/) a  (^gOffs ^  x Q / ) _

(ii) What subobject of the object X ^ ^  does the union of the subobject R ^  ^

X ^ ^  with the subobject ^  x ^ ^  identify?
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The object V ^  is defined to be the object (R  U s f ^  -̂ I(hus)_ j^ e

object {R U is a subobject of the object Thus the object

y  g Qf l s  j g  a  subobject o f the object Additionally, the objects 

g O f\s  3j.g subobjects o f the object R^^^^  v

Hence, the union of the subobject R^^^^ <—>■ X ^ ^  with the subobject

(3.39)
Jpfln V ■''Is ^

What subobject o f the object R ^  V does the negation of the sub­

object ^  F^P V ^  with respect to the object V ^

identify?

n  /  V . ;

wrt

The object -> pP wrt {iP V is defined to be the object

where B  is the subset o f the set i?U 5  which contains only those elements x  

o f the set R U S  which never ‘enter’ the subset R  under repeated applications
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of / ,  that is,

B  = { x e R U S l V n e N :  f ’^ x ^ R } .  (3.40)

The object is a subobject of the object V Thus the

object -I fP  wrt [pP  V ^  is a subobject of the object V

f\s

Hence, the negation of the subobject R ^  ^  fP  with respect

to the object fP  V S '^  is defined by

^{R ^  / I r  ^  jP  / l i  V ^  =
(3.41)

^  R ^  wrt {R ^  V R ^  V

Since B  = T  where T  is the subset of the set X  which is defining the object 

/ ly  which in turn defines the object then it is clear that
S

R

Thus, the removal of the subobject R^^^^ ^  fi'om the subobject 

gO f\s ^  is the subobject formed by the negation of the subobject 

fin c_>. f P  V with respect to the object R ^  V fol­

lowed by inclusion in the object X ^ ^ ,  that is,

^  /  c O  / I s  ^  x ^ ^ ] =

(iii) What are the subobjects of the object which when

included in the object are disjoint fi'om the subobject R ^  -
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j^O /Ifiy /II9 Consider the Heyting algebra of parts of the object R  ^ V

b 6  (rS v y  ^

t) o

0

We can clearly see, contained within this Heyting algebra, the collection of 

subobjects of the object These subobjects are numbered 0 through
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5 for ease of reference.

We want to ask which of these subobjects is disjoint from the object 

The subobjects and < q  ,,h numbered 0 and 1, respectively,
R

O f\̂are the only subobjects of the object which are disjoint from the

subobject RP/l i

The union of this collection of subobjects V {0̂  ̂ q  fi« is the^Q/12
s  f [ R

subobject ^  ^  ,.r which is included in 5 ^  V
,'fJ j \ rR

When this subobject is, in turn, included in the result is the removal 

Hence, the domain of definition of the partial map X ^ ^  is the sub-

of the subobject R ^  ^  X ^ ^  from the subobject S''

object ^  p  ^  V r "  ̂ X ^ ^  of the object x"^^:
R

X^f

dom(o; f /?) =

and on this subobject the partial map is defined by the following -map
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3.6 Topos of Mappings between Sets

Let /  be the following object in the topos S  of mappings between sets;

/

fz

/ r /I

4 *̂1

Where / | ^  and are also objects in the topos of maps between sets, these

objects are subobjects of the object / ,  that is.
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These objects are subobjects of the object /  because if an element x of the set X q 

is in the subset Rq or is in the subset So, then the image of the element x under 

application of /  is contained in the subset Ri or in the subset Si, respectively, that 

is,

Vx £  Xq: X e R q ^  f x  € R i  and ^ x  e  Xq: x e  So ^  f x  G Si.  (3.44) 

Let g be the following object in the topos of maps between sets:

This object can be represented by the following indices md fibers of germs over 

the indices'.

index fiber

offiber over index

i g-^i

w { W U W 2 }

X { X i , X 2 , X z }

y { y i , y 2 }

z 0
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a  1
Let f  g be an 5  -partial map whose domain of definition is the subobject

/Isi ^  /  of the object / :

domct =
1 j I i

and on this subobject the partial map is defined by the 5^-map /|^° A  g:

This map consists of two 5-maps Sq ^  Yq, S i ^  Yi which ‘respect the map 

structure’, that is,

o / |f °  =  g o a o .  (3.45)

Why do the 5-maps ^  Vo, ^  Ki preserve the fiber structure of the 

domains So, S\? The 5-maps preserve the fiber structure because the fiber over
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each index i in is mapped by cio into the fiber over the image of index i under 

application of cci in g, that is,

y i G S i : a o { f \ f ~ \ ) C g - ^ a , i .  (3.46)

Specifically, the object f\g° can be represented by the following indices and 

fibers of germs over the indices:

index fiber

o f fiber over index

i

b {^2, bs}

c 0

d {rfi}

The fibers {^2, h } , 0, {di}  over the indices b, c, d in f\g° are mapped by olq to 

the sets { x i j x a }  , 0 , { ^ 2 }  which are subsets of the fibers { r c i , X 2 , X 3 } ,

{y i , y 2 } over the images x, y, y of indices 6, c, d under application of a i in g:

index fiber image image fiber over

offiber over index offiber of index image of index

i o o ( / i i r ' i ) O i\i

b { ^ 2 ) ^ 3 } { a ; i , X 3 } X { X 1 , X 2 , X 3 }

c 0 0 V { 2 /1 ,2 /2 }

d { ^ 2 } y {2/1 ,2 /2}
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Let /  5 be an -partial map whose domain of definition is the subobject

/ i S  ^  /  of the object /:

dom/? =

and on this subobject the partial map is defined by the 5^-map / | ^  g:

This map consists of two 5-maps Rq ^  Yq, Ri ^  Yi which ‘respect the map 

structure’, that is,

° / i S  = 9°(^o- (3-47)

Once again, the 5-maps i ? o  ^  > o ,  R i  ^  Y i  preserve the fiber structure 

because the fiber over each index i in / | ^  is mapped by Po into the fiber over the 

image o f index i under application of /?i in g:
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index fiber image image fiber over

offiber over index offiber o f index image o f  index

i (3ii

a {a i ,< 3 2 } {W2 } w W, W2 }

b {^ 2 } w {wuW2}

Again one wishes to interpret the concept of overriding one partial map by 

another partial map in the topos 5^ o f maps between sets.

The interpretation of the concept o f overriding one partial map by another 

partial map in the topos o f maps between sets is different from its interpretation 

in the topos S .  Specifically, as the 5^-partial maps f  g and f  g give rise to 

the 5-partial maps X q ^  YqiX i %  Y\ and X q ^  Yq, X i in the obvious 

way, do the <S-partial maps X q Yq and X \  Y\ form an 5 ^ -partial map 

f  ^  g l  Since the «S-partial map X q is the subset Rq U Sq of the set X q 

together with the 5-m ap HqU So Yq and the 5-partial map X \  Yi, is 

the subset R i  U of the set X i  together with the 5-m ap U Si Yi, then 

to answer the above question one must address the following two questions:

(i) Do the subset i?o U So o f the set X q and the subset i?i U /Si of the set X \  

identify a subobject o f the object / ?

The subset Ro U So o f the set X q and the subset Ri  U S\  o f the set X i  gives
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rise to the subobject /  of the object / :

118

■'!(*,ui.)

i O'I  •

?> c c

r ' \  
0 1  0

This is because if  an element x  of the set X q is in the subset R q U 6’q, then 

the image of the element x  under application of /  is contained in the subset 

U5i.

(ii) Do the 5-maps i?o U Yq and Ri U Y\ form an 5^-map
f|(-RouSo) o

■ / i ( i i i u s i )  y-

(/^USo)

(R,lJSd ^ «jt Pj

The following argument demonstrates that the fiber structure is not pre­

served by the 5-maps R qU S q Yo and Ri U Si Fi by evaluatingaitiS i
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each composite map (a i t A ) ° /l(^ u si) ff°(o:of /?o) at the element &3

o f the set Hq U Sq and finding that their results disagree:

( ( « i t A ) o / i ; j ^ g ] ) 6 3  

=  {composition, application}

{application o f /ij^ u s!)}

=  {application o f a i |  /?i}

w

{9 O (« 0  t /̂ o))&3

{composition, application} 

g{oio t l^o)h

{application o f ckq t / ô}

9 x 3

{diagram}

X

The 5-maps Rq U Sq Yq and Ri U Si Yi do not respect the fiber 

structure, that is,

(o i t A ) o #  S o (q„ t A ). (3.48)

Thus, the <5-maps J^LS So Vo and Ri U 5i i \  do not fonn an
^|{fioU5o)5 -map 9-

Hence, as the answer to the second question is negative the «S-partial maps Xq 

Yq, X i Yi do not give rise to an «S -̂partial map f  ^  g. However, if  the 

S-map RoU  Sq Yq was not defined at the element 63, then the «S-maps 

Rq U Yq and U 5i Yi would preserve the fiber structure and hence

the 5-partial maps X q and X \ Yi would give rise to an 5^-partial

map /  5 .

does the interpretation o f the concept of overriding one partial map by 

another partial map in the topos Ŝ - differ from its interpretation in the topos 5 ?
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As override depends on removal and extension, one must interpret the con­

cepts o f removal and extension in the topos of maps between sets in order to 

interpret the concept of override.

The interpretation of the concept of extending one partial map by another par­

tial map in the topos Ŝ - is the same as its interpretation in the topos S .

The concept of removing a subobject from a partial map depends upon the 

concept of removing one subobject from another subobject. Thus one must inter­

pret the concept of removing one subobject from another subobject in the topos

The interpretation of the concept o f removing one subobject from another sub­

object in the topos is different from its interpretation in the topos S .  Specifi­

cally, as the subobjects / | ^  /  and /|^° ^  /  of the object /  give rise to the

subsets Rq and of the set X q, and the subsets Ri and Si of the set X i, in the 

obvious way, does the subset o f the set X q together with the subset 5'i

o f the set X^ identify a subobject of the object /?
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f

The subset So o f the set X q and the subset S\ of the set X i  do not iden­

tify a subobject of the object / .  This is because the element 6 3  of the set Xo is 

contained in the subset S q but is mapped outside of the subset Si by an 

application o f / ,  that is, 6 3  G Sq and yet f h  ^  ^iii Si.

What subobject o f the object /  should the removal of the subobject / | ^  ^  /  

from the subobject /|g ° ^  /  identify?
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interpretation o f the concept o f  overriding one partial map by another partial map 

in the topos 5^ is different from its interpretation in the topos S .

Why does the interpretation o f the concept of removing one subobject from 

another subobject in the topos 5^ differ from its interpretation in the topos S 7  

The concept o f  removing one subobject from another subobject depends upon the 

algebra o f  parts o f an object, the algebra o f parts o f an object in the topos 

is a Heyting algebra whereas the algebra o f parts o f an object in the topos S  is 

a Boolean algebra. Additionally, the logic o f  the topos 5^ is intuitionistic logic 

whereas the logic o f the topos S  is classical logic.

Specifically, the removal o f  the subobject /|^ ° ^  /  from the subobject 

f\g°  ^  /  is defined using the algebra o f  parts by any one o f the following three 

expressions:

(i) The intersection o f  the negation o f  the subobject / | ^  ^  /  with respect to 

the object /  with the subobject f\g° ^  / ,  that is,

<5.50)

(ii) The negation of the s u b o b j e c t / | g v / | s ” withrespecttotheobject

V / | 5° followed by inclusion in the object / ,  that is,

( ( / I f t  V / I g )  / )  o ^ ( / l *  / I g  V / I g ) .  (3.51)

where the object /I  J  V is the domain o f  the subobject formed by the 

union o f  the subobjects / l ^  ^  /  and f\g° ^  / ,  that is,

/ £  V / I g  =  d o m ( ( / | g  -  / )  V ( / I g  / ) ) .  (3.52)
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(iii) The subobject / | | °  /  following the subobject formed by the union of

the collection of subobjects f\^°  / |g “ of the object / | | “ which when

included in the object / | ^  V f \ f^  are disjoint from the subobject / | ^  ^  

/ l g v / g , t h a t i s ,

( ( / I f ;  / l a  V / I g )  o ( / ! »  ^  / I g ) )  (3.53) 

A ( / l g  / I S  V / I t )  =  ( / I S  / I S  V
where again

/ l ^  V / I f ;  =  d o m ( ( / | g  w  / )  V ( / I f ;  / ) ) .  (3.54)

Each of these definitions is considered in turn to demonstrate that they express 

the concept of removing one subobject from another subobject;

(i) What subobject of the object /  does the negation of the subobject / | ^  ^  /  

with respect to the object /  identify?

/
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The object / | ^  wrt /  is defined to be the object /)  where A q is the 

subset of the set X q which contains only those elements x  of the set X q 

which are not mapped by /  into the set i?i and where Ai is the subset of 

the set X i  which contains only those elements y of the set X i which are not 

contained in the set R i, that is,

A q = {x e  X q \ f x  ^  R i}  and Ai = X^. (3.55)

The object /|^ °  is a subobject of the object / .  Thus the object wrt /

is a subobject of the object / .

Hence, the negation of the subobject / |^ °  ^  /  with respect to the object /  

is defined by

= (3.56)

What subobject of the object /  does the intersection of the subobject 

/ )  with the subobject /|^° ^  /  identify?

/
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The object (-i / | ^  wrt / )  A f\g° is defined to be the object where

A q and A i are subsets o f the set Xo and X i  respectively which define the 

object / | ^ “ which in turn defines the object / i S  wrt / .

The object is a subobject o f the object / .  Thus (-> / | ^  wrt / )  A

f\g° is a subobject o f the object / .  Additionally, (-i / ( ^  wrt / )  A / | | °  is a 

subobject of both -i / | ^  wrt /  and f\g°.

Hence, the intersection o f the subobject ^  / )  with the subobject

defined by

- ( / I g  --  /) A (/Ig -  / )  =  ((- / | ^ “ w rt/)  A /Ig) ^  /. (3.57)

Since ^0 0  50 =  To and Ai n =  Ti where To and Ti are the subsets of
r p

the sets Xo and X i  respectively which define the object which in turn 

defines the object ^  /|;̂ o /U i ’ then the removal of the subobject  ̂ /

fi’om the subobject / |^ °  ^  /  is the subobject formed by the intersection o f 

the negation of the subobject / | ^  ^  /  with respect to the object /  with 

the object f\g° ^  f ,  that is,

(̂/i-ô )̂(/lg -̂ f) = M\Z ̂   ̂(/IS ̂  /)•
(ii) What subobject of the object /  does the union of the subobject / | ^  ^  /  

with the subobject / |f °  ^  /  identify?
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/

The object / | ^  V f\g° is defined to be the object The object

/l(S u 5 i)  ̂ subobject o f the object / .  Thus the object / | ^  V f\g° is 

a subobject o f the object / .  Additionally, the objects / | ^  and f\g° are 

subobjects of the object / | ^  V f\g°.

Hence, the union o f the subobject / | ^  '-^ /  with the subobject f\g° ^  /  

is defined by

{ / l «  - -  / )  V  ( / I f ;  ^ f )  = ( / l 2 :  V / I * )  W / ,  (3.59)

What subobject o f the object / | ^  V /|g° does the negation o f the subobject 

/ i S ^  / i j v / l s i  with respect to the object / |  J  V identify?
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!

R^ S i = T’j

The object -i / | ^  wrt ( / | ^  V / |g “) is defined to be the object / | f °  where 

Bq is the subset of the set Rq\J Sq which contains only those elements x of 

the set RqU So which are not mapped by /  into the set Ri and where Bi is 

the subset of the set R i U Si which contains only those elements y  of the set 

Ri U Si which are not contained in the set Ri, that is,

Bo =  { x e { R < i U S Q ) \ f x ^ R i }  and B i =  ^ r, S l  (3.60)

The object /|^° is a subobject o f the object / | ^  V f\g°. Thus the object 

- 1  / l ^  wrt (/I  V f\g°) is a subobject o f the object / | J “ V /j^®.

Hence, the negation o f the subobject / | ^  ^  / i f ” with respect to

the object V / | §  is defined by

h / l g  wrt(/|J^V/g))--/|J°V/lg.
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Since Bq = To and B i = Ti where Tq and Ti are the subsets of the sets 

^ 0  and X i  respectively which define the object /|^° which in turn defines 

the object /if® then the removal of the subobject / l ^  /  fi'om the

subobject /|^°  ^  /  is the subobject formed by the negation o f the subob- 

/I  / l ^  V f\g° with respect to the object / | ^  V followed by 

inclusion in the object / ,  that is,

’ (3.62)
( ( / lSv /©- / )o - ( / lS - - / l ^ °V/g ) .

(iii) What are the subobjects f \^ °  /|̂ ° of the object f \g° which when in­

cluded in the object / | ^  V /lg° are disjoint fi-om the subobject /1^° ^  

/ l ^  V /|^°?  One might now wish to consider the Heyting algebra o f parts 

o f  the object / | ^  V /|^ ° , in the same way that we did for the topes o f 

endomaps in section 3.5?

Unfortunately, the presence o f null sets in fibers leads to a sort of exponen­

tial expansion of the Heyting algebra lattice diagram of the subobjects o f

/ I S  V f\% .

Fortunately, the algebraic reasoning of the same question for the topos of 

endomaps in section 3.5 applies in this case also, allowing for appro­

priate substitution of endomaps by fiber structures.
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Hence, the domain of definition o f the 5 -partial map f ^ g i s  the subobject 

f l s ,  V / IS )  /  o f the object / :

dom(Q: i  P) =

r ' \

V - /

0 01 0

and on this subobject the partial map is defined by the following S  -map
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3.7 Summary
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This chapter set out to give a categorical definition of partial map override and 

the result is a topos theoretical definition of partial map override. This is because 

override depends upon the algebra of parts of an object and topos theory captures 

the algebra of parts of an object categorically. One explored partial map override 

in a number of worlds other than the world of sets and maps. The main implication 

o f this chapter is in identifying a categorical and topos theoretical foundation for 

the Irish School of the VDM.



Chapter 4 

Algebraic Foundations 

Reconsidered

The purpose of this chapter is to develop a coherent foundation for partial map op­

erators. The algebraic foundations for partial map operators introduced by Mac an 

Airchinnigh (1990) are:

(i) monoids, and

(ii) monoid morphisms — including endomorphisms and admissible morphisms.

These algebraic foundations underpin the operators in the Irish School of the 

VDM from which one builds models of systems.

These foundations may be refined due to the existence of a number of founda­

tional opportunities. The refined algebraic foundations are:

(i) inner laws and inner law morphisms, and

(ii) outer laws and outer law morphisms.

132
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The refined algebraic foundations are generalizations of the original foundations.

The refined algebraic foundations are presented and the partial map operators 

are classified using the refined foundations [see appendix A for a summary of par­

tial map operators]. By proving basic identities one demonstrates the advantages 

of the refined foxmdations. In addition one also identifies the boundary between 

the algebraic and categorical foundations.

4.1 Algebraic Foundations Reconsidered

“We have now clearly separated the VDM operators into well-defined 

classes. Operators such as set intersection [...] and [partial] map 

override are essentially construction operators which give us corre­

sponding monoids. Then there are the classes of the dual monoid 

endomorphisms; the removal and restriction operators. Many of the 

other operators are homomorphisms of one sort or another. Among 

those which are not homomorphisms, I note the [...] range operator 

of [partial] maps.” (Mac an Airchinnigh 1990, page 127)

Thus, the algebraic foundations for partial map operators in Mac an Airchin­

nigh (1990, 91-130) are: (i) monoids and (ii) monoid morphisms — including 

endomorphisms and admissible morphisms.

This algebraic fi'amework for partial map operators may be refined because of 

the following foundational opportunities:

(i) There are a number of ‘old’ and ‘new’ partial map operators which are not 

yet classified. For example: partial map extension U, partial map glueing U,
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and partial map intersection fl.

(ii) There are a number o f ‘old’ and ‘new’ partial map identities which are not 

yet classified. For example:

rng(/i U I/) =  rng j j , U rng 1/

U i/) =  ^ 5 /X U ^51/

( ^ 5  a )  • ^  =  • yti)

'^{^R S) f J- =  ^ 5  U

(iii) How does the range partial map operator interact with other operators? For 

example:

rn g (^ s //)  =  ^(v^5)rng(/x) 

rng(<5/x) =  <(3^5) v n g i ^ i )

The notations Vfj,S and 3fj,S are taken from Mac Lane and Moerdijk (1992, 

58).

(iv) Why is the range partial map operator not a monoid morphism? For exam­

ple:

T n g { f x  ^ u ) C  i n g { i j , )  U rng(i^).

Can one strengthen identity to equality?

(v) There are a number o f ‘old’ and ‘new’ monoid morphisms which remain 

unproven. For example:

(phom(X, Y) ,  t, e) (VX,  U, 0)

(phom(F, Z), t, 0) ^  (phom(X, Z),  j, 0)
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4.1.1 Inner Laws

An inner law * in a set S, denoted (S,*),  is a partial mapping from the product 

set S' X S' to the set S,

S  X S  ^  S:  (si, S2 ) Si * 52. (4.1)

Here is a list of examples o f inner laws;

(i) (phom(X, Y),  U), the extension of partial maps in the set o f partial maps 

between two sets.

(ii) (phom(X, y ) , U), the glueing of partial maps in the set of partial maps 

between two sets.

An inner law >1= is everywhere defined in a set E, if  the associated partial map­

ping is a mapping from the product s e i E x E  to the set E,

E  X E  ^  E:  (ei, 6 2 ) 1-^ Cl * 6 2 - (4.2)

Below is a Hst o f examples o f everywhere defined inner laws:

(i) (N, + ), the addition o f natural numbers in the set of natural numbers N.

(ii) (N', X), the multiplication of natural numbers in the set of non-zero natural 

numbers N'.

(iii) {VX,  U), the union o f subsets in the set V X  of subsets of the set X.

(iv) {VX,  n), the intersection of subsets in the set V X  o f subsets o f the set X.

(v) (phom(X, Y),  n), the intersection o f partial maps in the set o f partial maps 

between two sets.
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(vi) (phom(X, F), f), the overriding of partial maps in the set of partial maps 

between two sets.

An inner law in the set S  is associative if either si * {s2 * S3) or (si * S2) * S3

is defined for si, S2, S3 G S, then they are both defined and

Si * (s2 * S3) =  (si * S2) * S3. (4 .3)

All of the above inner laws are associative.

An inner law * in the set S  is commutative if either si * S2 or S2 * Si is defined 

for Si, S2 G S, then they are both defined and

Si * S2 =  S2 * Si. (4 .4)

With the exception of partial map override the above inner laws are commuta­

tive. One might ask under what conditions will partial map override be commuta­

tive?

Let X  ^  Y  and X  Y  he two partial maps and consider the following 

argument:

= {override in terms of removal and extension}

■^dom 1/

=  {extension is commutative}
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’̂ dom 1/ LJ 

= {extension is commutative}

U U  ■^dom 1/ A*

= {partition of u by the set dom /x}

■^dom /i ^  L-l ■^dom ^  ^  '^d o m  w 

=  {assuming < l d o m <domi.A*}

■ d̂om/i ^ U ^d om u Af U ^d om 1/ Â

= {partition of jj, by the set dom u}

■̂ dom / i  ^  LI Â

= {override in terms of removal and extension}

ut / i

Hence, we have found a necessary as well as sufficient condition under which 

partial map override will be commutative

*̂ dom ■̂ d om 1/ = fi. (4.5)

We have already met the above condition as the condition under which two partial 

maps may be glued together.

An inner law * in the set S  has an identity element u if  there exists u E S  such 

that for all s G 5

s * u  = s — u * s .  (4 .6)

With the exception of partial map intersection the above inner laws have iden­

tity elements. Below is a list of these identity elements:
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(i) 9, the empty map for the imier law (phom(X, 7 ), U).

(ii) 9, the empty map for the imier law (phom(X, 7 ), U).

(iii) 0, the natural number zero for the inner law (N, +).

(iv) 1, the natural number one for the inner law (N', x).

(v) 0, the empty set for the inner law {VX,  U).

(vi) X ,  the set X  for the inner law {VX,  D).

(vii) 9, the empty map for the inner law (phom(X, y ), t)- 

An inner law * in the set S  is idempotent if  for all s G S',

s * s =  s. (4.7)

With the exceptions of partial map extension, natural number addition and 

natural number multiplication the above inner laws are idempotent.

4.1.2 Inner Law Morphisms

An inner law morphism m  from the inner law {R, -k) to the inner law (S', *), de­

noted (i?, *) ^  (S, *), is a map R  ^  S  which preserves the inner law structure, 

that is, if  r i ★ V2 and m (ri) * m (r2 ) are defined for ri, r 2 G R, then

m{ri-kr2) = m{ri) *m{r<2)- (4-8)

Here is a list of examples of inner law morphisms:
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(i) (phom(X, Y), U) {VX,  U), the domain operator is an inner law mor­

phism from the inner law of partial map extension in the set of partial maps 

between two sets to the inner law of subset union in the set of subsets of the 

set X.

Thus, if X  -w F  and X  y  are extendable partial maps, then

dom(/x Uu) = dom fi U dom v. (4.9)

(ii) (phom(X, F), U) {VX,  U), the domain operator is an inner law mor­

phism from the inner law of partial map glueing in the set of partial maps 

between two sets to the inner law of subset union in the set of subsets of the 

set X.

Thus, i f X - ^ Y  and X  are glueable partial maps, then

dom(/i Uu)  — dom fi U dom i/. (4.10)

(iii) (phom(X, F), U) ^  {VY, U), the range operator is an inner law morphism 

from the inner law of partial map extension in the set of partial maps be­

tween two sets to the inner law of subset union in the set of subsets of the 

set Y .

Thus, i f  X  - ^ Y  and X  - ^ Y  are extendable partial maps, then

rng(/i U z/) =  rng/Lt U rngzv. (4.11)

(iv) We might now ask if the range operator is an inner law morphism from the 

inner law (phom(X, Y ), U) to the inner law {VY, U)?
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Let X  Y  and X  Y  he glueable partial maps and consider the follow­

ing argument:

rng(^ U u)

=  {glueing in terms of removal, restriction and extension}

rng(-^(join 1/ ^  ■̂ dom i/ ^  '^dom/i

= {rng is an inner law morphism}

rng ■̂ domi' U rng U rng ^

= {glueing condition impUes rng <idom i/ /̂  =  rng <ldom ̂  

rng ^ d o m U  rng <ldom i/ A* U  rng d a  om /i ^ U  rug '^dom f i  ^

= {rng is an inner law morphism}

r n g ( ^ d  om 1/  / i U  <3dom i//i) U r n g (< ld  om ^ LJ '^dom fj,

=  {partition of // and by the sets dom and dom //}

rng fj, U rng u

Hence, we have shown that the range operator preserves the inner law struc­

ture

rng(/i U I/) =  rng/i U rng I/. (4.12)

Thus, the range operator is an inner law morphism from the inner law of 

partial map glueing in the set of partial maps between two sets to the inner 

law of subset union in the set of subsets of the set Y ,

(phom(A:,y),u)3{pr,u).

(v) We might ask if the operator 3_S for the subset S  of the set X  is an inner law 

morphism from the inner law (phom(X, F ), U) to the inner law {VY, U)?
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Let X  Y  and X  Y  he extendable partial maps and consider the 

following argument:

=  {existential image in terms of restriction and range}

rng<l5(/iUz/)

=  { < 3 5  is an inner law endomorphism}

rng(<5yuU <51/)

=  {rng is an inner law morphism}

rng < 5  // U rng < 5  u 

=  {existential image in terms of restriction and range}

%SU3^S

Hence, we have shown that the operator 3_S preserves the inner law struc­

ture

3^uuS =  3f , SU3, S.  (4.13)

Thus, the operator 3 ,5  is an inner law morphism from the inner law of 

partial map extension in the set o f partial maps between two sets to the 

inner law of subset union in the set o f subset o f the set Y,

(phom(x,y),u)^4(py,u).

(vi) (phom(X, F), U) {VX,  U), the operator for the subset S  o f the 

set Y  is an inner law morphism from the inner law of partial map extension 

in the set of partial maps between two sets to the inner law o f subset union 

in the set of subsets of the set X.



CHAPTER 4. ALGEBRAIC FOUNDATIONS RECONSIDERED 142

Thus, if X  A  F  and X  are extendable partial maps, then

{nUu)- ' ^S = . (4.14)

(vii) We might ask if  the operator a  • _ for the partial map Y  Z  is an in­

ner law morphism from the inner law (phom(X, F ) ,  U )  to the inner law 

(phom(X, Z ) , U ) ?

Let X  ^  Y  and X  Y  he extendable partial maps and consider the 

following argument:

a  ■ ( i J . U u )

= {definition of partial map composition}

Ol O U  i^ ))do m a  

=  {partial map extension in terms of sum}

Q! O u j  Idom a  

= {pullback preserves sums}

^  °  [A^ldomaj ^ I d o m a ]

= {sum fiision law}

[q ; O / / j d o m a )  ® ^ I d o m a ]

=  {partial map extension in terms of sum}

® I dom Q LI QJ O ^ I d o m a  

=  {definition of partial map composition} 

a • fJ,U a ■ u

Hence, we have shown that the operator a ■ _ preserves the inner law structure

a ■ {^lUv) = a  ■ ^ lUa • u. (4.15)
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Thus, the operator a  • _ is an inner law morphism from the inner law of 

partial map extension in a set o f partial maps between two sets to another 

iimer law of partial map extension in a set of partial maps between two sets,

(phom(X, Y ), U) (phom(X, Z),U).

(viii) We might also ask if  the operator _ • // for the partial map X  y  is an 

inner law morphism from the inner law (phom(Y, Z),  U) to the inner law

(phom(X, Z), U)?

In the following argument the maps ini and inr denote the injective maps 

associated with the sum set dom a + dom j3,

dom a  dom a  +  dom j3 dom (3.

Let y  A  Z and Y  Z  he extendable partial maps and consider the fol­

lowing argument:

{aU (3) •

= {definition of partial map composition}

{oi U (3') O /i'|dom{aU/3)

=  {dom is an iimer law morphism}

( q ! U  /? )  O ^ |d om aU d om /3

=  {partial map extension in terms of sum,

dom a  n  dom /? =  0}

[q ;, /3] O /i|( io m a + d o m /3
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=  {partial map extension in terms o f  sum, 

dom a  n  dom /? =  0}

[q ;, /? ]  O / / |d o m a + d o m ; 3

=  {pullback preserves sums}

[a,P] o [inlo/i|doma,inro/x|dom/3]

=  (sum fusion law}

[[a, 13] o inlo/ijdom CK) [a,/?] oinro/x(dom /?]

=  {sum cancellation properties}

[Q! O /ilc Jo m Q ) °  /^ Id o m ^ ]

=  {partial map extension in terms of sum}

(Q! O / i | d o m a )  U  ( /3  O / i l d o m /? )

=  {definition o f partial map composition}

Q: • / i  U /3 •

Hence, we have shown that the operator _• [x preserves the inner law structure

( a U  P) ■ n  = a  • fxU P ■ fx. (4.16)

Thus, the operator _ • yu is an iimer law morphism from the inner law of 

partial map extension in a set o f  partial maps between two sets to another 

inner law of partial map extension in a set o f partial maps between two sets,

(phom(y, Z) ,U)  (phom(X, Z),U) .

(ix) We might ask if  the operator phom (/, g) for the ‘map’ X i  X 2 and the 

map Yi  F2 is an inner law morphism from the inner law (phom (X i, Yi), U)

to the iimer law (phom(X 2 , 1 2 )) U)?
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Let Xi  -w Yi and Xi  Yi be extendable partial maps and consider the 

following argument:

phom(/, g ) { i ^ U u )

— {definition of phom (/, g)}

5  O U  O / |dom(/nLlt')

=  {partial map composition covers map composition, 

definition of partial map composition}

5  • ( ( /X  U  I / )  • / )

=  {_ • /  is an inner law morphism}

— {51 •_ is an inner law morphism} 

g - f i - f U g - u - f

= {cod{n ■ f )  =  cod{g ■u) = Y  = dom{g),

definition of partial map composition}

g  O f l O  / | ( i o I n / ^  U p  O O / I d o m i ^

=  {definition of phom (/, g)}

phom(/, g)ii U phom (/, g)v

Hence, we have shown that the operator phom (/, g) preserves the inner law 

structure

phom(/,c/)(/xUi/) =  phom (/,^ )//U phom (/,^ )z/.  (4.17)

Thus, the operator phom (/, g) is an inner law morphism fi-om the inner law 

of partial map extension in a set of partial maps between two sets to another
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inner law of partial map extension in a set of partial maps between two sets,

(phom(Xi, Yi), U) (phom(X2 , >2 ), U).

4.1.3 Inner Law Endomorphisms

An inner law endomorphism e o f the inner law (5, *), denoted (S', is a map 

S  S  which preserves the inner law structure, that is, if  si * S2 and e(si) * e(s2 ) 

are defined for si, S2 e  S, then

e(si * S2 ) =  e(si) * e(s2). (4.18)

Here is a list of examples o f  inner law endomorphisms;

(i) {VX,  the removal o f a subset S  o f the set X  is an inner law endo­

morphism of the inner law o f subset vinion in the set of subsets of the set 

X .

(ii) {VX,  the restriction to a subset S  of the set X  is an inner law en­

domorphism of the inner law o f subset union in the set o f subsets of the set 

X .

(iii) (phom(X, F), the removal o f a subset S  o f the set X  is an inner

law endomorphism of the inner law o f partial map extension in the set o f

partial maps between two sets.

Thus, if  X  F  and X  F  are extendable partial maps, then

^5(//Uz/) =  (4.19)
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(iv) (phom(X, Y), the restriction to a subset S  o f the set X  is an inner

law endomorphism of the inner law of partial map extension in the set of 

partial maps between two sets.

Thus, if  X  -w y  and X  are extendable partial maps, then

<]5(/x U I/) =  <l5/i U <l5zy. (4.20)

(v) We could ask if  the removal o f a subset S of the set X is an inner law

endomorphism of the inner law (phom(X, y ), U)?

L e tX  Y  and X  Y  he glueable partial maps and consider the follow­

ing argument:

^ s { t ^  U u )

=  {glueing in terms of removal, restriction and extension}

om If / i U  < ld  om 1/ l i  U ^ d  om

- {-^5 is an inner law endomorphism}

■̂ dom 1/ LJ LJ -^5 '̂ dom/Lt ^

=  {glueing condition implies <ldom =  <s  <ldom m

'^dom  1/ M ^  ( '^ S  '^dom i' M ^  '^ 5  '^dom /i LI '^dom  fj. ^
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{glueing condition implies <domu 1̂ =  <s <domu,

^ d o m  1/ LJ ( ^ S  ^ d o m  i/ U  '^ 5  ^ d o m  LJ ' ^ 5  '^ d o m  f i  ^  

{ }

(■^S '^dom i^ LJ ■‘̂ Idomi/ /^ ) U  (■^5 ^ d o m ^  ^  LJ '^ S  '^ d o in /i

= {-^5 is an inner law endomorphism}

<s{<d om u f j ,  U  ■<ldoni w  /^ )  U  ( <]dom jn U  ■^dom IX 

= {partition of /x and p by the sets dom u and dom fi}

Hence, we have shown that the removal of a subset S  of the set X  preserves 

the inner law structure

Thus, the removal of a subset S  of the set X  is an inner law endomorphism 

of the inner law of partial map glueing in the set of partial maps between 

two sets:

<sil^ U I/) =  /X U (4 .21)

(phom(X,y),U)^^^

(vi) (phom(X, Y), the restriction to a subset S  of the set X  is an inner

law endomorphism of the inner law of partial map glueing in the set of 

partial maps between two sets.

Thus, if X  and X  Y  are glueable partial maps, then

<I5 (/X U i/) =  < 5  // U < 5  I/. (4 .22)
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(vii) We could ask if  the range restriction to a subset S  of the set Y  is an inner

law endomorphism of the inner law (phom(X, Y), U)?

Let X  ^  Y  and X  Y  he extendable partial maps and consider the

following argument:

D>5(/i U u)

= {definition of range restriction}

LJ î )

= {<l(/iUi/)-is is an iimer law endomorphism}

=  is an inner law morphism}

= and <3. u are monoid morphisms}

(<3̂ -iS H U < ^-is  m) U I' U <^-15 1̂)

= {dom fx n  dom i/ =  0

Ĵ■ = 0 A <1 -̂15 u = 6}

(<1^-15 /i U U (6» U <1,-15 p)

— is an identity element for glueing}

=  {definition of range restriction}

D>5^U l>5 Z/

Hence, we have shown that the range restriction to a subset S  of the set Y
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preserves the inner law structure

>5(/iUi/) =  >5^U[>si/. (4.23)

Thus, the range restriction to a subset S  of the set F  is an inner law en­

domorphism of the inner law of partial map extension in the set of partial 

maps between two sets,

(phom(X,y),U)' '̂"^

(viii) (phom(X, y ), the range removal of a subset S  of the set y  is an

inner law endomorphism of the inner law of partial map extension in the set 

of partial maps between two sets.

Thus, if  X  Y  and X  Y  are extendable partial maps, then

=  ^ 5 / i l J ^ s i / .  (4.24)

(ix) (phom(X, y), the range removal of a subset S  of the set y is an

inner law endomorphism of the inner law of partial map glueing in the set 

of partial maps between two sets.

Thus, i f X - ^ Y  and X  ^  y  are glueable partial maps, then

^5(/iU i/)  =  (4.25)

(x) (phom(X, y ), the range restriction to a subset S  of the set y  is an

inner law endomorphism of the inner law of partial map glueing in the set 

o f partial maps between two sets.

Thus, if X  y  and X  ^  y  are glueable partial maps, then

[>5(/i U =  >5 A*U (4.26)
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4.1.4 Outer Laws

An outer law on the set S, denoted 5 ^^ , is a mapping from the product set

X S' to the set S,

Q x  S  ^  S-. {uJ,s)y^Los. (4.27)

The set Q is called a set o f operators for S  because each element a; G 0  induces a 

mapping from the set S  to the set S  by currying,

S  S', s ^  US.

Below is a list of examples of outer laws on sets:

(i) the removal of subsets of the set X  is an outer law on the set of 

subsets of X.

(ii) , the restriction to subsets of the set X  is an outer law on the set

of subsets of X .

(iii) phom(X, , the removal of subsets of the set X  is an outer law on

the set of partial maps between two sets.

(iv) phom(X, , the restriction to subsets of the set X  is an outer law on

the set of partial maps between two sets.

(v) phom(X, , the range removal of subsets of the set Y  is an outer law

on the set of partial maps between two sets.

(vi) phom(X, , the range restriction to subsets of the set y  is an outer

law on the set of partial maps between two sets.
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4.1.5 Outer Law Morphisms

An outer law morphism m  from the outer law to the outer law denoted

j^Qq _m  ̂ g  which preserves the outer law structure, that is,

for aWr e  R  and for all u e  fl,

m {ur) — um {r). (4.28)

Below is a list of examples o f outer law morphisms:

(i) phom(X, the domain operator is an outer law mor­

phism from the outer law o f subset removal on the set of partial maps be­

tween two sets to the outer law of subset removal on the set of subsets o f  

the set X .

Thus, if  S' is a subset o f the set X  and X  A  y  is a partial map, then

(ii) phom(X, the domain operator is an outer law mor­

phism from the outer law o f subset restriction on the set o f partial maps be­

tween two sets to the outer law o f subset restriction on the set o f subsets of 

the set X .

Thus, if  S' is a subset o f the set X  and X  F  is a partial map, then

dom /i =  - ^ 5  dom /j,. (4.29)

dom < 5  // =  <ls dom //. (4.30)

(iii) We could ask if  the range operator is an outer law morphism from the outer 

law phom(X, to another outer law?



CHAPTER 4. ALGEBRAIC FOUNDATIONS RECONSIDERED 153

( G 3  G

rng^5/x

Figure 4.1: rng A* =  rng H- 

If S' is a subset o f  the set X  and X  A  y  is a partial map, then

rng^sM = ^Vf,5rng/x. (4.31)

Thus, the range operator is not an outer law morphism from the outer law o f  

subset removal on the set o f  partial maps between two sets to another outer 

law. Yet we have found how the range operator interacts with the removal 

operator. Figure 4.1 graphically displays this interaction.

(iv) We could also ask if  the range operator is an outer law morphism from the 

outer law phom(X, to another outer law?

LG D rng/x
rng < 5  /X

Figure 4.2: rng < 3 ^ 5  m g n =  3^S'.
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If S' is a subset o f  the set X  and X  is a partial map, then

(4.32)

Thus, the range operator is not an outer law morphism from the outer law 

o f  subset restriction on the set o f  partial maps between two sets to another 

outer law. Yet we have found how the range operator interacts with the 

restriction operator. Figure 4.2 graphically displays this interaction.

(v) phom(X, ^  range operator is an outer law mor­

phism from the outer law o f  subset range removal on the set o f  partial maps 

between two sets to the outer law o f subset removal on the set o f subsets o f  

the set Y.

Thus, i f  S' is a subset o f  the set Y  and X  ~I^Y is a partial map, then

(vi) phom (X, ^  range operator is an outer law mor­

phism from the outer law o f subset range restriction on the set o f  partial 

maps between two sets to the outer law o f subset restriction on the set o f  

subsets o f  the set Y.

Thus, i f  5  is a subset o f  the set Y  and X  - ^ Y  is a partial map, then

rng ^ 5 // =  ^ sr n g /i. (4.33)

rng[>5 /x =  < sr n g //. (4.34)

(vii) One might ask if  the domain operator is an outer law morphism from the 

outer law phom(X, to another outer law?
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Figure 4.3; d o m ^ s / /  =  ^^-igdom/u.

If 5  is a subset o f the set Y  and X  is a partial map, then

dom ^ 5  /X =  dom (4.35)

Thus, the domain operator is not an outer law morphism from the outer 

law o f subset range removal to another outer law. Yet we have found how 

the domain operator interacts with the range removal operator. Figure 4.3 

graphically displays this interaction.

(viii) One might also ask if  the domain operator is an outer law morphism from 

the outer law phom (X, to another outer law?

dom > 5  n

dom  jj,

• ( ' ^
s

Figure 4.4: d o m > s //  =  <1^-15  dom/x =
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If S' is a subset of the set Y  and X  F  is a partial map, then

dom >5/i =  <^-isdom)u = ( 4 . 3 6 )

Thus, the domain operator is not an outer law morphism from the outer law 

of subset range restriction to another outer law. Yet we have found how 

the domain operator interacts with the range restriction operator. Figure 4.4 

graphically displays this interaction.

(ix) phom(X, ^  phom(X, the operator <3̂  ̂for the subset R

of the set X is an outer law morphism from the outer law of subset removal 

on the set of partial maps between two sets to the same outer law of subset 

removal on the set of partial maps between two sets.

Thus, if 5  is a subset of the set X  and X  is a partial map, then

<R'^s <Rt^- (4.37)

(X ) <vx  the operator <]_ fx for the partial map X  Y

is an outer law morphism from the outer law of subset removal on the set 

of subsets of the set X  to the outer law of subset removal on the set of 

restrictions of the partial map ji.

Thus, if R  and S  are subsets of the set X ,  then

t J - = (4.38)

(xi) phom(X,y)'^^^^ the operator .~^R for the subset R  of

the set y  is an outer law morphism from the outer law of subset removal on 

the set of partial maps between two sets to the outer law of subset removal 

on the set of subsets of the set X .
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Thus, if .S' is a subset of the set X  and X  y  is a partial map, then

(4.39)

(xii) One could ask if  the operator 3_S for the subset S of the set X  is an outer 

law morphism from the outer law phom(X, to another outer law?

Let i? be a subset of the set X  and let X  A  y be a partial map. Consider 

the following argument:

=  {existential image in terms of restriction and range}

rng < 5  fi 

=  {}

=  3^  < r S

=  {}

rng^ij^sA*

= {}

^v<s^iirng<]s/^

=  {existential image in terms of restriction and range}

^fj.S

Hence, we have shown that the operator 3^S does not preserve the outer law 

structure

3^^ ,S  =  3 , < r S =  , r %S. (4.40)
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Thus, the operator 3^S is not an outer law morphism from the outer law of 

subset removal on the set of partial maps between two sets to another outer 

law. Yet we have found how removal interacts with existential image.

\R

f C L - i , ) i  J  >
^  1 j 1 \ y

3^5
( ^ ( (  •  • )  0 )

Figure4.5: = 3 f , ^ R S  = R3f,S

(xiii) One could now ask if the operator J '^S  for the subset S of the set Y is an 

outer law morphism from the outer law phom(X, to another outer

law?

Let /? be a subset of the set Y  and let X  A  F  be a partial map. Consider 

the following argument:

=  {defintion of range removal}

=  is an outer law morphism}

Hence, we have shown that the operator ~^S does not preserve the outer



CHAPTER 4. ALGEBRAIC FOUNDATIONS RECONSIDERED 159

law structure

(4.41)

Thus, the operator is not an outer law morphism from the outer law of 

subset range removal on the set of partial maps between two sets to another 

outer law. Yet we have found how range removal interacts with inverse 

image.

(xiv) the operator for the partial map X  Y

is an outer law morphism from the outer law of subset removal on the set 

of subsets of the set Y  to the outer law of subset removal after the inverse 

image of the partial map /i on the set of subsets of the set X .

Thus, if R  and S  are subsets o f the set Y ,  then

= (4.42)

(xv) One might ask if the operator [>r for the subset R  of the set F  is an outer 

law morphism from the outer law phom(X, to the same outer law

phom(X,y)'^^^^?

Let S be a subset of the set X  and let X F  be a partial map. Consider
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the following argument:

=  {definition o f  range restriction}

=  is an outer law morphism}

=  {<3. <^5 // is an outer law morphism}

• ^ 5  < S  IJ-

is an outer law morphism}

= {outer law monoid}

< S U S

= {union is idempotent}

= {definition of range restriction}

■^5 >R/J'

Hence, we have shown that the operator >r preserves the outer law struc­

ture

(4-43)

Thus, the operator > r  is an outer law morphism fi'om the outer law of subset 

removal on the set of partial maps between two sets to the same outer law
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of subset removal on the set of partial maps between two sets, 

phom(X,y)^^^^ ^  phom(X,y)'^^^^.

(xvi) We could ask if  the operator for the partial map X  y  is an outer law 

morphism from the outer law to the outer law >pY

Let R  and S  be subsets of the set Y . Consider the following argument:

— {definition of range restriction}

=  is an outer law morphism}

= { <l_ /X is an outer law morphism}

= {definition of range restriction}

fJ-

Hence, we have shown that the operator l>. n preserves the outer law struc­

ture

s A* =  >s (4-44)

Thus, the operator >_ // is an outer law morphism from the outer law of 

subset removal on the set of subsets o f the set Y  to the outer law of subset

removal after the inverse image of the partial map on the set of range

restrictions of the partial map /x,

^ Y 0 < V Y
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(xvii) One might ask if  the operator a  • _ for the partial map Y  Z  is an 

outer law morphism from the outer law phom(X, to the outer law

phom(X, Before attempting to answer this question we must first

consider how removal and pullback interact.

Let 5  be a subset of the set Y  and consider the pullback lemma applied to 

the following commutative diagram

dom n ■Y<Rdomfj, -̂--------

The right hand square is an inverse image and thus is a pullback square. 

The left hand square is also a pullback square as it is an intersection of two 

subsets dom fi and o f  dom fi, that is,

< R  dom /j, n S .

Hence, by the pullback lemma the square on the left below, which is the 

outer ‘rectangle’ of the above diagram, equals the square on the right below, 

which is a pullback square

s --------

dom /i Y  -^Rdomu

Equating the maps from the above diagrams we find

■y

(4.45)

Thus, we have found how removal and pullback interact.
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Now let us return to our question: Is the operator a  • _ an outer law mor­

phism? Let S' be a subset of the set X  and let X Y  he a partial map. 

Consider the following argument:

a  ■ ( < s l ^ )

= {definition of partial map composition}

CX O (■ ^ 5  f i )  Id o m a

=  {removal and pullback}

Q! o  • ^ 5 ( ^ |d o m Q :)

=  {removal in terms of map composition}

« o (/ Îdoma ° dom a doma))

=  {map composition is associative}

{ a  o  / i |d o m a )  °  dom a dom a)

=  {removal in terms of map compostion}

■^5(a O /ijd o m o ;)

=  {definition of partial map composition}

ŝ{oi •  1̂)

Hence, we have shown that the operator a-_ preserves the outer law structure

q; • (^syu) =  ^ s ( a  •/i). (4.46)

Thus, the operator a  • _ is an outer law morphism fi'om the outer law of 

subset removal on a set of partial maps between two sets to another outer 

law of subset removal on a set of partial maps between two sets,

phom(X, ^  phom(X, .
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(xviii) One might also ask if  the operator _ • /z for the partial map X  ^  y  is an 

outer law morphism from the outer law phom(F, to the outer law

phom(X, Again before attempting to answer this question we

must first find a relationship between inclusions, pullbacks and removals.

Let R  and S  be subsets of the set Y .

Then the following diagram commutes

dom / / ---------   ^ Y

[S ^  <r S) o = jj\g o [n ^S). (4.47)

Thus, we have found a relationship between inclusions, pullbacks and re­

movals.

Now let us return to our question; Is the operator _ • /i an outer law mor­

phism? Let S' be a subset of the set Y  and let y  Z be a partial map.
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Consider the following argument:

(^5a)  -/i

=  {definition of partial map composition}

(■ ^5 ® /^Idom -^sQ

=  {dom is an outer law morphism}

dom a

=  {removal in terms of map composition}

a  o (dom a >̂ 5 dom a) o/Lil̂ gdoma 

=  {inclusion, pullback and removal}

« O ŷ ldoma o domo! dom a)

=  {removal in terms of map composition}

°  ^ I d o m a )

=  {definition of partial map composition}

■ 1̂ )

Hence, we have shown that the operator _• /x preserves the outer law structure

(^ 5 0 ;)-/Li =  (4.48)

Thus, the operator _ • ^  is an outer law morphism fi"om the outer law of 

subset removal on a set of partial maps between two sets to the outer law 

of subset removal after the inverse image of the partial map fx on a set of 

partial maps between two sets,

phom(y, ^  phom(X,
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(xix) We might ask if  the operator phom (/, g) for the ‘map’ Xi  and the

map Yi F2  is an outer law morphism from the outer law phom (X i, 

to the outer law phom (X 2 ,

Let 5  be a subset o f the set X i  and let Xi  Yi be a partial map. Consider 

the following argument:

phom (/, g){^sl^)

=  {definition o f phom (/, g)}

9 ® (■̂ S / )̂ ®

=  {partial map composition covers map composition

definition o f partial map composition}

f )

=  {_ • /  is an outer law morphism}

f ) )

=  {s' •_ is an outer law morphism}

^ f - ^ s { g  ■ (m • /))

=  {cod(/x ■ f )  =  Y  ^  dom{g),

definition o f partial map composition}

°  A* O / |d o m //)

=  {definition o f phom (/, g)}

^ /- i5 p h o m (/ ,  g)n

Hence, we have shown that the operator phom (/, g) preserves the outer law
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structure

phom(/, g){^s  !J) = phom(/, g)̂ jL. (4.49)

Thus, the operator phom(/, g) is an outer law morphism from the outer law 

of subset removal on a set of partial maps between two sets to the outer law 

of subset removal after inverse image of the map /  on a set of partial maps 

between two sets,

4.1.6 Monoids

A monoid, denoted {S, *, v), is a non-empty set S  provided with an inner law *

which is everywhere defined, associative and which has an identity element v.

Here is a list of examples of monoids:

(i) (N, +, 0), the monoid of natural numbers under natural number addition 

with the natural number zero as the identity element.

(ii) (N', X,  1), the monoid of non-zero natural numbers under natural number 

multiplication with the natural number one as the identity element.

(iii) {VX,  U, 0), the monoid of subsets of the set X  under subset union with the 

empty set as the identity element.

(iv) {VX,  n, X),  the monoid of subsets of the set X  under subset intersection 

with the set X  as the identity element.

(v) (phom(X, Y),  t, the monoid of partial maps under partial map override 

with the empty partial map as the identity element.
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(vi) {<i-px /i, U, 6), the monoid of restrictions of the partial map X  Y  under 

partial map glueing with the empty partial map as the identity element.

(vii) (<-px ju, n, /x), the monoid of restrictions of the partial map X  under 

partial map intersection with the partial map fi as the identity element.

4.1.7 Monoid Morphisms

A monoid morphism m  from the monoid (i?, u) to the monoid {S, v), denoted

{R, ★, u) (S', v), is a map S  which preserves the monoid structure, that

is, for all r i , r 2 € R,

Tn{ri ★ r2) = rn{ri) * m{r2),
(4.50)

m{u) = V.

Below are a list of examples of monoid morphisms:

(i) One might ask if the domain operator is a monoid morphism from the 

monoid (phom(X, Y), f, 6) to the monoid {VX, U, 0)?

Let X  Y  and X  Y  he two partial maps and consider the following
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argument:

dom(/i 1 1>)

=  {override in terms of removal and extension}

dom('^doiii 1/ U

=  {dom is an inner law morphism}

dom -^dom 1/ A* U dom u 

=  {dom is an outer law morphism}

•^dom 1/ dom jjb U dom v 

=  {set theory}

dom U dom p

Hence, we have shown that the domain operator preserves monoid structure

dom(/x i  I') =  dom a U dom u,
(4.51)

dom(^) =  0.

Thus, the domain operator is a monoid morphism from the monoid o f partial 

maps under partial map override to the monoid of subsets of the set X  under 

subset union,

(phom(X,y),t,^)^-^(^X,U,0).

(ii) One might also ask if  the range operator is a monoid morphism from the 

monoid (phom(X, Y ), j, 9) to the monoid {VY, U, 0)?

L e t  X  F  and X  A  y  be two partial maps and consider the following
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argument;

rng(/i 1 1^)

= {override in terms of removal and extension}

r n g (^ d o m i/ /^ L J i / )

=  {rng is an inner law morphism}

rng^domi/MUrngi/

=  {rng is not an outer law morphism}

(̂v^domi/) rn g/iU rngi/

^  {assuming dom u C rng u}

rng fj. U  rng i/

Hence, we have shown that the range operator does not preserve monoid 

structure

rng(/x f i y )  =  dom u) rng /x U rng
(4.52)

rng(0) =  0.

Thus, the range operator is not a monoid morphism from the monoid of 

partial maps under partial map override to the monoid of subsets of the set 

V  under subset union. Yet we have found how the range operator interacts 

with partial map override.

(iii) One might ask if the operator a  • _ for the partial map Y  A  Z is a monoid

morphism from the monoid (phom(X, Y), f, 9) to the monoid (phom(X, Z ) , f, 9)

Let X  Y  and X  Y  he two partial maps and consider the following
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argument:

a  • ( / i  1 1 / )

=  {override in terms of removal and extension}

^  U

=  {cK • _ is an inner law morphism}

Oi • (■^domi' /^) L I  Q! •

=  {q; • _ is an outer law morphism}

^ d o m i / ( ^  ■ / ^ )  I—I O ;  •

Hence, we have shown that the operator a • _ does not preserve monoid 

structure

q; • ( a i  1 1 / )  =  ^ d o m i . ( a  - f i ) U a - u ,

(4 .53)
a  ■ 9  =  6.

Thus, the operator a  • _ is not a monoid morphism from a monoid of partial 

maps under partial map override to another monoid of partial maps under 

partial map override. Yet we have found how the operator a ■ _ interacts with 

partial map override.

(iv) One might also ask if  the operator fx for the partial map X  Y  is 

a monoid morphism from the monoid (phom(F, Z), f, to the monoid 

(phom(A‘,

L e t r  Z  snd Y  Z  be two psrti3.1 ni&ps snd consider the following
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argument:

=  {override in terms o f removal and extension}

( '^ d o m  ,3 ^  LJ P)  • fi 

=  {_ • // is an inner law morphism}

( ■ ^ d o m / 3  ■ / ^  U  / ^  • /X

=  {_ • is an outer law morphism}

dom/3(^ ' /^) LJ /3 • ^

=  {domain o f  f3 ■ fx}

^dom{0-^i) ' A*) L-l M

=  {override in terms o f removal and extension}

(a • ^) t  (/? • n)

Hence, we have shown that the operator _• does preserve monoid structure 

( a t / ? )  - / i =  {a -  n)^/3- f j , ) ,
(4.54)

9 • H =  6.

Thus, the operator _ • // is a monoid morphism from a monoid o f  partial maps 

under partial map override to another monoid o f partial maps under partial 

map override,

(phom (y,Z ),t,6») ^  (phom(X,Z),t,6»).

(v) We might ask if  the operator phom (/, g) for the ‘map’ X \  X 2 and the 

map Yi  I 2 is a monoid morphism from the monoid (phom (X i, Yi), 0) 

to the monoid (phom(X 2 , 1 2 ), t, ^)?
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Let X i  A  Yi and X i  Yi be two partial maps and consider the following 

argument:

phom (/,

=  {override in terms o f removal and extension}

phom (/, p)(^d om 1/ LI Ẑ)

=  {p hom (/, g) is an inner law morphism}

phom (/, g) om 1/ II U phom (/, g)v  

=  {p hom (/, g) is an outer law morphism}

^ /-I  domU p hom (/, g)iJ, U phom (/, g)u 

=  {domain o f  phom (/, g)v}

^domphom(/,s),. phom (/, U phom (/, g)v  

=  {override in terms o f removal and extension} 

phom (/, g)̂ J, t  phom (/, g)u

Hence, we have shown that the operator phom (/, g) does preserve monoid 

structure

phom (/, g){ii t  z/) =  phom (/, g)ii f p h om (/,g)v,
(4.55)

phom{f , g ) {e )  =  6.

Thus, the operator phom (/, g) is a monoid morphism from a monoid o f  

partial maps under partial map override to another monoid o f  partial maps 

under partial map override,

(phom(Xi, l i ) ,  t, &)  ̂ (phom(X 2 , ¥ 2 ),^, 9).
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(vi) {PX,  U, 0) Af, n, n), the operator ji for the partial map X

is a monoid morphism from the monoid of subsets of the set X  under subset 

union to the monoid of removals from the partial map fx under partial map 

intersection.

Thus, if  R  and S  are subsets of the set X,  then

<RUS f j ' — n  ^ 5  I/,
(4.56)

^ 0 / X  =  / X .

(vii) {VX,  U, 0) ^  {<ivx IJ-1 U, 0), the operator fj, for the partial map X  - l ^ Y  

is a monoid morphism from the monoid of subsets of the set X  under subset 

union to the monoid of restrictions of the partial map iJ, under partial map 

glueing.

Thus, if R  and S  are subsets of the set X ,  then

<RUS  U <l5 /i,
(4.57)

<l%^ =  0.

(viii) {VX,  n, X)  ^  {<vx  A*, U, 9), the operator fi for the partial map X

F  is a monoid morphism from the monoid of subsets of the set X  under 

subset intersection to the monoid of removals from the partial map // under 

partial map glueing.

Thus, if  R  and S  are subsets of the set X ,  then

•^Rns /̂  =  U ^5 //,
(4.58)

(ix) {VX,  n, X)  ^  {<px  /i, n, fx), the operator <_ // for the partial map X  -w 

y  is a monoid morphism from the monoid of subsets of the set X  under
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subset intersection to the monoid of restrictions of the partial map under 

partial map intersection.

Thus, if  R  and S  are subsets of the set X , then

(4.59)

(x) ('Py, U, 0) (VX,  U, 0 ) ,  the operator for the partial map X  is 

a monoid morphism from the monoid of subsets of the set Y  under subset 

union to the monoid of subsets of the set X  under subset union.

Thus, if  R  and S  are subsets of the set Y,  then

f j , - \RuS)  =
(4.60)

/ /“ ^0 =  0 .

(xi) One could ask if the operator >_ // is a monoid morphism from the monoid

("Py, U, 0) to the monoid (l>-py n, U, 0)?

Let R  and S  be subsets of the set Y.  Consider the following argument:

> R U S  fJ'

= {definition of range restriction}

< H - ^ ( R U S )  M

=   ̂_ is a monoid morphism}
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=  {/X is a monoid morphism}

=  {<]_ /i is a monoid morphsim}

=  {definition of range restriction}

Hence, we have shown that the operator > pL preserves monoid structure

U > 5  yU,
(4.61)

> 0 / /  =  0 .

Thus, the operator [>_ // is a monoid morphism from the monoid o f subsets 

o f the set Y  under subset union to the monoid of range restrictions o f the 

partial map fx under partial map glueing,

4.1.8 Monoid Endomorphisms

A monoid endomorphism e o f the monoid {S, v), denoted (5, *, v)^^ ,  is a map

S  S  which preserves the monoid structure, that is, for all si, S2 G S,

e(si * S2) = e(si) * e(s2),
(4.62)

e{v) = V.

Here is a hst o f examples o f monoid endomorphisms;
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(i) We could ask if the removal of a subset S of the set Z  is a monoid endo­

morphism of the monoid (phom(X, Y), j, 0)?

Let X  Y  and X  ^  Y  he partial maps and consider the following argu­

ment:

t

=  {override in terms of removal and extension}

^  U  i / )

=  {-^s is an inner law endomorphism}

'^ d o m  1/ LI ^

=  {outer law monoid}

■^SUdom  1/ A* LI ^^ 5 1 /

= {set theory}

■ ^ < s d o m i/U S  A* LI ■^5 U  

= {outer law monoid}

' ^ 5  A* LI U  

— {dom is an outer law morphism}

■^dom -^s  LI ' ^ 5  ^

= {override in terms of removal and extension}

t

Hence, we have shown that the removal of a subset S  of the set Y  preserves
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the monoid structure

(4.63)
■^5 0 =  6 .

Thus, the removal of a subset S  of the set F  is a monoid endomorphism of 

the monoid of partial maps under partial map override,

(phom (A :,y),t,9)0"'''.

(ii) (phom{JV, y ), t , the restriction to a subset 5" of the set X  is a monoid

endomorphism of the monoid of partial maps under partial map override.

Thus, if X A  y  and X  ^  y  are partial maps, then

<3s(/i|z^) =  <3s M t <ls
(4.64)

< 5 ^ =  -̂

(iii) One could ask if the range restriction to a subset S  of the set y  is a monoid 

endomorphism of the monoid (phom(X, Y), f, 9)7

L e tX  y  and X  Y  \)Q partial maps and consider the following argu­

ment;

=  {override in terms of removal and extension}

LI î )

=  { > 5  is an outer law endomorphism}

l>S '^dom i/ LI \>S^

=  { > 5  is an outer law morphism}

■̂ dom i'C>5/iLlD>5't'
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Hence, we have shown that the range restriction to a subset S  of the set Y  

does not preserve the monoid structure

t  ^ )  =  ■^dom  1/ 1> 5  /U U  > 5  I/,
(4.65)

t>5 0 = 9.

Thus, the range restriction to a subset S  of the set Y  is not a monoid endo­

morphism of the monoid of partial maps under partial map override. Yet we 

have found how range restriction interacts with partial map override.

(iv) One could now ask if  the range removal of a subset S  of the set F  is a 

monoid endomorphism of the monoid (phom(X, y ) , t, ^)?

I f  X  - ^ Y  and X  ~ ^ Y  are partial maps, then

^s{f^ t  ^) =  LI
(4.66)

^5  0 =  6 .

Thus, the range removal of a subset S  of the set Y  is not a monoid endomor­

phism of the monoid of partial maps under partial map override. Yet again 

we have found how range removal interacts with partial map override.

4.1.9 Outer Law Monoids

An outer law monoid {Q., *,u) on the set S, denoted is an outer law

from the set Q, on the set S  satisfying for all u i , u 2 G and for all s G S' the 

identities

{ui * a;2)s =  a;i(a;2s),
(4.67)

us =  s.

Below is a list of examples of outer law monoids:
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(i) the monoid of subsets of the set X  under subset 

union with the outer law of removal of subsets of X  is an outer law monoid 

on the set of partial maps between two sets.

Thus, if R and S  are subsets of the set X  and X A  y  is a partial map, then

(4 .68)
=  /j,.

(ii) phom(X, the monoid of subsets of the set X  under subset 

intersection with the outer law of restriction to subsets of X is an outer law 

monoid on the set of partial maps between two sets.

Thus, if R and S are subsets of the set X  and X A  y  is a partial map, then

<^Rns fJ' =  < r { < s I )̂,
(4 .69)

< x l ^  =  fJ'-

(iii) We could now ask if  the monoid of subsets of the set Y  under subset inter­

section with the outer law of range removal of subsets of F  is an outer law 

monoid on the set of partial maps between two sets?

Let R  and S  be subsets of the set Y  and let X F  be a partial map.
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Consider the following argument:

> R U S

= {definition of range removal}

= is a monoid morphism}

= {set theory}

=  {outer law monoid}

=  { _“  ̂i? is not an outer law morphism,

definition of range removal}

=  {definition of range removal}

Hence, we have shown that the outer law of range removal of subsets o f Y  

satisfies the identities
^RUS IJ' =

(4.70)

Thus, the monoid of subsets of the set Y  under subset union with the outer 

law of range removal of subsets of F  is an outer law monoid on the set of 

partial maps between two sets:

phom(X,r)^^'^^’̂ ’®>.
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(iv) phom(X, the monoid of subsets of the set Y  under subset

intersection with the outer law of range restriction to subsets of ^  is an 

outer law monoid on the set o f partial maps between two sets.

Thus, if i? and 5' are subsets of the set 7  and X A  y  is a partial map, then

>Rns fJ> =
(4.71)

> Y f X  =

4.2 Summary

This chapter extends the operator calculus and refines the algebraic foundations 

o f the Irish School of the VDM. A summary of the existing partial map operator 

relationships is Hsted. Additionally, new partial map operator relationships are 

identified. For example, one has considered the interaction of the range partial 

map operator with other operators, resulting in (i) the identification of a number 

of new partial map operators, and (ii) strengthening of an identity involving range. 

Some of these partial map operator relationships could not be classified under the 

original algebraic foundations, that of, monoids and monoid morphisms. One 

refines the original algebraic foundation to that of inner laws and inner law mor­

phisms, and outer laws and outer law morphisms, with the result of classifying the 

omitted operator relationships. The boundary between the categorical foundations 

and algebraic foundations is clearly defined. From a pedagogical perspective one 

now has a general approach to proofs involving partial map override: does one 

have (i) an inner law morphism and (ii) an outer law morphism?



Chapter 5

Conclusion

The operational calculus developed by the Irish School of the VDM has a life of 

its own independent of its applications. This thesis has been interested in the oper­

ational calculus that arose from the modelling of information systems. Again, one 

was not overly interested in the models themselves but the operational calculus 

itself.

As one believes that the operational calculus which the Irish School of the 

VDM generates has not been analysed enough, one has invested time in the anal­

ysis of this operational calculus, with the following results:

(i) Refined and improved the operational calculus of the Irish School o f the 

VDM.

(ii) Altered the philosophy of the Irish School of the VDM by encouraging a 

shift away from a pure constructive approach that allowed the embracing of 

the totality of mathematics.

(iii) Refined the algebraic foundations of the operational calculus of the Irish

183
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School of the VDM with the result that operator identities that were not 

classified originally are now classified.

(iv) Gave categorical semantics to partial map override in terms of topos theory.

The Irish School of the VDM has significantly shifted fi-om its original begin­

nings of simple algebraic properties towards a significant operational calculus and 

in addition a categorical and topos theoretical outlook.

5.1 Achievements

The key achievements in the second chapter on Indexed Operations and Operators 

come fi"om an extension to the operator calculus and an expansion to the construc­

tive philosophy of the School by embracing classical mathematics. Specifically;

(i) Recorded the conceptual historical development of indexed operations and 

operators within the Irish School of the VDM. The key discussions and 

publications have also been recorded and placed in context.

(ii) Classified operators on indexed monoids and identified their algebra. Specif­

ically, there are two methods to define indexed operators. In addition, a 

collection of fi'ee operators on indexed monoids are identified.

(iii) Stated that there are two types of indexed monoids and recorded their ori­

gins.

(iv) Proved, using a classical approach, the monoidal properties of each type of 

indexed monoid, where the second proof has been inspired by Lawvere and 

Schanuel (1997).
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The key achievements in the third chapter on the Categorical Definition of 

Override arise by giving a topos foundation to the override operator. This chapter 

is the beginnings of a categorical foundations for the Irish School of the VDM.

By giving a categorical foundation to override, one has introduced the concept 

of override to topos theory, thus allowing the concept of override to be interpreted 

within different worlds or topoi. When one gives a topos foundation to override, 

one considers in detail what override is and what override depends upon.

The logic underlying the Irish School of the VDM is intuitionistic logic. This 

is verified as one can define override in an elementary topos where the logic is 

intuitionistic. This is not surprising as the School has always espoused a con­

structive philosophy. In effect, this verifies the constructive philosophy of the 

School.

Some highlighted achievements are:

(i) The operation of overriding one partial map, from an object X  to an object 

Y,  by another partial map, fi*om the object X  to the object Y,  depends on 

the shape on X ,  that is, how the subobjects of X  are related to each other 

and to the whole object X .

(ii) Removal is defined in an elementary topos such that when a subobject is 

removed from another subobject, the result will always be a subobject. This 

gives a mathematical expression to Dr. Mac An Airchinnigh’s philosophical 

viewpoint on removal and enables one to define override successfully in an 

elementary topos.

(iii) Interpret override’s behavior in three explicit worlds.
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(iv) By giving a topos semantics to override one has answered an outstanding 

question within the School.

(v) The work within this chapter highlights the logic of the Irish School which 

is intuitionistic logic.

The key achievements in the fourth chapter on Algebraic Foundations Recon­

sidered arise from successfully bridging the gaps in the known algebra of the Irish 

School of the VDM. Specifically, the chapter extends the operator calculus and 

improves upon the algebraic foundations. The operator calculus is extended by 

identifying opportunities in the original calculus. The algebraic foundations are 

reconsidered and improved upon by refining the original foundations, with the re­

sult that operator expressions that were not classified originally are now classified.

Some chapter achievements highlighted:

(i) The refined algebraic foundations are; (i) inner laws and inner law mor- 

phisms, and (ii) outer laws and outer law morphisms. These foundations 

are generalizations of the original foundations which were: (i) monoids, 

and (ii) monoid morphisms — including endomorphisms and admissible 

morphisms.

(ii) Identified how override and partial map composition interacts. This was an 

improvement upon a lemma by Mac an Airchinnigh (1990, 416).

(iii) Introduced the universal image operator to the Irish School which was the 

key operator to describe the interaction of range and removal.

(iv) Analysed the Irish School’s concept o f a map iterator, with the result o f cor-
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recting an oversight in the original definition and verified its fiinctor prop­

erties.

(v) Verified a selection of new and old operator relationships using the refined 

algebraic foundations.

(vi) The boundary betv^^een the algebraic and the categorical foundation is laid 

bare. Specifically, one finds that to verify an algebraic relationship it de­

pends upon the categorical interpretations of the the operators involved.

5.2 Directions for Future Research

Directions for future research are:

(i) The interaction of pullback and partial map override will unify two existing 

interactions: (i) inverse image and partial map override, and (ii) inverse im­

age and subset union. One developed a specialized version of this in Hughes 

and Donnelly (1997). One was unaware of this at the time. The develop­

ment of this interaction is an opportunity to extend the operator calculus.

(ii) The Lawvere and Schanuel (1997) modelling philosophy is similar to that of 

the Irish School of the VDM, excluding the fact that Lawvere and Schanuel 

are missing the concept of partial map override. Each community would 

benefit by the strengthening of their inter-relationships.

(iii) From a pedagogical perspective, the development of models to illustrate the 

new elements within the operator calculus would be beneficial.
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(iv) From the perspective of completeness it would be beneficial to place in­

dexed operations entirely within a topos theoretical framework. One be­

lieves that this is entirely possible as indexed operations may be expressed 

in terms of partial map override and direct power operations. Both partial 

map override and direct power operations may be placed within a topos 

theoretical framework.

(v) Partial map override has been successfully placed within a topos theoretical 

framework. A topos has a natural logic associated within it — a typed intu- 

itionistic logic. Hence, this typed intuitionistic logic underlies/complements 

the operational calculus. This relationship should be further analysed as it 

will highlight the behavior of the operational calculus.

(vi) Perhaps one of the most interesting directions for fiiture work is the re­

alization that there is a large collection of hidden operators waiting to be 

analysed. Additionally, their behavior is entirely determined by intuitionis­

tic logic. These hidden operators may be found by considering an operator 

concept. This operator concept is interpreted in different topoi, with the re­

sults that different types of operators are identified. If the topoi are built for 

the topos of sets, then the different types of operators may be used with the 

topos of sets.

For example, there is the concept of removal. This concept was interpreted 

in different topoi, with the result that different types of removal were iden­

tified. However, the collection of topoi that one considered are built from 

the topos of sets. Therefore, one can take these different types o f removal 

and use them within the topos of sets.
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The discovery of these hidden operators will extend the operator calculus.

(vii) Partial map override has been placed within a topos theoretical framework. 

What impact does this have on the general theory of topoi? If any?

(viii) One would be interested in revisiting the work in chapter four to place all 

the partial map operators within a topos theoretical framework. The starting 

point for this would be the fact that the collection of partial maps between 

two objects in a topos can be internalized using the partial map classifier 

within a topos.



Appendix A

Partial Maps & Operators

This appendix defines a partial map and a collection of partial map operators. The 

operators are defined using;

(i) set comprehension and partial comprehension,

(ii) partial map operators previously defined, and

(iii) map composition.

This appendix is very much in the spirit of Lawvere (1975,6 -  7). Lawvere be­

gins with sets and maps, and develops a collection of operators on the maps. Here 

one also begins with sets and maps, and develops partial maps and a collection of 

operators on partial maps.

A fixnctor between categories is developed which will create the collection of 

partial maps between two given sets. This fiinctor gives rise to another partial map 

operator.
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A.l Partial Maps
191

A pafticil map // from a set ^  to a set , denoted X  Y , is a map from a

subset dom // of X  to Y ,

X  J ^ Y  = domII C X  A dom/i A  Y. (A.l)

The set o f partial maps from a set X  to a set Y  is denoted by X  F  or by 

phom(X, y ) .

A.2 Partial Map Operators

The operations defined on partial maps in this section are domain, application, 

range, extension, removal, restriction, glueing, intersection, override, inverse im­

age, direct or existential image, universal image, range removal, range restriction 

and partial map composition.

The partial map operators are presented in terms of: (i) set comprehension and 

partial map comprehension, (ii) partial map operators previously defined and (iii) 

map composition.

A.2.1 Domain

The domain of a partial map X  ^  is denoted dom // and is defined to be the 

subset of X  given by taking the domain of the map dom fj, Y  associated with 

the partial map //.
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A.2.2 Codomain

The codomain of a partial map X  \s denoted cod fx and is defined to be the

set Y.

A.2.3 Application

A partial map X  A  y  may be applied to an element x of dom ji, denoted //(a;), 

and is simply the application of the map dom n Y associated with the partial 

map fx to the element x.

A.2.4 Range or Image

The range or image of a partial map X  F  is denoted by rng fj, or img /i and is 

defined by

rng /I = img // =  {^{x) |a: e dom n } . (A.2)

A.2.5 Extension

If two partial maps X  ' ^ Y  and X  -^Y  have disjoint domains,

dom n  dom = 0, (A.3)

then the partial map /i may be extended by the partial map v, denoted ixUv,  and 

is defined by

H U v  = [x ̂  y\ {x  ̂ dom n A /i(x) = y) \ /  {x E domzv' A iy{x) = y ) ] . (A.4)

The extension of the partial map // by the partial map u may be defined as the 

sum of the map dom ̂  -^Y  with the map dom v -^Y vn. the category S  and also
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as the sum o f the inclusion map dom X  with the inclusion map dom X  

in the category S

X ^
A

J
dom /i — s-dom // +  domi/ ^ — 3 domz  ̂

y
Y

If dom n dom u =  0, then dom fj, +  dom v =  dom n U dom v.

A.2.6 Removal

A subset S  o f  the set X  may be removed from a partial map X  A  y ,  denoted 

■ ^ 5  /u, and is defined by

■^s =  [3  ̂ I X 6  dom ^ f \ x  ^ S] .  (A.5)

Removal may also be defined as a composition o f maps

■̂ 5 ^  = / / o ( d o m / / • ^ s d o m / / ) .  (A.6)

One easily obtains from the above definition the domain o f the partial map /t with 

the subset S  removed,

dom (^5/x) =  ^sd o m /x . (A.7)

I f X  -w y  and X  F  are partial maps with disjoint domains, then the 

removal and extension operators will be inverse operations

^domi.(/iLly) =  M- (A.8)
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A.2.7 Restriction

A partial map X  ^  V  may be restricted by a subset S  o f X ,  denoted < 5  n, and 

is defined by

< s =  [x ^  fj,{x)\x e d o m n A x  E S].  (A.9)

Restriction may also be defined as a composition of maps

<1 5 / / = /z o (dom /i < 5 dom/x). (A.IO)

One easily obtains fi-om the above definition the domain o f the partial map 

restricted to the subset S,

dom(<l5 //) =  <i5 dom/x. (A . l l )

A partition o f  a partial map X  A  F  is induced by a subset S' o f X  using the 

removal and restriction operators

/ / =  <1 5 //. (A.12)

A.2.8 Glueing

If two partial maps X  Y  and X  Y  agree on the intersection o f their do­

mains,

(A. 13)

then the partial map // may be glued  to the partial map v, denoted /i U z/, and is 

defined by

U z/ =  [x ^  y \ { x  E dom // A fj.{x) =  y ) \ /  {x e dom u A u{x) =  y ) ] . (A .14)
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Glueing may also be defined in terms of extension, removal and restriction

l i U  U — '^dom 1/ LJ ■̂ dom i/ U '^doinfi ^

A.2.9 Intersection

A partial map X  Y  may be intersected with a partial map X  Y ,  denoted 

)U n  I/, and is defined by

f i . r \ u = [ x ^ y \ x G  (dom// n  domi^) A ji{x) = u{x)]. (A.16)

A.2.10 Override

A partial map X  Y  may be overridden by a partial map X  Y , denoted //f t ',  

and is defined by

u = {x  y\ {x e  ^dorni/dom/x =  y)
(A. 17)

V (x E dom A u(x) =  y)].

Override may also be defined in terms of removal and extension

^  f  ^  ~  "^dom 1/ U (A . 18)

We note that the extension and glueing operators are special cases of the over­

ride operator

dom u n  dom z/ =  0 => jj,^ i/ = fiU u,
(A.19)

<dom i.M  =  <3domM^ =
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A.2.11 Inverse Image

The inverse image of a subset S  o f the set Y  under the partial map X  is

denoted and is defined by

=  { x  G  domyu | / x ( x )  e  5 }  . (A.20)

Figure A.l graphically displays the behaviour of inverse image. A commutative

)
s

r ~ -  • f-

Figure A. 1: Inverse image of set S  under partial map fi. 

square diagram is associated with an inverse image:

r f
d o m ^  j,-------

This commutative square is in fact a pullback square in the category S ,  where the 

arrows with curved tails denote inclusion maps.
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A.2.12 Direct or Existential Image

The direct image or existential image of a subset S  of the set X  under the partial 

map X  y  is denoted by jji{S) or by and is defined by

//(5) =  3^5 = [ y e  rng^ |3a; G dom//: pl{x) = y ^ x e  S }

=  {//(a;) |x G (dom //n  5)} (A.21)

=  rng <s

Figure A.2 graphically displays the behaviour of direct or existential image.

( l ; -  •) > • )

Figure A.2: Direct or existential image of set S  under partial map //.

A.2.13 Universal Image

The universal image o f a subset S  o f the set X  under the partial map X  y  is 

denoted and is defined by

'iu.S =  (y £ rng/If |Va; G dom//: n{x) = y ^  x e  S }
(A.22)

=  {y Grng/i | /x“  ̂{y} C S ]  .

Figure A.3 graphically displays the behaviour of universal image.



APPENDIX A. PARTIAL MAPS & OPERATORS 198

Figure A.3: Universal image o f set S under partial map fj,.

Dr. Mac an Airchinnigh has also demonstrated that universal image may be 

expressed in terms o f removal, inverse image and direct image or existential image

Figure A.4 graphically displays this construction.

(A.23)

A.2.14 Range Removal

A subset S  o f  the set Y  may be range removed from the partial map X  ^  Y , 

denoted ^ 5  //, and is defined by

(A.24)

Range removal may also be defined in terms of the removal and inverse image 

operators

(A.25)
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Figure A.4: Universal image may be expressed in terms of removal, inverse image 

and direct image or existential image m(5').

A.2.15 Range Restriction

A partial map X  may be range restricted by a subset S  of F , denoted l>s 

and is defined by

> s  =  [ x  I— >• ii{x) I X G dom /X A ^{x)  E 5]. (A.26)

Range restriction may also be defined in terms of the restriction and inverse image 

operators

> s / i  =  (A.27)
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A.2.16 Partial Map Composition

A partial map X  Y  may be composed with a partial map Y  Z,  denoted 

ly • jj,, and is defined by

V ■ II =  [x z \ x  ^ dom // A 3 y  G domz/: ^{x) =  y A u(y)  =  z ] . (A .28)

We note that the composite u • jx will be a partial map from the set X  to the set Z,

A Z.

In fact partial map composition may also be defined as a composition o f  maps

• fX U O (A .29)

The following commutative diagram

_ 1  1 Mldom 1/ , 1/ r 7/i dom u --------------  ̂dom u  ^ Z

r f
X  ■*------ ) dom IX-------------------  ̂Y

shows the maps involved in the above composition. One easily obtains from the 

commutative diagram the domain o f  the composite partial map

dom(i/ • /x) =  fji~̂  dom u . (A.30)

We note that the composition o f  maps is a special case o f  the composition o f  

partial maps

cod /i =  domz/ =  (A.31)
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A.3 The phom Functor

This section will develop phom as a functor from the product category 5 °  ̂ x S  

to the category S ,

5 0 P  ^  g g

Firstly, phom assigns to each pair o f sets {X, Y)  in the category 5 °̂  x S  the 

set o f partial maps between the pair o f  sets phom(X, Y)  in the category S ,

Secondly, phom assigns to each pair o f maps (/, 5), from a pair o f sets (X i, Yi) 

to a pair o f sets {X2,Y2), in the category x S  the map phom (/, 5'), from 

the set phom (X i,y i) o f  partial maps between the first pair of sets to the set 

phom(Jir2, ¥2) of partial maps between the second pair of sets, in the category

We name the map phom {/, g) a phom map and we define its effect on a partial

phom: ( X , Y )  i—> phom(X, F). (A.32)

\  phom (X i,F i)

/  , 9 ) ^  phom(/,g)

^2 V2 phom(X2,V'2)

(A.33)

map X i  A  Yi by

phom (/, g)n =  [x2 V2 \x2 € X 2 A ^2 € 2̂

ABxi G dom //: /(X2) =  f\g{p>{xi)) =  2/2]

A question may arise from the above definition; Why has the ‘map’ ^ 1 ^ X 2  

changed direction to a map X2 Xi?  The reason for this is that every ‘map’ 

X i  -U X2 in 5 °P arises from a map X2 ^  X i  in S .  We note that the image o f  the
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partial map under the phom map will be a partial map from the set X 2 to the set

phom(/,g)/j
X 2  Y 2 .

Traditionally within the Irish School o f the VDM this phom map is called a partial 

map iterator and is denoted by ( /  g). In fact the phom map is a composition

of maps

p h o m (/,g)fi = go  1x 0  (A.35)

The following commutative diagram

f~^ d o m > dom ̂  Yi  ̂ > Y2r r
X 2 ----------

shows the maps involved in the above composition. One easily obtains from the 

commutative diagram the domain of the image of the partial map // under the 

phom map

dom(phom{/, g)ix) =  f~^ dom / i . (A.36)

Having defined the effect o f phom on both pairs of sets and pairs of maps in 

X 5  we must check that phom preserves the categorical structure;

(i) phom preserves identity maps, that is, phom assigns to a pair o f identity

maps on a pair o f sets (X, Y )  the identity map on the set phom(X, Y ),

p h o m (lx ,ly )  =  lphom(x,K); (A.37)
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(ii) phom preserves composition of maps, that is, phom assigns the composite
/ Xi  n  \ ,X2 Y2

92 ) to the composition91 and h  ,of the pairs of maps (

I2 ' 'X3 Ys
of their images,

phom ((/2 ,p2) o {fu9\ ) )  =  phom(/2,52) ° phom (/i,5 i). (A.38)

Firstly, we will prove that phom preserves identity maps. Let X  he a partial 

map and consider the following argument:

phom(lx, ly)/^

=  {definition of the phom map}

l y  O  f j ,  O  l x | d o m / i

=  {dom ^ C X }

l y  O  ! _ i  O

=  {identity law}

Equating the first expression with the last expression we find:

phom(lx, ly)M =

=  {evaluation at / i }

phom(lx, l y )  =  lphom(x,y)

Thus, phom preserves identity maps.

Before proceeding to the second proof that phom preserves map composition 

we must remind ourselves of the pullback lemma from category theory.
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The pullback lemma states: if  a diagram of the form

204

commutes, then

(i) if  the two small squares are pullbacks, then the outer ‘rectangle’, with top 

and bottom edges the evident composites, is a pullback;

(ii) if  the outer ‘rectangle’ and the right hand square are pullbacks then so is the 

left square.

Let S' be a subset of the set X i  and consider the pullback lemma applied to the 

following commutative diagram

The two small squares are inverse images and thus they are pullback squares. 

Hence, by the pullback lemma the square on the left below, which is the outer 

‘rectangle’ of the above diagram, equals the square on the right below, which is a 

pullback square.

fTHfr's)
h \ s ° f 2 \ j - l g

Equating the maps fi-om the above diagrams we find

(A.39)
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Thus, we have found how codomain restriction and map composition interact.

Secondly, we will now prove that phom preserves map composition. Let 

X i - ^ Y i h e a  partial map and consider the following argument:

(phom(/2, gi) ° phom (/i, gi))fi 

=  {composition, application}

phom (/2 ,92) p h o m (/i, Q\)^

=  {definition o f the phom map}

Q2 O p h o m (/i, O /2ldomphom(/i,gi)M 

=  {domain o f the phom map}

P2 ophom(/i,pi)/xo/2| / j  '  dom /i

=  {definition o f phom map}

^2 o £fl O / i  o / l ld o m /i  °  / 2 I / - 1  dom ^

=  {codomain restriction and map composition}

g2 o g i o / i o { f i o  /2)ld om /I

=  {composition in «S°‘’}

g 2 0 g i 0 f i 0 { f 2 0  /i)ldom /i

=  {definition o f the phom map}

phom(/2 o /i ,^ 2  0^1)/^

=  {composition in x «S}

phom((/2, 2̂) o {fl,gl)) Ĵ'



APPENDIX A. PARTIAL MAPS & OPERATORS 206

Equating the last expression with the first expression we find:

p h o m (( /2 ,^ 2 )  o =  (p h o m ( /2, 52) o p h o m ( / i , i? i ) ) M

=  {evaluation at fi}

phom ((/2,92) o i f u Q i ) )  =  phom (/2,52) o phom (/i, g i )

Thus, phom preserves map composition.

Hence, we have proven that phom is a fiinctor from the product category S  x 

S  to the category S.



Appendix B

Category & Topos Theory

This appendix on category and topos theory has been inspired by Lawvere and

Schanuel’s (1997) exceptional book on this subject.

A category C consists of the data:

(i) A collection of things called objects denoted by A, 5 , C , .. .

(ii) A collection of things called maps denoted by f , g , h , . . .

(iii) For each map / ,  one object as the domain of /  and one object as the 

codomain of / .  To indicate that /  is a map, with domain A and codomain 

B, write A B or f : A  B  and say ‘/  is a map from A to B '

(iv) For each object A an identity map, which has domain A  and codomain A, 

this map is denoted by 1a, so A H  A is one of the maps from A to A.

A f  T-̂  g ^  ■ A 9 fo llow ing  f(v) For each pair of maps A B  ^  C, composite map A ------------ ^ C •

This map is denoted by A ^  C and sometimes pronounced 'g o f f \

satisfying the following rules:
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(i) Identity Laws: I f A ^ B ,  then I s  o /  =  /  and /  o 1^ =  /

B  A

(ii) Associative Law: A  B  C  ^  D, then {h o g) o f  = h o [g o f )

( hog )o f

hog

9 ° f

h o( go f )

B.l Possible Map Properties

B .l.l Isomorphism

A map A B  is called an isomorphism, or invertible map, if  there is a map 

B  A  iox which go  f  — and /  o ^ =  1^. A map g related to /  by satisfying 

these equations is called an inverse fo r  f .  Two objects A  and B  are said to be 

isomorphic if there is at least one isomorphism between them.

I f  B  A  and B A are both inverses for A  B, then g = h. I f  A  B  

has an inverse, then the one and only inverse for /  is denoted by f~^  and is read 

as ‘/-inverse’, or ‘the inverse of / ’.

B .l.2 Section and Choice Problem

/  5A section for a map A - *  B is  a map 5  ^  A for which f  o s = 1b .
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The choice or lifting problem: Given /  and h as shown below, what are all a, 

if  any, for which b = f  o a?

A
ai /  \  /

If a map A B  has a section, then for any T  and for any map T  B  there

exists a map T  A  A for which f  o a = b, that is, every choice problem

A.y X
T   ̂ - B

has a solution. If this is so the map /  is said to be surjective fo r  maps from T. 

B.1.3 Epimorphism

A map A - ^  B  \ s 2tn epimorphism, or epic map, if it satisfies:

_  t i  _  ^  ^

For every object T  and every pair of maps B  t  T  from B  to T,
<2

ti o f  = t 2 o f  implies ti = t 2 -

To indicate that a map A  B  is an epimorphism; instead of writing a plain 

arrow like —> replace the open arrow head, >, with a solid arrow head, ►, so that 

A B  indicates that /  is an epimorphism.

If a map A B  has a section, then the map /  will be an epimorphism.

B.1.4 Retraction and Determination Problem

f T* •A retraction for a map A  —y B  is & map B * A  for which r o f  = 1^.
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The determination or extension problem: Given /  and t  as shown below, what 

are all g, if any, for which t = g o  f l

A   ̂ - T

If a map A ^  B  has a retraction, then for any T  and for any map A ^  T , 

there is a map 5  T  for which g o  f  = t, that is, every determination problem

has a solution.

B.1.5 Inclusion or Monomorphism

A map A B  i s m  inclusion or monomorphism, or monic map if it satisfies;

a \
For every object T  and every pair of maps T  * A  from T  to A,

0 2

f  o ai = f  o a 2 implies ai =  ag.

To indicate that a map A ^  5  is an inclusion; instead of writing a plain arrow 

like —> put a little hook, C, on its tail, so that A ^  B  indicates that /  is an 

inclusion map.

If a map A ^  B  has a retraction, then the map /  will be an inclusion or 

monomorphism.

B.1.6 Idempotent

An endomap ^  ^  is idempotent if e o e =  e.
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If the map B ^  A is  a retraction of the map A ^  B  (equivalently the map /  

is a section of the map r), then letting e =  f  o r  will define an endomap B B 

which will be idempotent.

B.2 Universal Mapping Properties 

B.2.1 Terminals

An object T in a category is said to be a terminal object of the category if for each 

object X  of the category there is exactly one map X  ^ T .

If Ti, T2 are both terminal objects in a category, then there is exactly one map 

Ti —> T2 , and this map is an isomorphism.

Since different choices of terminal object are isomorphic one is chosen and 

denoted 1.

If 1 is a terminal object of a category and if  X  is any object o f the category, 

then a map 1 ^  X  will be an inclusion map and is called a point of X .

B.2.2 Initials

An object /  in a category is said to be an initial object o f the category if  for each 

object X  of the category there is exactly one map I  X .

If Ii, I2 are both initial objects in a category, then there is exactly one map 

Ii I2 , and this map is an isomorphism.

Since different choices of initial object are isomorphic one is chosen and de­

noted 0.
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B.2.3 Products

An object P  together with a pair o f maps P  ^  By, P ^  B2 is called a product 

o f E l and B2 if for each object T  and each pair of maps T  ^  B \ ,T  ^  B^, there 

is exactly one map T  ^  P  for which both / i  = p \ f  and =  P2/

T
P2

that is, for which fi{t)  =  Pi{f(t))  and f2{t) = P2{f{t)) for all S  ^ T .

The map / ,  uniquely determined by the maps / i  and /2, is called the product 

map o f  f i  and /2, and this map is denoted by ( /i ,  /a). The maps pi and p2 are 

called projection maps for the product.

If P,pi,p2  and also Q,qi,q2 are both products with projection maps of the 

same pair of objects B i, B2 in a given category, then there is exactly one map 

P  Q for which pi = qig and p2 = q2Q, and this map is an isomorphism.

Since different choices o f product with projection maps for B\ and B2 are 

isomorphic one is chosen and denote B i x B2 with Bi ^  B i x  B2 ^  B2. Now 

the ‘exactly one’ condition on pi and p2 is abbreviated as:

n P i n  n r> - j  ^   ̂ X B̂Bi ^  B iX  B2 B2 mduces j  ^  T  ^ B ^

B.2.4 Pullbacks or Fibered Products

Given two maps B\ Y  and B2 Y  with common codomain in a category, 

an object P  together with maps P  ^  B i and P  ^  B2, is a called a pullback o f
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the pair g, h, or fiberedproduct o f B\ and B2 over Y, if pig = P2h and for each 

object T  and each pair of maps T  ^  B \,T  ^  B2 for which gfi =  hf2, there is 

exactly one map T P, for which / i  = P if and f2 = p2f

that is, if g{fi{t)) = h { f 2 { t ) )  then fi{t) = P i { f { t ) )  and f 2 { t )  = P 2 { f { t ) )  for all 

S - ^ T .

The inner square P i , g , P 2 , h  of the diagram is called a pullback square, or

Cartesian square. The maps p\ and p2 are called projection maps for the pullback

or fibered product. The map p\ is said to arise by pulling back map h along map

g, and map p2 arises by pulling back map g along map h.

If P,pi,p2 and also Q,qi,q2 are both pullbacks with projection maps for the

same pair of maps B\ Y, B2 Y  or equivalently fibered products with

projection maps of the same pair of objects B\, B2 over F  in a given category,
kthen there is exactly one map P  ^  Q for which pi = qik and p2 — Q2k, and this 

map is an isomorphism.

Since different choices of pullback with projection maps for the same pair of 

maps Bi Y, B2 Y  or equivalently fibered product with projection maps 

for Bi and B2 over Y  are isomorphic one is chosen and denoted B\ Xy B2 with 

B i ^ B ,  Xy B2 ^  B2. Now the ‘exactly one’ condition on pi and p2 is abbrevi-



APPENDIX B. CATEGORY & TOPOS THEORY 214

ated as:

Bi ^  Bi Xy B2 ^  B2 induces T ^  B\ Xy B2
T  ^Bi

9

B.2.5 Sums

A pair Bi ^  S, B2 ^  S  of maps in a category makes S a sum of Bi and B2 if for 

each object Y  and each pair Bi ^  Y, B2 ^  Y, there is exactly one map S ^ Y ,  

for which both gi = gj^ and §2 =  gj2

J2

that is, for which gi{bi) = g{ji{bi)) and 52(^2) = gUiih)) for all Si ^  Bi, 

S2 B2-

The map g, uniquely determined by the maps and 52 > is called the sum map

o f g\ and g2- This map is denoted by < or by [gi,g2]- The maps j i  and j2 are[ 92

called injection maps for the sum.

If j i  ,j2-,S and also fci, 2̂, T are both sums with injection maps of the same 

pair of objects 5 i, B2 in a given category, then there is exactly one map S  T  

for which ki = f j i  and /c2 = f  32, and this map is an isomorphism.

Since different choices of sum with injection maps for Bi and B2 are isomor­

phic one is chosen and denoted Bi + B2 with B\ ^  B\ +  B2 ^  B2. Now the
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‘exactly one’ condition on j i  and j 2 is abbreviated as;

A  5 i  +  ^2 ^  B 2 induces _
D \  I  1

B.2.6 Equalizers

An object E  together with a map E  X  is an equalizer for a parallel pair o f
/  X

maps X  * Y  , if f p  — gp and for each T —> X  for which f x  =  gx, there is 

exactly one map T  E  for which x =  pe

P fE   —

T

that is, if  f {x{ t ) )  =  g{x{t)),  then x{t) =  p{e{t))  for all S  - ^ T .
f

If both E, p and F, q are equalizers for the same parallel pair o f maps X   ̂ > Y  , 

then there is exactly one map E  F  for which qh =  p, and this map is an iso­

morphism.
/

Since different choices o f equalizers for the same parallel pair o f maps X  Y  

are isomorphic one is chosen and denoted E  with E  ^  X .  Now the ‘exactly one’ 

condition on p is abbreviated as:

/  T - ^ E
E  —^  X  > Y  induces

T —

An equalizer E  ^  X  o f a parallel pair o f maps X  t  y  is an inclusion

map.
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B.2.7 Coequalizers

An object E  together with a map Y  E is a coequalizer for a parallel pair of 

maps X  — ̂  > y  , if p /  = pg and for each Y  T for which t f  = tg, there is 

exactly one map E  - ^ T  for which t = ep

X = ^ Y    ^E

t \
T

If both j9, E  and q, F  are coequalizers for the same parallel pair of maps
f  hX  — ̂  > Y  , then there is exactly one map E  F for which hp = q, and this

map is an isomorphism.

Since different choices of coequalizers for the same parallel pair of maps
/  pX   ̂ > Y  are isomorphic one is chosen and denoted E  with Y  E. Now 

the ‘exactly one’ condition on p is abbreviated as:

f  p . , F - ^ T
X  — > Y  E  mduces

/

p  ^A coequalizer Y  E  of  a parallel pair of maps X  y  is an epimor-

phism.

B.2.8 Map Objects

Given two objects T , Y  in a category with products, an object M  together with a 

map T  X M y  is an object o f maps from T  to Y  with evaluation map, provided 

M  and e satisfy: For each object X  and each map T  x X  Y , there is exactly
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one map, to be denoted X  ^  M , for which /  =  e (lr

1t x 7 ' '

T x X  - - ^ T x M

/ X y
that is, for which f { t ,  x) =  e{t,'^f~'{x)) for all S' T, 5" A  X .

The map J~', uniquely determined by / ,  is called the name o f  f .  The map e is 

called the evaluation map.

If Ml, Cl and M2 , both serve as map objects with evaluation map for maps 

from T to F  in a given category, then there is exactly one map Mi M2 for 

which 6i =  e2 (lT x g), and this map is an isomorphism.

Since different choices o f map objects with evaluation map for maps from T  

to X  are isomorphic one is chosen and denoted with T  x Y^  A  Y .  Now the 

‘exactly one’ condition on e is abbreviated as:

B.2.9 Truth-Value Object or Subobject Classifier

A subobject, or part, o f an object X  is an object S, which is the shape o f  the part

is called a truth-value object, or subobject classifier for the category, if  for each 

object X  and each part S  ^  X  o f X ,  there is exactly one map X  Q such that 

for each figure T A  X  o f X ,

tpsx =  truer  if  and only if  x Ex S , l

T X y Y  induces
X

o f  X , together with an inclusion S  X ,  which determines how the shape S  o f 

the part is inserted into the object X .

In a category with a terminal object 1, an object Q together with a map 1 il.
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where truer  denotes the composite o f the unique map T  1 with 1 il, and 

X S, L denotes the fact that the figure x  is included in the part S, t, that is, there 

is a map T  -U S  such that x =  is

1

This condition is equivalent to the condition that for each object X  and each part 

S  ^  X  o i X ,  there is exactly one map X ' ^ V t  such that the diagram

Xy
S' VL

y / ^ u e

1

commutes and forms a pullback square.

The map ips, uniquely determined by the part S, l, is called the classifying or 

characteristic map o f the part S, l. The map true  is called the truth map.

l f i l i , t ruei  and H2 , true^ are truth-value objects with truth map in a given cat- 

egory, then there is exactly one map —> O2 for which true^ =  ^tm eitruei,

and this map is an isomorphism.

Since different choices o f truth-value objects with truth map in a category are 

isomorphic one is chosen and denoted with 1 Now the ‘exactly one’

condition on true  is abbreviated as;

q . . Y
^  true  r-v  • j1 mduces — —

X ^ Q
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B.3 Parts of an Object: Toposes

219

B.3.1 Categories C /X  and V{X)

If A" is an object in a category C, then another category C jX  o i objects varying 

over object X  can be formed. An object o iC /X  is a map of C with codomain X , 

and a map from an object ^  X  to an object B X  is a. map of C from A  to 

B  which (3 takes to a, that is, a map A B  such that (3f = a

X

The category o f parts or subobjects o f X , denoted by V{X) ,  is part of the 

category C/ X  of  objects varying over X,

V { X)  c c/x.

The objects of 7^(X) are all objects a  of C /X  which are inclusion maps in C, that 

is, the objects of'P(X ) are the parts or subobjects of X  in C. The maps of'P(A')
Ct

are all the maps between its objects in C /X ; but given any two objects A ^  X  

and B  X  in P (X ), there is at most one map A B in C such that P f = a

X

Thus, the category of parts of a given object in any category is a poset. To indicate 

that there is a map, necessarily unique, from object X  to object B ^  X  in 

V { X )  one uses the notation

A a C ; ,  B,(3
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read as ‘part A, a  is included in part B, (3 over X \  The notation may be abbrevi­

ated either as A Cx  5  or as a  Qx 13.

B.3.2 Toposes and Logic

A category C is a topos if and only if:

(i) C has 0 ,1 , X ,  +, and for every object X ,  C /X  has products,

(ii) C has map objects Y ^ ,  and

(iii) C has a ‘truth-value object’ 1

The condition that for every object X  the category C /X  of objects varying 

over X  has products is equivalent to the condition that there is a pullback with 

projection maps in C for every pair of maps with common codomain in C.

If a category C is a topos, then the category C / X  of objects varying over X  

will be a topos for every object X  in C. This is known as (part of) the Fundamental 

Theorem ofTopoi.

Conjunction & Subobject Intersection

Form the product il, x Q, and define the product map 1 ^ ^ x  il.. This 

map is an inclusion map because its domain is terminal; therefore this is a subob­

ject of the object ^ x i l ,  and it has a classifying or characteristic map x A  

This classifying map is the logical operation of conjunction. The property of this 

operation is that for any T Vl x  S] where a and h are maps from T  to Q,, the
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composite

T:
(a,b)

aAb

: Q

has the property that

a Ab = truer if only if (a, b) 1> {true, true) 

which means precisely

a = truer  and b = truer-

{a,b) n X
{true,true)

T 1

true

1

n

Now, because T  A  is a map whose codomain is Q, by the defining property
Q

of it must be the classifying map of some subobject of the object T , A ^ T .  In

the same way T  is the classifying map of some other subobject of the object 

T,  B ^  T,  and the subobject of the object T  classified h yT '^ -^Q  is called the 

intersection of A, a  and B, /3, denoted by {A A B) ^  T.

The intersection of two subobjects of T is, in fact, the product of these objects 

considered as objects ofV{T) .  The product of two objects of'P(T') is the product 

o f these objects considered as objects o i C/ X .  Thus, the ‘exactly one’ condition 

on the projection maps of the product of two objects in V{T)  becomes:

C Q t  P i  ^  P2/3i Pi A P2 Qt P2 induces
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Implication

From the parallel pair of maps Q x Q form their equalizer map C ^  x

This map is an inclusion map because it is the equalizer of a parallel pair of 

maps; therefore this is a subobject and it has a classifying or characteristic map 

X ^  Q,. This classifying map is the logical operation of implication. The 

property of this operation is that for any T  U xQ, where a and b are maps 

from T  to the composite

a ^ b

has the property that

a ^ b  = truer ifandonly if {a,b) Gqxq 

which means precisely

a Ab = a if and only if aCb.

(a,b) Q  X

cT

Now, because T ri is a map whose codomain is Q, by the defining property 

of it must be the classifying map of some subobject of T, A T.  In the same 

T’ is the classifying map of some other subobject o i T ,  B  ^  T,  and
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the subobject classified by T  is called the implication o  ̂A, a  and B, (3,

denoted by {A B) T.

The implication of two subobjects of T  is, in fact, the map object o f these

objects considered as objects of'P(T '). Thus, the ‘exactly one’ condition on the

evaluation map of the map object formed from two objects in V{T)  becomes:

, . , ^ Crp (a ^  n)
a ^ ( a ^ r | ) < ^ T V  mduces - — —' ^ ^

Disjunction & Subobject Union

Form the product Q x Q and define the product maps X and

O X Q . Form the sum il +  Q and then define the sum map /

f={ 

Q + f]----

{truea, In)

{lQ,truen)
Q X ft

from the two product maps. Now find the image of this sum map by forming the 

epi-monic factorisation o f the simi map /

/ =

n + n —

{truea, 1^) 

{1q, trueu)
n x ^

C / im g /
m  + n)

The image map +   ̂ > Q x Q  is an inclusion map because it is

the monic part of an epi-monic factorisation of the above sum map / ;  therefore 

this is a subobject and it has a classifying or characteristic map x f) ^  f2. 

This classifying map is the logical operation of disjunction. The property o f this
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operation is that for any T  x where a and b are maps from T  to fi, the

composite

T.
(a,b) Q xQ, SI

aV6

has the property that

a y  b =  truer  ifandonlyif (a ,6) / (^  +  ^^),img/

(a,6)

im g /

T

trve

Now, because T A  is a map whose codomain is by the defining property
Olof it must be the classifying map of some subobject of T, A T.  In the same 

way T A  Q is the classifying map of some other subobject o f T , B ^  T,  and the 

subobject classified by T is called the union of A, a  and B, (3, denoted by

{A V B) T.

The union of two subobjects of T is, in fact, the sum of these objects consid­

ered as objects of P (T ). The sum of two objects of 'P(T) is the image of the sum 

of these objects considered as objects o f C /X . Thus, the ‘exactly one’ condition 

on the injection maps for the sum of two objects in V{T)  becomes:

P i  V /?2 V
Pi Pi V P2 P2 induces A  V and P2 rj
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Negation

Consider the unique map 0 ^ 1 from an initial object to a terminal object. 

This map is an inclusion map; therefore this is part of the object 1 and it has a 

classifying or characteristic map 1 This classifying map is called false.
f  qXsgThe map 1 is an inclusion map because its domain is terminal; there­

fore this is a subobject of the object Q. and it has a classifying or characteristic map 

This classifying map is the logical operation of negation. The property 

of this operation is that for any T  Vt, the composite

- \ a

has the property that

-la =  truer  if  and only if  a Gn 1, fa lse  

which means precisely

a = fa lser-

T---------- 1  n
true

Now, because T A  is a map whose codomain is by the defining property
Ct

off]  it must be the classifying map of some subobject of T, A ^  T . The subob­

ject classified by T ^  ri is called the negation o f the subobject A, a  with respect 

to the object T, denoted by {~^A wrt T) ^  T.
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It is also possible to define the operation of negation using the operation of 

implication

—la := a => fa lsex

X 0 --------
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Notation Index

Algebraic Structures

(S', *) inner law * in set S,  135

{S,*,v)  monoid of S  under * with

identity element v, 167 

outer law Q on set S', 151 

S ^ (^ ’*’“)outer law monoid on set S,  

179

Arrows

^  map, morphism, functor, 191

^  inclusion map, 196

-w partial map, 191

I—> effect of map on an element,

193

Logic

A and, 193

=  equivalence, 191

V for all, 197 

implies, 197

V or, 192

3 there exist, 197

Maps

go  f  composition of map g after 

map / ,  200 

Ix  identity map on set X ,  202

/ 1 g restriction of map /  to codomain S,

94

f \ ^  restriction of map /  to do­

main R,  94 

f \g  restriction of map /  to do­

main R  and codomain S,

94

Partial Maps

[x y\^p{x,y)]

partial map with x  mapping 

to y if  property 193

9 empty partial map, 137

Inner Laws

f xUu  extend partial map by par­

tial map î , 192 

l i U u  glue partial map /i to partial

237
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map V, 194 

f i O u  intersect partial map // with 

partial map u, 195 

/ / 1 override partial map fj, by par­

tial map p, 195

Operators

fj,{x) application of partial map

to element x  in dom ^, 

192

cod fx codomain of partial map /i,

192

u • n  composition of partial map

V after partial map fx, 200 

IJ,{S) direct image of set S  under

partial map 197 

dom domain of partial map /x, 191

3^S existential image of set S  un­

der partial map 197 

img fj, image of partial map jj,, 192

inverse image of set S  under 

partial map /x, 196 

phom (/, g)fi

phom map acting on partial 

map /i, 201 

rng n  range of partial map /z, 192

238

universal image of set S un­

der partial map /i, 197 

Outer Laws

^ removal o f set S  from par­

tial map /X, 193 

< 5  fj, restriction of partial map ^  

to set S, 194 

IJ, range removal of set S  from

partial map 198 

t> s ^  range restriction of partial map

^  to set S, 199

Sets

{x\(p{x)}

set o f X with property yp, 192 

0 empty set, 137 

Inner Laws

R n S  intersect set S  with set R, 

135

R\J S  union set S  with set R,\35  

Outer Laws

■̂r S  removal of set R  from set S, 

151

<1/2 S  restriction of set S  by set R, 

151


