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Summary

The base distribution of the 14 nuclear chromsomes, of the plastid and the
mitochondrion of the malarial parasite Plasmodium falciparum were studied.
Isochores were discovered in the nuclear chromosomes and found to be consistently
associated with the presence of erythrocyte membrane protein 1 genes. The
centromeres of the nuclear chromosomes were identified by their low GC content.
Base distribution within the genome was found to follow a set of mathematical laws
which were subsequently found to hold in all genomes.

Serious defects were discovered in the published annotation of the P. falciparum
genome. These problems were later admitted by the annotators. A novel method of
genome annotation is described here and has been used to re annotate this genome.
The predictions made were tested against all the published data available to date and
found to be in complete agreement. A new method of gene identification was
developed which has since been adopted by the Sanger centre. A database was created
to investigate this new annotation.

Gene arrangement along the four of the nuclear chromosomes was found to be non-
random: the reason for this is not known. Genes are on average separated by ~1.5
kilobases in the 5’ direction and by ~300 bases in the 3’ direction. In this genome
Sybalski’s rule - that purines exceed pyrimidines in coding sequences - was found to
be the consequence of a linear relationship between complementary bases in the
coding sequences.

The frequency of codon occurrence in this genome follows an approximately
exponential law. Correspondence analysis of the protein sequences identified the GC
content of the first two codon positions and the hydrophobicity of the proteins as the
two major trends. Correspondence analysis of the codons revealed only minor trends
correlating with the third codon base composition. Base use surrounding the start and
termination codons shows features that differ from the bulk of the coding sequences:
these seem likely to be involved in translational control.

Intron number per kilobase of chromosome is constant. The AT content of the introns
is on average greater than that of the exons. There is no correlation between the GC

content of the introns and their surrounding exons. Intron and exon phase distribution

il



is non-random. Evidence of clustering of bases within the introns was found and a
putative lariat site for the introns was identified.

Several new biochemical reactions were tentatively identified and their potential as
drug targets was discussed. The methods described here are currently being used to

explore other genomes.
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“And | saw, and behold, a pale horse: and he that sat upon him, his name was Death; and
Hell followed after him. And there was given unto them authority over the fourth part of the
earth, to kill with the sword, and with famine, and with death” (Revelations 6:8)

Chapter 1: Introduction

1.1 Introduction

Today 7000 people died from malaria: half were children under five (465, 466). Two

hundred times this number were infected. Tomorrow is not expected to be different.

Man is the host to hosts to nearly 300 species of parasitic worms and over 70 species
of protozoa - some of which derive from parasites of our primate ancestors and some
that have been acquired from the animals we have domesticated or come in contact
with during our short history (94). The most important of these is malaria which
claims the lives of more children worldwide than any other infectious disease (55, 99,
248, 407). This disease is the greatest mass murder in history and most of its victims
have been children. In comparison to it legendary murderers of Biblical proportions -
Herod’s slaughter of the innocents - pale into insignificance. It has been a scourge
throughout history and has killed more people than all wars and other plagues
combined.

Since 1900 - when malaria accounted globally for one death in ten (74) - the area of
the world exposed to malaria has been halved and malaria now accounts for only one
death per thousand. Within this time the number of persons exposed has risen by two
billion. In part because of this rise in the human population within the last 35 years
the incidence of malaria has risen 2 - 3 fold (191) and it remains a threat in 103
countries (194, 291).

Malaria - while found worldwide - is predominantly an African disease. 80% of the
cases and 90% of deaths attributable to malaria occur in Africa. 5% of all African
children die of malaria and the most common age of death is 4 years old. In endemic
areas up to 50% of children are chronically infected with malaria as are as many as

60% of pregnant women (356).

With malaria morbidity as well as mortality is substantial. Chronic infection has been

shown to reduce school scores by up to 15% (133, 230) an effect that has been known



for decades: the physician and poet Leipoldt in his capacity as Medical Inspector of
Schools wrote in 1921 ‘School children in the Transvaal infected with chronic malaria
were mentally classed as ‘feeble-minded’ (458). More recent work has shown
significant reductions in tests of comprehension, syntax, pragmatics, word finding,
memory, attention, behaviour and motor skills in children who suffer from epilepsy as
a result of cerebral malaria when compared with age matched controls (73).

Africa is the poorest continent and uniquely it has become poorer rather than richer
over the last three decades. War, lack of democracy and the rule of law and poor
social policies are responsible for the bulk of this. Disease none the less has played a
part and none more so than malaria. The economic burden of malaria control is
considerable: Tanzania presently spends over 1% of its GNP (US$2.2 per capita) -
39% of its health expenditure - on malaria control alone (227). Reduction in the
incidence of malaria has been shown to coincide with increased economic output.
Estimates have been made suggesting that reducing malaria by 10 per cent in
countries severely affected by the disease would stimulate economic growth by 0.3%
while its eradication would increase economic growth in these countries by 3.2% a
year (154, 417). While these gains may seem modest when compared with rapid
economic growth in some countries, a 0.3% improvement in the economy of the
countries most affected by malaria where economic growth has been static or
declining for decades would be considerable.

Malaria is a febrile illness caused by infection with protozoa of the genus
Plasmodium. One hundred and seventy five species are currently recognised (31) and
at least five species infect man naturally: P. falciparum - which alone accounts for
80% of the cases and 90% of the deaths — P. vivax — about 10% cases — P. ovale, P.
malaria and P. knowelsi (454). Other species — P. cynomolgi, P. semiovale, P.
brazilianum, P. inui, P. rodhaini and P. schwetzi - are known to infect man at least
occasionally (530). Multiple simultaneous infections are not uncommon and occur in
up to 25% of cases (379).

Because of the importance of malaria, attempts have been made since the discovery of
the causative organism to culture the parasites but the difficulties have been
considerable. In vitro culture of P. falciparum was first described for the erythrocytic
cycle in 1976 (506) and for the mosquito stages in 1993 (449, 526). Genetic

transformation - an invaluable tool in research in molecular biology - was first



successfully reported in 1996 (552). Successful in vitro culture has yet to be achieved

for the other Plasmodium species.

In addition there have been considerable difficulties with the control and treatment of

malaria itself - and in particular with that caused by P. falciparum.

1.2 History of malaria

The earliest known evidence of malaria comes from Egyptian mummies (circa 2000
BC) in whom the spleen is enlarged, a finding highly suggestive of malaria (79). The
Ebers Papyrus (1534 BC), the oldest known Egyptian medical text, describes the
symptoms of malaria such as enlarged spleen, fever and cites ancient remedies for
malaria. Cuneiform writings on clay tablets found in the library of Ashurbanipal (¢
690-626 BC) mention periodic and deadly fevers similar to malaria and ascribe them
to Nergal, the Sumero-Babylonian god of the netherworld, destruction and pestilence.
Malaria may also have been described in the Chinese medical classic Nei Ching, a

text written for the Emperor Huang Ti about 2700 BC.

More recognisable descriptions of the clinical features of malaria are found in the
writings of the physician Hippocrates who classified the fever types as quotidian
(daily fever), tertian (fever on alternate days) and quartan (fever three days apart) as
well as noting the poor prognosis associated with the respiratory pattern later
described by the physician Kussmaul, professor of medicine at Strasburg (201, 253).
Hippocrates also noticed that those who drank the stagnant marsh water had large stiff
spleens - a characteristic of this disease - and that fatal dropsy was common among
them (200). Furthermore he noted an association with rainy weather but does not
appear to have connected this with mosquitoes. Carus (94 - 55 BC), the poet and
Epicuran philosopher, suggested in his De Rerum Natura published in 50 BC that
swamp fever might be caused by infection with a living organism. Columella, a
Roman living in Spain in first century AD, suggested in his De Re Rustica a
connection between fevers with flies. Unfortunately Galen (131 - 210), physician to
Roman Emperor Marcus Aurelius (121 - 180), disagreed and held that malaria was

due to internal causes. His views held sway almost undisputedly until the sixteenth



century. The parasite has been shown to be present in London in 450 AD (419) and is
likely to have been widespread throughout the Roman Empire at this time.

The name malaria meaning bad air (mal aria: Italian) comes from the linkage
suggested by Lancisi in 1717 linking malaria with the poisonous vapours of swamps.
He also suggested the draining of swamps and a possible connection with mosquitoes.
This term ‘malaria’ was later introduced into English in 1740 by Horace Walpole, the
author and son of the Prime Minister Sir Robert Walpole, after he had read letters
from Italy describing the disease. Rasori a physician living in Parma suggested - with
remarkable foresight - the cause of the characteristic paroxysms of malaria. ‘For many
years,” he wrote in 1816, ‘I have held the opinion that the intermittent fevers are
produced by parasites which renew the paroxysm by the act of their reproduction
which recurs more or less rapidly according to the nature of the species.” Sklotovki in
1871 suggested that malaria was due to an organism that lived in the blood and in
1879 Afanasiev suggested that the dark pigmented lesions found in the blood of
malarious patients might the causative agent but did not realise these were parasites
(3).

The organism itself was finally seen by a French military physician Laveran,
professor of military diseases and epidemics at the Ecole de Val-de-Grice, on
Saturday evening November 6 1880 at a military hospital in Constantine, Algeria
when he discovered a microgametocyte exflagelating in the blood of a soldier who
had been in Algeria for about a year (263). Laveran subsequently found this organism
in 148 out of 192 malaria patients that he examined. Acceptance of this new theory
was not immediate and it was not until 1886 that the non bacterial origin of malaria
was generally accepted. Welch the professor of pathology at Johns Hopkins, proposed
the name Haematozoon falciparum for the parasite that Laveran had discovered

because this species had the distinct property of forming crescents.

Most of the species infecting humans were soon identified. Golgi in 1885 discovered
schizonts and recognised that there were at least two new species on the basis of the
different schizogeny and he named these ‘vivax’ and ‘malariae.” P. falciparum was
described independently by Sakharov in 1889 and in 1890 by Marchiafava and Celli
the director of the Institute of Hygiene at University of Rome. Marchiafava and Celli
also proposed the name ‘Plasmodium’ in their paper — Laveran having earlier

suggested Oscillaria malariae. P. ovale was described in 1922 by Stephens at the



Liverpool School of Tropical Medicine (476). P. knowlesi, first described in India
(1931) as a parasite of a long-tailed macaque Macaca fascicularis, has been

recognised as human pathogen only recently (453).

The asexual life cycle of the parasites was also described by Golgi (1886) and
gametocyes and the process of fertilization were described in 1897 by Opie and
MacCallum while they were still medical students at Johns Hopkins (363). These
latter authors realised that exflagellation was part of the process of fertilization and
not a death spasm as previously believed. Romanowsky, a physician in St Petersburg

(Russia) described a staining technique that is still in use today (135, 403).

The possibility of an association between malaria and mosquitoes has been recognised
for millennia in India — possibly as early as 2000 BC. King took up this theme again
in 1883. This was reiterated by Laveran in 1884 and again by Manson (1844 - 1922)
in 1894 The hypothesis was finally experimentally confirmed independently by two
physicians — Grassi working with P. falciparum in Italy and Ross with P. relictum in
Secunderabad (India) both in 1898 (410). Grassi proposed the existence of an
exoerythrocytic stage in the life cycle (172): this was later confirmed by Short,
Garnham, Covell and Shute who found P. vivax in the human liver (445, 446). P.
knowlesi was described in 1933 (459) and P. cynomolgi, a facultative human
pathogen, in 1935 (329). The liver forms of the then known human species were
identified over the next decade. That the liver forms could remain infectious for years
(hypnozoites) was proposed by in 1982 by Krotoski et al (246), a suggestion that is

now accepted dogma.

The nomenclature of the parasites for some time was confused. In 1892, Grassi and
Feletti, as an honour to Laveran, proposed the genus name Laverania (174). Sergent
suggested in 1929 the name Plasmodium praecox (173) for P. falciparum and in 1935
Giovannola proposed that P. ovale and P. vivax were the same species (165). Only in
1954 at the meeting of the International Commission on Zoological Nomenclature

was the present nomenclature agreed.



1.3 Epidemiology

Malaria is transmitted by mosquitoes and all the known human parasites are spread by
members of the genus Anopheles. Malaria can only survive when there is sufficient
contact between humans and female mosquitoes - a hypothesis first proposed by Ross
(409). While other mechanisms of transmission are known — blood transfusion, needle
stick and organ transplant (29, 58, 545, 549) - these cases are negligible in number

compared with the mosquito borne infections.

Approximately one hundred species of Anopheles are known to be competent for
human malaria transmission and ~80% of human cases are transmitted by members of
the Anopheles gambiae complex (89). The reproductive capacity of mosquitoes is
considerable with each female mosquito laying 200 to 1000 eggs. Depending on the

area, as many as five different anopheline species may transmit malaria (139).

Malaria parasites cease to develop in the mosquito when the temperature is below
16°C or above 30°C. P. falciparum sporozoites, the infective mosquito stage, can only
develop at temperatures above 18°C. Optimal conditions for parasite development
occur when the mean temperature is within the range 20-30°C and the humidity is
~60%. Environmental conditions lying within these parameters are presently found
largely in the tropical and sub tropical regions. Inoculation rates vary from almost
none to more than a 1000 infective bites per year. Transmission can occur throughout
the year or only during a couple of months (362) and heterogeneities are observed

between years within the same locale.

While endemic malaria is currently confined to tropical and subtropical parts of the
world (Figure 1.1), this was not always so (116): the last indigenous case of malaria in
the UK occurred in 1953 and in Australia in 1981. Dublin University itself - and the

Houses of Parliament in the UK - are sited on what were once malarious swamps.



FIG. 1.1. Distribution of clinical falciparum malaria (464). The more heavily shaded

areas have the greater prevalence.

Malaria had been a problem in the United States from earliest records and a major
epidemic swept the country in the 18th century reaching as far north as Montreal. It
was a major source of casualties in the civil war and endemic in the southern states
until the 1930’s. During the nineteenth century the decline of malaria seen throughout
Europe was due to new agricultural practices and changed social conditions. The
disappearance of the disease in Europe and North America was due more to those

changed conditions than to the use of DDT and other residual insecticides (107).

Non tropical but less developed countries continue to suffer from malaria. Throughout
in 1970s and 1980s, the USSR suffered outbreaks of malaria in Azerbaijan and
Tadjikistan. Turkey, an EU accession candidate country, is still malarious. Between
the years 1950 and 2000, 21 outbreaks of introduced malaria, all caused by
Plasmodium vivax, have occurred in the US. Fourteen of these occurred in California.
Four outbreaks - one each in 1986 and 1988 and two in 1989 - occurred in San Diego
County. In the 1986 outbreak 27 cases were identified, 2 in local residents and 25 in a
group of mostly Mexican migrant workers. The outbreak in 1988 resulted in 30 cases
of malaria being diagnosed, 28 in migrant agricultural workers and 2 in local
residents. Anopheles freeborni, a competent vector of malaria, was identified as the

responsible vector.

Imported malaria remains a problem: there are 30,000 malaria cases are imported into
industrialized countries each year (415) with 1500 cases a year in the US alone (339)
There have been >52,000 cases in the UK alone since 1953 (251) and an outbreak



occurred recently in Australia (188). Currently there are ~2000 imported cases each
year in the UK while malaria appears to be still indigenous in the US albeit at low
level (56). Refuge resettlements in addition are presenting problems to countries long

unused to malaria (336).

The last 50 years have seen a reduction in malaria exposure: the percentage of the
human population at risk has fallen from 80% in 1950 to the current 40% (536) - and
this despite an increase in size from 2.5 billion (1950) to 6.1 billion (2000). This
reduction in malarial infection has coincided with an unprecedented growth in
urbanization throughout the world: 14% in 1900; 30% in 1950; and 47% in 2000.
Today there are 40 cities in Africa whose population exceeds one million: 330 (39%)
of Africa's 850 million people live in cities. By 2030, 800 million (54%) are expected
to be urban dwellers (195). Habitats available in urban environments are lacking in
diversity compared to rural areas and relatively few species are able to exploit them.
With important exceptions, anopheline malarial vectors have not succeeded in
adapting to urban life but malaria can still be a problem where rural pockets exist
within towns. Also when compared with rural settings, malaria control in urban areas

is easier for a number of reasons - both cultural and practical (113, 182, 345, 355).

Insecticide use has been invaluable in malaria eradication and control. DDT (dichloro-
diphenyl-trichloroethane) - a compound originally synthesized in 1874 and
subsequently discovered to be usable as an insecticide by the J.R. Geigy chemist
Muller in 1939 - was used to free an estimated one billion people (then a quarter of
the world population) from malaria. The US began its eradication effort in 1947 by
providing $7 million to a 5 year campaign using indoor residual spraying of DDT. By
1952, the United States was malaria free and the program ended. Encouraged by the
success of the US eradication effort the WHO began an 8 year effort in 1957 to
eradicate malaria worldwide. In Sri Lanka reported malaria cases fell from an average
of 3 million a year in the 1940’s to 50 in 1963. Concerns with the use of DDT were
raised in the mid 1940’s: by the 1970s’ its use except for malaria control has almost
ceased (229). With the end of the eradication effort, the incidence of malaria
skyrocketed. In 1975 China recorded 9 million cases compared with 1 million in
1961. India also suffered an increase from 1 million cases (1963) to 6 million (1975).

Worldwide the number of cases in 1975 was two and a half times that of 1961.



Resistance to DDT persists in the mosquito species and has proven to be a problem

for malaria control (190, 456).

As A. arabiensis feeds on cattle as well as humans the use of insecticides on cattle has
been explored (183). Insecticides are poured on a monthly basis onto the backs of
cattle to control tsetse and ticks. Mosquitos feed principally on the legs of cattle and
the effective duration of the insecticide there is only one week. While this remains an
option for mosquito control, cost and logistics make this difficult to implement on a

wide scale basis.

Use of mosquito repellents is popular but rarely has been properly evaluated. Recent
studies suggested these agents may offer limited protection at best (110, 412). The use
of impregnated bed nets at night have been advocated for some time and appear to be
cost effective at US$25-38 per person per year (550). Acceptance of their use remains
disappointingly low (9) in spite of trials showing a reduction in the death rate in
children of 20% (17). Permethrin is the most commonly use insecticide in nets but
‘knockdown’ resistance (kdr) to this insecticide is known particularly in West Africa.
The mechanism is thought to be a mutation in a voltage-gated sodium channel gene
on chromosome 2 but additional genes may play a role (126, 343, 385). Other

insecticides are under investigation (128).

In addition to insecticides, genetic manipulation of the mosquito is under investigation
but to date there has been limited success (398). Given the difficulties encountered in
bed net use and mosquito control present hopes are largely focused on the
development of vaccines and new drugs. Previous work has shown that malaria is
unlikely to be eradicated or even controlled with single approaches and that combined
intervention with insecticides, bed nets, drainage, oiling of potable water, habitat
alteration, case identification and treatment can reduce both its prevalence and

incidence (45, 67, 235, 274, 324, 357).

Recently an association has been recognized between outbreaks of malaria and the E/
Nino current, a cold ocean current which appears along the coast of Chile around
Christmas time. El Nino originates in the Southern Pacific at intervals of 2 - 7 years.
This current, first noticed in 1957 by Bjerknes a meteorologist, has wide-ranging
consequences for weather around the world including worldwide droughts and floods
(40). There is a strong correlation between the occurrence of this current and malaria

epidemics in parts of South Asia, South America and Africa, an effect thought to be



mediated by an increased number of mosquitoes (50-52, 241, 273, 372). El Nino may
also result in lower than expected numbers of cases, presumably again via an effect on
the size of the mosquito populations (275). This data is used to model malaria
outbreaks (95, 208). The predictions have implications for public heath policies in

affected countries.

1.4 Vaccines

It has been estimated that, given expected parasite replication rates during acute
falciparum malaria in a human, all available erythrocytes would be invaded resulting
in fatality within 10-12 days following appearance of parasites in the blood. In
clinical practice, the parasitemia at this time averages only 0.1%, suggesting that
innate defense mechanisms contribute to parasite control and host survival before
acquired immunity develops (319). In addition to this non-specific immunity repeated
infection of an individual with malaria leads to the gradual acquisition of what has
since been termed ‘naturally acquired immunity’(19). This is a short-lived, partially
strain-specific immunity that leads initially to a reduction in death rate and incidence
of complications, then with increasing age to a decreased incidence of clinical malaria
and ultimately results in the suppression of parasitaemia to low or undetectable levels

(160, 486).

Because of its medical importance a malarial vaccine is one of the most sought after
goals in the biological sciences. Recognition of this partial immunity gave the initial
impetus to the vaccine development. The first trials with non-human primate malarial
parasites vaccines began in 1910 when it was hoped that these species could induce

cross immunity in a fashion similar to that which had been so successful in viruses.

Almost a century later prospects of a vaccine still appear slim although a recent study
has demonstrated partial immunity and reduction in disease severity in children
vaccinated with part of a recombinant sporozoite coat protein (RTS,S/ASO2A) (10)
The trial involved 2,000 children less than one year old in Mozambique and the
results showed ~30% protection against infection over the study period. An earlier
trial with the same vaccine in adult males had shown considerably less promise (43).

This vaccine is the first other than the earlier irradiated sporozoite trial to show useful
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levels of protection but there is considerable work to do to improve its efficacy to the

90%+ range that will be needed.

Pregnancy in particular presents unique problems for vaccine development.
Pregnancy is associated with changes in the immune system (533). It has been
suggested that the placenta is in some way ‘immunologically naive’, that a specific
adaptive immune response in the utero-placental circulation was required and that
repeated exposure to the parasite as gestation advances and subsequent pregnancies
make these local responses more effective (303). A general suppressive effect has also
been suggested (386). A more recent suggestion is that the parasite produces a
particular set of var genes that are positively selected in pregnancy and that these
genes bind to pregnancy specific proteins in the placenta (148, 396). The production
of immunity here seems to depend in some fashion on gravidity (347, 351). Evidence
also suggests that malaria during pregnancy down regulates the ability of the child to

mount a protective response later in life (59).

Evidence that a malaria vaccine is at least potentially possible has been recognised for
decades. Passive immunization with immunoglobulins from adults residing in
endemic areas gave some degree of protection (416). More promisingly immunization
with irradiated sporozoites gave protection for 6 to 10 months (65, 397) but the use of
the pooled irradiated sporozoites from thousands of mosquitoes appears to most
observers impractical to scale up — although some wish to make this attempt (63). The
use of immunoglobulins - aside from the practical difficulties of collecting, storing
and distributing this material — is likewise not scalable. Newer techniques —
monoclonal antibodies and in vitro cultivation of sporozoites — might eventually make
these methods viable but this also seems unlikely at present. Current interest resides

principally in the use of malarial proteins derived from cloned genes.

Genes from P. falciparum were first cloned in 1985 (473). A number of proteins
expressed at various stages of the parasite’s life cycle are under active consideration
as vaccine components including: the pre-erythrocytic proteins - circumsporozoite
protein (CSP) and thrombospondin related anonymous protein (TRAP) - for the
protection of the uninfected traveller; hepatic stage proteins - liver stage antigen
(LSA) 1 (252), LSA 3 and exported antigen 1 (EXP 1) - aimed at boosting cell
mediated immunity; the erythrocytic stage proteins aimed at both the intracellular

forms - glutamate rich protein (GLURP) - and the merozoite - merozoite surface
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protein (MSP) 1, MSP 2, MSP 3 and apical merozoite antigen 1 (AMA 1) and the
transmission blocking vaccines (Pfs25) aimed at the mosquito stages (20, 163, 308,
321). There is evidence that these proteins are involved in the immune response (381).
Adjuvants based on cloned genes are under active consideration. Interestingly

vaccination with DNA plasmids is showing promise (525)(167, 238, 249, 524, 525).

Development of a vaccine for malaria is hindered by the response of the host immune
system to malaria (169). Infection has a profound effect on the immune system and
frequently induces immune suppression. Dendritic cells represent a vital link between
the innate and adaptive immune response to infection and are responsible for
presenting antigen, activating naive T cells and enhancing antibody production (142,
277). Dendritic cell maturation is characterized by increased expression of major
histocompatibility complex (MHC) class II and co-stimulatory molecules, antigen
processing and presentation, and secretion of cytokines that activate immune cells.
These cells suffer a maturation defect following interaction with infected erythrocytes
and become unable to induce protective liver-stage immunity - an effect that appears
to be mediated by parasitized cells binding to CD36, a surface expressed glycoprotein
(170, 348, 371, 510-512). The effects on the dendritic cells are likely to be significant
because of their importance as antigen presenting cells - a factor crucial to an
appropriate immune response to the parasite in the initial immune response to malaria
(57). Despite this induced defect these cells make a significant contribution to

immunity to malaria (261, 371).

Glycosylphosphatidylinositol (GPI) anchors on the surface of P. falciparum infected
cells are powerful stumulators of the immune response. Macrophage surface
phospholipases play an important role in the clearance of these molecules (244). The
Toll like receptors (TLR) types 2 (assisted by the accessory TLRs 1 and 6) and 4
recognise the GPIs as ligand. The further pathways of this reaction involve the
MyD88-dependent activation of the ERK, JNK and p38 and NF-kappaB signaling
pathways.

Haemozoin (malarial pigment) in spite of being a potent proinflamatory agent (224),
known to inhibit macrophage function (231, 290, 341, 460), possibly via the induction
of IL-10 (111) and may influence immunoglobulin isotype switching (86). It is known
to act as Toll 9 receptor ligand and its effects on chemokine release may be abrogated

by chloroquine (87). Other increases in the mRNA levels of various chemokines have
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been reported including MIP-1alpha/CCL3, MIP-1beta/CCL4, MIP-2/CXCL2, and
MCP-1/CCL2. Haemozoin is also known to affect ERK1/2 phosphorylation, NF-
kappaB activation, reactive oxygen species (ROS) generation and ROS-dependent

protein-tyrosine phosphatase down-regulation (225).

Macrophage and neurophil chemotaxis is inhibited by the presence of P. falciparum
cells (225). Complement, in animal models, plays some role in immunity (498) and
levels fall (indicating consumption) during an attack of malaria and to rise again
subsequently (448). Infected erythrocytes directly adhere to and activate peripheral
blood B cells from nonimmune donors and are abnormally resistant to haemolysis. A
protein, translationally controlled tumour, is found in the serum of infected patients
and affects basophil responses (286). The interleukin (IL)-12/IL-10 secretion pattern
becomes inverted (348) and the presence of uninfected erythrocytes impairs immune
recognition of malarial antigens (487). Other complex changes occur in the cytokine
levels (285). The var gene products bind Fab and Fc fragments of human
immunoglobulins in a fashion similar to protein A of Staphylococcus aureus and these
genes, like protein A, are polyclonal stimulators of B lymphocyte (118). This non
specific elevation of immunoglobulin has long been known and it is thought that this
contributes to the increased incidence of bacterial infections as in multiple myeloma.
The circumsporozoite protein binds the complement fragment C3d at it C-terminal
flanking sequence and this suppressing the induction of antibodies specific for the C-
terminal flanking sequence and the induction of circumsporozoite protein specific IL-

4-producing spleen cells (32).

The total parasite load affects the response of the T cells (392). Concomitant
infections are also common: infection with schistosomes, HIV and filarial may
increase susceptibility to or the severity of malaria (171, 234, 467). Hepatitis B and
tuberculosis also appear to be associated with malaria (2) as does a poor response to
immunization with meningococcal vaccines (54). Autoantibodies to the central
nervous tissue are produced in natural infections in malaria (259) so vaccine induced

encephalitis is a theoretical possibility.

The main existing problem with vaccines is that of the blood stages. Existing vaccines
can reduce the numbers of parasites by over 90% at the liver stage (28). The human
response to vaccines may also differ considerably: the Fulani, Mossi, and Rimaibe are

three tribes found northeast of Ouagadougou, Burkina Faso which is hyperendemic
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for malaria. The Mossi and Rimaibe are Sudanese negroid populations with a long
tradition of sedentary farming and the Fulani are nomadic pastoralists. There is a
considerable interethnic difference in the response to malaria with the Fulani being
considerably less susceptible (317). This effect seems to be cumulative with
additional protective measures: use of bed nets reduced malaria by 18% in the Mossi
and Rimaibe but by 42.8% in the Fulani (318). Given the difference in the immune
response rates between two sympatic tribes alone, vaccine efficacy may prove to be

highly variable.

1.5 Antimalarial chemotherapy

Antimalarial drugs have been employed for centuries. Alcohol and later opium were
commonly used to suppress the rigors of the first stage of the malarial paroxysm but

they do not reduce the parasite load.

Between 1620 and 1630 the Jesuit missionaries learned of the use of the use of an
extract from a particular tree as a treatment for fever while in Loxa (Peru). The
natives called the material quina quina. The fourth Countess Chinchon and the second
wife of the new viceroy who had just arrived from Europe, was taken ill with tertian
malaria at Lima in 1638. The Count used an infusion of this bark at the suggestion of
his physician del Vego as a last resort to cure his wife. The trees were later classified
under the genus Chinchona by the physician Linnaeus, professor of medicine at
Uppsala, in 1742 (204).

Cinchona bark was brought from Lima to Spain and from there to Rome and other
parts of Italy by the Jesuit procurator de Cobo in 1632. Count Chinchon and de Vega
brought back additional supplies in 1640. This new medicine was first discussed in
European medical literature in Discours et Aris sur les flus de ventre (1643) by the
Dutch physician Heyden in Antwerp. Thompson (1650) introduced this “Jesuits’
bark™ to England and its first recorded use there was by Dr Metford of Northhampton
in 1656. The Protestant English physicians refused to contemplate the use of this
medicine: Oliver Cromwell died in 1658 from malaria after refusing to take the

"powder of the devil."
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Nonetheless Talbor an English apothecary’s apprentice in London, pioneered the use
of cinchona bark in the treatment of malaria in England. His secret remedy cured
many sufferers in the Fens and Essex marshes before it was administered to King
Charles IT (1630 — 1685) and the ailing son of France's King Louis XIV (1638 -1715)
in 1679. Talbor received an honorary knighthood and was appointed Royal Physician.
It was not until after Talbor’s death in 1681 that the Louis — with Talbor’s prior
consent — disclosed the secret remedy. Morton (1696) presented the first detailed
description of the clinical picture of malaria and of its treatment with cinchona bark
infusion but it was as late as 1775 when Torti wrote that quinine cured only a limited

number of fevers - effectively recognising a unique aetiology for malaria (505).

During the eighteenth century demand for bark soared leading to the destruction of
25,000 trees per year by 1795 and threatening survival of the genus (40 species). This
demand was not eased when the British launched an attack on the French Emperor
Bonaparte in Holland in 1809 which in turn lead to the worst outbreak of malaria in
European history. The Bolivian authorities had realized the value of these trees and
forbidden their export. In 1865 Ledger and his servant Manuel succeeded in
smuggling a pound of cinchona seeds which the Dutch government bought for $20.
With these the Dutch grew 12,000 high-potency trees in Java and dominated the
market (97% share) until World War II. Gize (1816) studied the extraction of
crystalline quinine from the cinchona bark and the professors of pharmacy in Paris,
Pelletier and Caventou, succeeded in extracting two pure quinine alkaloids which they
named quinine and cinchonine (365).

These drugs changed the face of history. Quinine allowed the Europeans to colonize
the tropics and operate plantations and mines using workers transported from India
and China where there was a surplus of labor. This new surplus of manpower can in
part be attributed to quinine with population increases resulting from effective malaria
treatment in these countries. In spite of the passage of time, intravenous quinine

remains the treatment of choice for complicated malaria.

The effect on quinine on protozoa was first noted by the pharmacologist Binz who
while working in Bonn discovered in 1867 that quinine was highly toxic to
microscopic organisms found in impure water. Attempts to make synthetic
antimalarials began in earnest in 1891. The Germans during World War 1 were cut off

from the supply of quinine and were unable to supply their colonies or troops in
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Africa. The synthesis of antimalarials began in Germany with pamaquine in 1924,
primaquine in 1926 (221) and Atebrin (mepacrine) in 1928. This latter compound was
developed by Mietzsch, Mauss and Hecht (461). The US alone evaluated 14,000
potential compounds for anitmalarial activity during World War 2 before settling on
Atebrin. This drug was used widely throughout the Pacific but it proved deeply
unpopular because of the yellowing of the skin it caused. The Germans also
developed plasmoquine and resochin (1934) and later sontochin and this latter
compound went into widespread use in the North African campaigns (461). Sontochin
fell into the hands of the Americans after they captured Tunis in 1943 and with some
modifications this drug subsequently became chloroquine. This agent was first
thought to be too toxic for use in humans, a view that since has changed. Other drugs
developed at this time included plasmoquine (synthesized in 1928 by Schuleman,
Schonhofer and Wingler), acriquine (in 1930 by Knunyants and Chelintsev),
proguanil (in 1944 by Curd, Davey and Rose). Mao Tse-tung encouraged his
scientists to find new antimalarials after seeing the casualties in the Vietnam War.
Artemisinin, a sesquiterpene lactone endoperoxide isolated from Artemesia annua
(also known as sweet wormwood or Qinghao) was discovered in 1971 based on a
medicine described in China in 340AD by the physician Ge Hon (197, 209). This drug
became known to Western scientists in the late 1980s and is now recommended as a

standard treatment for malaria.

The range of drugs used to treat malaria is limited (Table 1.1) and parental treatment
is commonly required (30 - 40%) (61). Initial treatment failure is common — the
median overall failure rate is 10% and it ranges from 0 - 47%: much of this is due to
resistance (478). With the exception of artemisinin and its derivatives, resistant strains
now are widespread. Chloroquine resistant Plasmodium falciparum, first described in
1957 along the Thai-Cambodian border, now predominates in Southeast Asia, South
America and increasingly in Africa (1). Quinine resistance had been reported in South
America before this but was already much less widely used than chloroquine. In 1973
chloroquine finally was replaced by the combination of sulphadoxine and
pyrimethamine (Fansidar'™) as first line drug for the treatment of uncomplicated
malaria in Thailand, a policy that was later adopted by 10 African countries.
Resistance, first noted in the 1960s, is now widespread in Asia (463) and South

America and is currently spreading in Africa (349, 521, 546).
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Drugs in clinical use Introduced
Quinine 1620s
Primaquine 1926
Chloroquine 1945
Amodiaquine 1950s
Mefloquine 1975 (507)
Halofantrine 1982 (93)
Piperaquine. 1982 (82)
Proguanil 1944
Chlorproguanil 1945
Trimethoprim 1967 (296)
Trimethoprim and sulphonomides 1968 (295)
Pyrimethamine and dapsone 1960s (42)
Sulfadoxine and pyrimethamine 1960s
Chlorproguanil and dapsone 1988 (531)
Atovaquone 1992
Proguanil and atovaquone 1996 (284)
Artemisinin 1970s
Dihydroartemisinin and piperaquine 2002 (104,
109)
Doxycycline 1970s
Rifampicin 1970s
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Quinine and clindamycin 1974 (309)
Rifampicin, isoniazid, sulfamethoxazole and trimethoprim 1995 (145)
Fosmidomycin 2002 (311)
Fosmidomycin and clindamycin 2004 (47)

TABLE 1.1: Drugs used to treat malaria and their dates of introduction

Mefloquine was introduced into clinical practice along Thai-Cambodian border in
1983 in a trial of 60,000 patients. It officially replaced Fansidar for uncomplicated

malaria in Thailand the following year. Resistance was described in 1990.

Halofantrine resistance was reported in 1985, only three years after its introduction
(92). Pyrimethamine with dapsone is also no longer recommended because of
widespread resistance. Artesunate was introduced in Thailand in 1995 for the
treatment of falciparum malaria in areas of multidrug resistance, where it is used in
combination with mefloquine. Artemisinin resistance has to date has been described

only in the laboratory but resistance may be arising already (376).

Quinine and the other alkaloids kill the parasites by crossing the erythrocyte and
parasite membranes and accumulating in the acidic digestive vacuole where they
prevent detoxication of haematin produced during haemoglobin breakdown by
inhibiting its dimerization (527). Chloroquine is known to inhibit the parasite’s lactate
dehydrogenase but it is not clear how important this mechanism is in killing the
parasite (390). Quinine resistance is known to exist but its mechanism is not yet

understood (131, 239).

Chloroquine resistance has two known mechanisms: increased export from the cells
(560) and failure to transport the alkaloid into the digestive vacuole (75) This latter
mechanism arises via point mutations causing loss of function mutations (Met74lle,
Asn75Asp/Gln, Lys76Thr, Ala220Ser and Arg371lle)(121, 310) in a putative
transport molecule (298, 560). This transporter protein is a dimeric integral membrane
protein whose C terminus is predicted to be located within the cytoplasm.

Choloroquine resistance can be reversed with the use of chlorpheniramine, a
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histamine H; receptor antagonist, which is to be safe to use in pregnancy (469) and by

the antivirial drug amantadine (535). The molecular mechanisms are not known.

The mechanism of mefloquine resistance is not known but it is thought that this
maybe be due to an increase in the copy number of a transmembrane transport
molecule - the multiple drug resistance gene (mdr) whose product - P-glycoprotein

homolog 1 - pumps the drug away from its active site (377).

Trimethoprim, pyrimethamine, chlorproguanil and the other inhibitors of the folate
pathway act on the dihydrofolate reductase gene or the dihydropteroate synthase
genes: resistance here is due to point mutations in these genes (492) - 16Val , Sl1lle,
59Arg and 108The being the usual suspects - and appears to have spread from South
East Asia to Africa in the recent past (192, 406). Atovaquone inhibits respiration in
the parasite by specifically binding to the ubiquinol oxidation site at center P of the
cytochrome be(1) complex (233). Resistance has been reported due to point mutations
(Tyr268Asn and Tyr268Ser) within this gene and at least one other as yet unidentified
mechanism (327, 539).

Rifampicin inhibits RNA polymerase by binding to its rpoB subunit and resistance
arises rapidly through point mutations (81). Deoxycycline inhibits protein synthesis
by preventing the binding of aminoacyl-tRNA molecules to the 30S ribosomal subunit
(13). In bacteria resistance to this drug is usually due to an efflux pump (267).
Resistance has been found in malaria but the mechanism is not yet known (380).
Clindamycin causes dissociation of peptidyl-tRNA from the 50s subunit of the
ribosome (501) and resistance was reported soon after its introduction (185). Isoniazid
has been used for decades to treat tuberculosis and acts by inhibiting enoyl-acyl
carrier protein reductase (120). Resistance to its action appears to arise via mutations
in the catalase gene katG (69). While isoniazid has been used in malarial clinical trials
(166) attention is presently focused on another inhibitor of the same enzyme —
triclosan (322). Fosmidomycin acts through inhibition of 1-deoxy-D-xylulose 5-
phosphate reductoisomerase (540) and resistance in bacteria appears to be via an

efflux mechanism (153).

Artemisinin (and its derivatives) are active against both the asexual and gametocyte
stages but has no effect on the hepatic forms. The molecular basis of their action is
not yet clear but it is likely there is more than one such mechanism. Artemisinin is

concentrated in the digestive vacuole and may interfere with haemozoin formation, a
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process that involves the histidine rich protein 2 (228). It also induces abnormalities in
the parasite’s vacuolar network (8). It is thought that these drugs undergo reductive
cleavage by ferrous iron to oxy radicals and other reactive compounds and that it is
these radicals that kill the parasite by damaging its membrane (370). It has also been
shown that artemisinin inhibits an ATPase in the endoplasmic reticulum of the
parasite after activation by iron (122). Artemisinin also binds to the translationally

controlled tumor protein but the effect of this action are not known (37).

The use of artemisinins in pregnancy is still under investigation. Known side effects
in rats and rabbits include abortions, cardiac malformations and skeletal defects (84).
In spite of this than more than 100 first trimester and 600 second and third trimester
human cases of malaria in pregnancy have been documented with no known adverse

effects.

The single greatest current difficulty with arstemisinin is its cost: at US $2.40 per
treatment course, artemisinin combination therapy is 10 - 20 times more expensive
than other existing drugs. People in malaria endemic countries survive on less than
US $15 per month: the typical budget available for antimalarial treatment is US $1 per
person and presently only chloroquine and sulfadoxine-pyrimethamine are widely
available at this price. Artemisinin is obtained from plants grown primarily on
Chinese and Vietnamese farms which have not kept up with demand. Artemisia farms
are now springing up in India and the WHO is currently supporting experiments to
grow the plants in east Africa. Over the last decade, Keasling and his colleagues at the
University of California, Berkeley have cloned nine genes into Escherichia coli
bacteria to make them produce terpenoids, a class of molecules that includes
artemisinin. With a few genes borrowed from Artemisia, they hope to be able to
produce an artemisinin precursor. In addition a new artemisinin-like drug OZ277
which has been synthesized by Vennerstrom and his colleagues at the University of
Nebraska, Omaha (518) and a phase 1 safety trial has just been completed and an
India pharmaceutical company (Ranbaxy) is taking this further. Other drugs are also

under investigation (7, 541).

The rapidity with which the parasites - and P. falciparum in particular - develop
resistance is a matter of some concern and it has been suggested that these mutations
may arise through errors generated by DNA polymerase (509). Poor compliance with

drugs regimes also contributes to this problem (137). Because of the rapidity of the
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appearance of resistance, it is advocated that combination therapy, particularly with

artemisins, be used wherever possible (243, 472, 480, 481, 538). Unfortunately short
courses of even multidrug combinations may not be entirely successful (247) and the
need for prolonged treatment is associated with poor compliance. Curiously resistant
strains may be replaced by sensitive ones relatively rapidly after the use of drug is
discontinued due to the effect resistance mutations on fitness have - possibly as much
as 25% and at least some of this is due to an effect on the merozoites (196). This may

be of use in public health programmes (262, 265).

1.6 Malaria genome project

In 1990 the Human Genome project was created with the intention of sequencing the
human genome by 2005. In 1995 Venter and his colleagues published the sequence of
the genome of Haemophilus influenzae (136). This paper outlined a new method of
relatively rapid genome sequencing and assembly. This paper changed the face of
molecular biology as it showed that it was possible to sequence the genomes of entire
organisms much more rapidly than had previously been thought. Given the medical
importance of P. falciparum, the problems with in vitro work, the difficulties of
vaccine development and the rapidity of the appearance of drug resistance P.
falciparum was one of the first eukaryotes chosen for sequencing (12). In 1995 a
consortium - the malaria genome project (MGP) - was created to sequence the nuclear

genome of P. falciparum - which began its work in 1996.

Before this project started it was known that the genome was organised into 14
nuclear chromosomes and one chromosome each for the two organelles — a
mitochondrion and a plastid. The nuclear chromosomes were known to be linear and
to posses a repeated element at either end (358). Fewer than thirty genes had been
cloned before this project began (424) and most of these either lacked introns (202,
408, 442, 450) or possessed a single intron (25, 361). It was not known how
representative these genes were of the entire genome. Gene expression not
unexpectedly was known to vary during the life cycle and emphasis had been placed
on antigenically variable genes (213, 214) presumably on the grounds of seeking
conserved regions of the encoded proteins that might be prove to be of use as

potential vaccine candidates. The prospects for successive vaccine development
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seemed poor given the considerable variation and diversity known to exist in
antigenic genes (96).

The sequence of the P. falciparum mitochondrial genome had been reported in 1992
(130) and that of the plastid in 1993 (157, 547). The sequence of the first chromosome
completed (Chromosome 2) was reported in 1998 (156). The sequence of
Chromosome 3 was reported in 1999 and the entire genome in 2002 (158, 186, 215).
The ~24 megabase genome is extremely AT rich (~80%) and just over 5300 genes

were described.

1.7 Difficulties with the annotation

Within a year of the publication of chromosome 2 its annotation was being
questioned. Errors, including in frame stop codons, were also later found. In 2001 a
revision of Chromosome 2 with considerable experimental confirmation was
published using a new method of largely manual annotation (212). Given the success
of the results of chromosome 2, it was decided to attempt independently to annotate
the entire genome. Considerable progress to this goal had been made by the time the

MGP published their findings.

The MGP relied almost entirely on computer analysis for gene prediction (Berriman,
2002, personal communication). After its publication a number of problems were
noted in the annotation. These have been since confirmed by the MGP and an effort to
correct the mistakes in the published P. falciparum genome — a curation project - has
recently been announced (35). In this paper the MGP have stated that only half the P.
falciparum chromosomes were completely sequenced at the time of publication and
there were errors that should not been missed. This paper was submitted shortly after
a presentation was given at the British Society for Parasitology based on some of the

work presented here.

1.8 Organisation of this thesis

The sequence of the P. falciparum genome was published in 2002 but the organisation

of the bases within the genome does not seem to have previously been studied. This is
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the subject of Chapter 2. The annotation of the genome was carried out in conjunction
with a second Ph. D. student — Dr. Robert Huestis. An analysis of the programmes
used by the MGP and some of the problems with their chosen approach is given in
Chapter 3. Also in this chapter are given the methods used for the annotation used
here. Detailed comparisons between the two annotations have not been presented here
as this work is presented in Dr Huestis’s thesis. Chapter 4 describes a new method of
gene identification which was developed jointly by the current author and Dr Huestis.
Chapter 5 documents the files used in this work. Chapter 6 examines a number of the
properties of the genes in P. falciparum, while Chapters 7 and 8 examine the
properies of the codons and the introns respectively of the genes. Chapter 9 examines
an application of the annotation in respect of drug development and Chapter 10 gives

a general discussion and describes some future work.
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Chapter 2: Organization of the genome

2.1 Introduction

The P. falciparum genome is organized into 14 nuclear chromosomes that vary in
length from 650,000 bases (650 kilobases) to 3.3 megabases (3.3 million bases) for a
genome total of 22.8 megabases. The mitochondrion and the plastid each contain one
chromosome respectively of 6 kilobases and 28 kilobases length (Table 2.1). These
two smaller chromosomes had been sequenced before the malaria genome project
(MGP) was established in 1995. Chromosome 12 was sequenced by Stanford
University, USA; chromosomes 1, 3 - 9 and 13 by the Sanger Center, UK (Sanger);
and chromosomes 2, 10, 11 and 14 by the Institute for Genomic Research (Tigr),
USA. The three centers relied on a shotgun approach to sequencing but differed in
their approach to assembly. While Stanford used a system of overlapping contigs,
Sanger and Tigr preferred to use software to assemble the sequenced contigs directly.
Chromosomes 5 - 8 are very similar in size and as it was not possible to separate
reliably these chromosomes on gels before sequencing, this group was termed ‘the
blob’. Because of these difficulties these chromosomes were cloned and sequenced as
a whole which made the subsequent assembly a considerable challenge.

Because the high AT content made discrimination between contigs difficult, assembly
in P. falciparum was difficult even outside the blob. Scholars working with ancient
manuscripts have created a terminology for difficulties of this nature: contamination —
an extraneous element introduced from elsewhere: homeoteleuton — an error in the
copy confusing two sequences that have the significant similarity at the end: and
homeoarchy — an error in the copy confusing two sequences that have the significant
similarity at the beginning. All these problems are likely to have afflicted the MGP.
When the MGP published their results in 2002 (158, 186, 216) approximately 1000

contigs had not yet been allocated to a chromosome. Huestis has reduced this number
to 59 containing 125 genes by recognizing that the differences between otherwise
identical sequences were located in the terminal one hundred or so bases (Huestis
personal communication, 2003). The introduction of a small numbers of errors in the
ends of long sequences is a common problem with automated sequencing. The

existence of these unassembled contigs was omitted in the 2002 papers but has since
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been confirmed in a later publication (34). As a result it is now known that the
unmapped contigs belong to chromosomes 4, 6 - 8 and 13. It is not known when the

assembly will finally be completed.

“Mitochondrion 5949
Plastid 28 426
Chr 1 643 292

Chr2 T 047102

i Chr 3 ‘ 1 060 087

iChr4 | 1204 112

Chr5 1 343 552 |

“Chré 1377956
Chr7 - 1350452

Chr | 1323 182

Chr9 | 1541723

‘ Chr10 1 694 360

' Chr 11 2035238

“Chr12 2271483

"Chr13 2 747 326

| Chr 14 3290837

Total 122 865 041

TABLE 2.1. Length (base pairs) of the P. falciparum chromosomes

Consequently any hypothesis requiring as an assumption that the current assembly is
correct should be treated with suspicion. Even with this proviso the available
experimental evidence suggests that the assembly while not completely accurate is
close to being correct.

While much of the interest in genomes understandably lies in the genes themselves
the organization of the chromosomes is itself also of interest. The remainder of this
chapter will discuss various facets of their organization and structure. The annotation

methods employed in this project and the findings in the genes will be discussed in

subsequent chapters.




2.2 Methods

Isochores are long (usually >30 kilobases) regions of DNA with a constant GC
content. The mitochondrion and the plastid were considered too short for meaningful
isochore analysis. The distribution of the GC content in the nuclear chromosomes was
examined in non overlapping windows of 2 kilobases. This size used here was an
arbitrary choice. While it is small compared with those in vertebrates it seemed more
suitable for these shorter chromosomes. The use of non overlapping windows avoided
the problems that have been identified with alternative methods.

DNA is replicated by the insertion of complementary bases one at a time and the
nucleotides used are thought to be obtained from a pool within the cytoplasm. Given
the nature of this process it seems probable that regions lying close to each other may
have a similar GC content. This possibility was examined by regression of the GC
content of each window on the succeeding windows. The regression analysis was
done with Microsoft’s Excel.

In 1968 Chargaff and his colleagues discovered a rule in Bacillus subtilis: in single
stranded DNA, A = T and C = G. Lobry later created a set of statistics - the GC
content and the ‘GC” and ‘AT skew’ of the sequence - to measure deviations from this

rule (279). The formulae used were:

GC content=(G + C)/N

SD (GC content) = (1/N) (SW / N)'2
GCskew=(G-C)/(G+C)

SD(GC skew) = (2/S) (CG / S)"?

where W=A+T,S=C+ G, N=W + S and SD is the standard deviation. These
formulae were applied to the GC content in the chromosomes with N (the window
size) equal to 2000 giving 0.05% as the standard deviation of GC content between the
windows. The GC skew statistics were determined for the plastid, mitochondrion and
the nuclear chromosomes with Lobry’s formulae to seek possible origins of DNA
replication. Since the raw skew plots may be difficult to interpret, Lobry suggested
that a cumulative skew plot would be easier to understand. Since almost nothing is
known about DNA replication in P. falciparum the cumulative GC skew plots were

computed. The location of each base within the genome was determined and the

26




mean, standard deviation, skewness and kurtosis of their distribution were also
computed. These latter statistics were computed with from the standard formulae with
a programme specially written for the task.

Chargaff proposed a third parity rule: oligonucleotides should be present in equal
numbers to their complements within the same strand. This rule was also tested on the
P. falciparum genome with a variety of oligonucleotides.

Cursory examination of any of the nuclear chromosomes shows that blocks of
adenosine and thymidine nucleotides are a common finding. Chargaff coined the
name ‘isostich’ (iso = identical, stichion = element) for these sequences. The length of
an isostich is the number of bases within it. Dechering et a/ (108) earlier investigated
the relationship between the number of isostichs and their length and proposed a

formula:

Pk = PA“(1 - pa)? + pr (1 - pr)?

where py is the expected proportion of isostichs of length k within the sequence and
pa and pr are the proportions of A and T respectively in the sequence. Here pa and pr
are both approximately 0.4. These predicted values were also determined here for
each chromosome.

The actual number of adenosine and thymidine isostichs of varying lengths were
determined and plotted. The plots of the isostich number-length values suggested a
log-linear relationship with a break at ~7-10 units (Figure 2.14). To identify more
accurately the point where the total squared error was minimal - the knot - two
regression lines were fitted. Isostich lengths for the first regression were varied from
4-10 bases and from 5 to the maximum length in the second. In all chromosomes the
knot was located at 8 +/- 1 bases. The isostichs were then divided into short (length
<8) and long (length >8) groups. Separate regressions were fitted to each (Table 2.7
and 2.8).

2.3 Results

The existence of isochores in Plasmodium has not been investigated previously. The
distribution of the GC content here was bimodal (Figure 2.1) with the bulk of the

sequences having a GC content between 12 - 28% and a small fraction possessing
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higher values (>30%). The mean nuclear chromosome GC content is 19.6%. Given
that the difference between the high GC and low GC regions is approximately 20%
Lobry’s test’s confirms that there are at least two types of intrachromosomal region —
one with low and the other with high GC content.

The nuclear chromosomes are organized into three distinct regions - here termed
isochores: both ends of the chromosomes have a GC content of 30 - 35% and the body
has a GC content of 10 - 30%. In the body of some of the chromosomes the GC
content rises above the usual background level (Figure 2.2). In all cases this was

associated with the presence of an internal group of var (variant antigen) genes.

100 -
90 -
80 -
70 -
60 -
50 -
40
30 -
20 -
10 -
0 -

Number of windows

01 54044 098 0022 €026 0.3 = 084 1088 - 042 | 046

GC content of window

FIG. 2.1. GC content in Chromosome 2. Window size was 2000 bases. Two peaks are
visible: one centered on a GC content = 0.2 and second much smaller one around GC

=0.34.
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FIG. 2.2 GC content along Chromosome 2. Window size was 2000 bases. At either
end of the chromosome are the GC rich isochores. The centromere near the middle is

visible.

Close to the centre of the chromosomes and lying within a gene poor region, troughs
in the GC content are present (Table 2.2). These troughs coincide with sequences

believed to be the centromeres. One of these troughs can be seen in Figure 2.3.

0.45 -
0.4 -
0.35
0.3
0.25 |}
0.2 1
0.15
0.1 1
0.05 -

0 TS 1% 08 e DO FO S SR BB JUE b (SRR Pt R SERDE LG DT T EBUS ra (TR i RN TR R DR R e ERTSH S SR(K 4T IR,

1 101 201 301 401 501 601

FIG. 2.3. GC content in Chromosome 7. Window size was 2000 bases. The GC spike
| around window 220 is associated with the presence of an internal var gene cluster.

\ The putative centromere is located near window 400.
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Chr | Position

1 460 200
2 449 000
3 595 700
4 650 200
9 456 400
6 479700
¢ 865 700
8 301 400
9 1243 400
10 937 100
11 830 800
12 | 1283 600
13 |1 168 500
14 | 1072400

TABLE 2.2 Approximate centromere centres. Abbreviation: chr - chromosome

The GC content of each window was highly correlated with the succeeding ones with
the correlation extended as far as the next ten windows (20,000 bases). The regression
is heteroscedastic (Figure 2.4) so conclusions drawn from it need to be examined
carefully. If this effect is genuine it is purely a local one: 20 kilobases represents <

3.5% of even the smallest of the chromosomes (chromosome 1).
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FIG. 2.4. GC content by window in Chromosome 2 plotted against the GC content of

the succeeding window. Window size was 2000 bases. (F = 125.0, p < 107%)

A change in the sign of the GC skew was evident (Figure 2.5) in the mitochondrion

around base 2000. The mitochondrial cytochrome c oxidase subunit 1 (EC 1.9.3.1) is

located between bases 2035 to 3471. It seems probable that the origin of replication

for the mitochondrion lies to 5° to this gene but this awaits experimental verification.

2.5 -
i
1.5
14

GC Skew

Position along the mitochondrial DNA

FIG 2.5. GC skew and position in bases along the mitochondrial DNA. The window

size was 100 bases.
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A change in the cumulative GC skew occurs in the A inverted repeat (IR-A) of the
plastid around base 1600 (Figure 2.6). The Isu rRNA large subunit ribosomal RNA is
located between bases 2335 to 5116. The GC skew change found here is close to the

experimentally known origin of DNA replication. Within the inverted repeat B (IR-B)

no such change in the cumulative skew was found (Figure 2.7) consistent with the

single known origin of DNA replication.

Cumulative GC skew

1\3\/7 Sl A8 w18 Ay 18217281825, 27 (291 31

Position along thelR-A

FIG. 2.6. GC skew along the inverted repeat A of the plastid. The window size was

500 bases. The ticks on the X axis are multiples of 500 bases.

Cumulative GC skew

T T T T T T T T T T T T T T T T T T T T T T T T T T 1

N ey T e i b Bl BB oy iAo g R S SR e ¢

Position along IR-B

FIG. 2.7. Position along the inverted repeat B of the plastid. Window size was 500

bases. The ticks are units of 500 bases.



In chromosome 1, the GC skew curve changes sign around base 586 000 near which
are located two pseudogenes and two hypothetical proteins (Figure 2.8). The
cumulative GC skew changes sign in several chromosomes: around base 120 000 of
chromosome 5 in which region there lie a number of hypothetical proteins: around
base 1 950 000 of chromosome 11 which lies within the giant erythrocyte membrane
associated protein antigen 332 (Pf332): around base 2 200 000 in chromosome 12
within a group of rifin and stevor genes: around base 2 600 000 of chromosome 13
close to a number of hypothetical proteins. The stevor and rifin genes are two closely
related groups of genes that like the var genes are variable, antigenic and surface
exposed. Whether this apparent association of antigenic variability and GC skew is of

biological importance remains to be investigated.

0IT|IllIIIIITIIY||T1IYTIIIIIIIIII

2 M 21 41 61 81 101 121 141 161 181 201 221 241 261 289 301 321

Cumulative GC skew

-16

Position along chromosome

FIG. 2.8. Cumulative GC skew along Chromosome 1.

Chargaff’s second rule can be seen to hold for the nuclear chromosomes (Table 2.3)
As expected this rule does not hold for either the plastid or the mitochondrion: the
organellar rule (A + G = 0.5) holds reasonably well. The relative excess of purines in
the plastid may reflect its greater gene density.

With the exception of chromosome 13, base distribution within the chromosomes is
typical of the eukaryotes (314). The mean was approximately constant at half the

length with other statistics also being approximately constant. The values for
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adensosine are shown in Table 2.4. The typical mean-skewness and variance-kurtosis

plots can be seen Figures 2.9 and 2.10

A | T 3¢

Mitochondrion 324 1360 159 15.7
' Plastid 376324 17.9]15.1
Chr1 406 389 104 101
“Chr2 401 402 98 9.9
Chr 3 39.9 402 10.0 9.9
Chr4 39.2 401100 107
Chr5 409 398 98 95
Chr6 399 404 9.7 100
Chr7 395 405 98 101
Chrg 401 402 98 99
Chro 406 404 94 96
Chr10 399 404 99 98
Chr 11 407 404 96 9.4
Chr 12 406 401 97 96
“Chr 13 406 402 97 95
"Chr 14 407 409 93 92

TABLE 2.3. Chargaff’s second rule in P. falciparum. The percentages may not equal

100 because of rounding.

The plot of the means against the respective skewness and the variance and kurtosis
showed the expected negative linear correlation. In both plots Chromosome 13 was
identifiable as an outlier. This chromosome was known to be incomplete at the time
of publication since PlasmoDB contained an unmapped contig marked as chr13 2:

this is may be the cause of its anomalous behavior seen here.

Chr | Mean A | Var A | Skew A | Kurt A

1 0501 (0282 | 0002 | 1.821

2 0.505 |0.285| -0.028 | 1.815
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3 0.499 | 0.286 | 0.008 | 1.805
4 0.500 |0.287 | -0.002 | 1.793
S 0.500 | 0.286 | 0.010 | 1.805
6 0.502 [0.287 | 0.004 | 1.795
7 0.502 | 0.289 | -0.010 | 1.785
8 494 |0.285| 0.031 | 1.818
9 50.0 | 0.286 | -0.003 | 1.809
10 498 |0.289| 0.014 | 1.781
11 50.0 |0:287| 0.003 | 1.799
12 50.2 |[0.288 | -0.011 | 1.799
13 50.2 |0.287 | -0.050 | 1.747
14 50.1 | 0.286 | -0.005 | 1.810

TABLE 2.4. Mean, variance, skewness and kurtosis of the adenosine bases.

Abbreviations: chr — chromosome; var — variance; skew — skewness; kurt — kurtosis.
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0.02 -
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*
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Mean

FIG. 2.9. Mean adenosine position and skewness for nuclear chromosomes. The

outlier is chromosome 13.
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FIG. 2.10. Adenosine variance and kurtosis of the nuclear chromosomes.

Chromosome 13 is an outlier.

Chargaff’s third parity rule was found to hold in all the chromosomes and over six

orders of magnitude. This is illustrated in Figures 2.11, 2.12, 2.13 and Table 2.4.
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"_6 400000 -
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y = 1.0028x + 80.314
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0 200000 400000 600000 800000 1000000

A oligos

FIG. 2.11 Number of A and T isostichs in Chromosome 14. The number of each tract

was plotted against its complementary tract.

36
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FIG. 2.12 Number of A and T isostichs in the mitochondrion. The number of each

tract was plotted against its complementary tract.
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FIG. 2.13 AC and GT tracts in Chromosome 2. The number of each tract was plotted

against its complementary tract.

Tractlength | AC GT

1 32288 32394
| 2 1750 | 1983
3 171 161
4 ) 31| 34
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5 10 7
6 2l
7 b1 A
8 2y
9 BB v o

TABLE 2.5 Number of AC and GT tracts in Chromosome 2.

The observed and expected isostich numbers in chromosome are shown in Table 2.6.
The model consistently underestimated the number actually found and the
discrepancy increases as the isostich length increases. This discrepancy was also
noted by the authors (108).

Figure 2.14 shows the presence of the knot in the data. This knot is to be found in all
the nuclear chromosomes.

The slope and constant from the short and long regressions are shown in Tables 2.7
and 2.8. Two observations can be made immediately: the constant term in both the
regression is approximately constant while the slope varies between the

chromosomes.

Log10 number of tracts
w

0 | g G A U i T TR B PR 10 12 T v I i R B T L

1.4 7 10 13416 19 22 25 283134 '3/ 40 43
Lenght of poly A tract

FIG. 2.14. Length of the adenosine isostichs (poly A tract) against log;o (number of

isostichs) in Chromosome 2.
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}( Tract length Observed Expected
‘ 1 227 762 | 185 268.0
| 2 76 160 36 489.8
3 33628 14616.7
4 1 16 241 § 855.0
5 8254 23454
6 4 430 939.5
r; 2 669 376.3
8 1786 150.7
9 1272 60.4
10 992 24.2
11 827 9.7
12 704 3.8
A8 A R
14 533 0.6

TABLE 2.6 Number by length of adenosine isostichs in Chromosome 2.

‘Chr Intercept = Coefficient
i 1 5.752 0.808
i 2 5.903 0.798
E 3 5.960 0.806
4 6.000 0.797
'5 6.086 0.816
6 6.074 0.804
|7 6.063 0.803
E 6.052 0.801
% 9 6.130 0.812
10 6.169 0.810
11 6.255 0.809
12 6.301 0.809
13 6.394 0.815
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14 | 6473 | 0815 |
L

TABLE 2.7. Coefficient and intercept from regression of observed and expected short

adenosine isostichs. Abbreviation: chr — chromosome.

The variation between the regression slopes suggested that a relationship between the
length of the chromosome and the regression slopes might exist. A strong linear
relationship between these slopes and the log of the length of the chromosomes was

subsequently found (Figures 2.15 and 2.16).

' Chr Intercept Coefficient
K 3.871 0.205
(2 7 4.023 | 0.200
'3 4078 | 0200
4 4.120 0.198
5 4116 | 0.189
8 | 4082 | 0182
7 | 4He 0.178
8 | 4142 0.190
9 4.293 0.202
10 | 4.261 0.193
1 | 4392 0.204
12 4394 0.194
13 | 4424 0.192
14| 4575 0.203

TABLE 2.8. Coefficient and intercept from regression of observed and expected long

adenosine isostichs. Abbreviation: chr — chromosome.
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FIG. 2.15. Log;o chromosome length versus intercept value for short adenosine

isostichs. (p< 10®)
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FIG. 2.16. Log;o chromosome length versus intercept value for long A tracts. (p < 10
%). The poor fit here for chromosome 5, 6 and 7 may due to chromosome
misassembly. The value of R* is due to a rounding error in Microsoft’s Excel

program. The regression is highly significant.
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2.4 Discussion

The study of whole genomes is an area as yet in its infancy and there is no systematic
body of knowledge on the properties a typical genome should or should not posses.
Most of these methods for studying these have been ad hoc with results scattered
throughout the literature. To my current knowledge this is the first attempt to apply in
a comprehensive fashion many of the individual methods that have been developed.
Unfortunately since the subject currently lacks a theoretical framework the results
may appear somewhat disjointed. This is a reflection on the state of the art in this area
and it is in stark contrast the detailed theory that has developed around molecular
evolution — a closely related topic. As results from the study of other whole genomes
become available and as the theory develops more fully it is likely that it will be
possible to integrate these findings here. With these caveats in mind an attempt will
be made to integrate the findings here into current biological thinking.

I[sochores were originally discovered by ultracentrifugation of vertebrate DNA (91).
Since then they have been found in several groups of vertebrates and have been
associated with the GC3 content of genes (320) certain types of gene (354) and the
evolution of the vertebrates (33) and may have a role in gene expression. In
vertebrates nucleosome formation potential correlates negatively with both GC
content.

With the availability of entire vertebrate genome sequences how best to locate these
isochores within the sequence data has become a debated question. Vertebrate
isochores found by ultacentifugation fall into clearly defined peaks but when sought
by windowing methods are never as well defined. In these genome with short
windows (10 - 20 kilobases) isochores were not detectable while with longer windows
they were (359). Theoretical problems of overlapping windows and long range
correlations within the data have been recognized and addressed and alternative (85)
methods have been proposed (272, 325).

P. falciparum genes and the surrounding non coding sequences typically have a GC
content of ~25% and ~10% respectively. In humans the GC content of genes, while
variable, lies around 50%. The majority of the P. falciparum genes lie within GC poor
regions. The contrast here between the correlation of the GC content of vertebrate
ischores and gene richness and the pattern found in P. falciparum is curious but may

perhaps reflect the lower GC content of the P. falciparum genes.
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The existence of a correlation between successive GC windows supports the
hypothesis that DNA replication efficiency has been optimized by ensuring that the
base composition changes relatively slowly over the length of the chromosome. If the
effect is real it seems likely that this may have influenced both gene evolution and
regulation. This hypothesis needs testing on additional data sets and should be
presently regarded as merely speculative.

At the ends of the chromosomes lies a highly variable 21 base pair unit (366) — Rep20
— whose sequence is: TAA GAC CTA CAT TAG TTA TCT. Rep20 may span up to
22 kilobases (kbp) and is likely to be involved in telomere formation (48),
chromosome organization during mitosis (346) and it confers an unusual three
dimensional structure to the ends of the chromosomes.(358) Rep20 is relatively GC
rich (6 GC bases per unit) and may be responsible for up to half the length of these
GC rich isochores. This organization of the chromosome ends is conserved in
Plasmodium (134, 366) but the biology is not yet understood.

The trough positions agree with those given by the published genome and similar
sequences have been found in both P. yoelli and P. vivax (Huestis, unpublished work).
While to date no centromeres have been confirmed experimentally no other
candidates have yet been identified for this role.

Chargaff and his collegues (413) discovered that the base composition of single
strands of DNA possessed similar relationships to those of double stranded DNA
described earlier: to wit that A = T and G = C. The basis for the first rule was
elucidated in the structure of DNA but that of the second remains elusive. Lobry
found that the AT and GC skews changed sign near the origin or termination of DNA
replication in three species of bacteria which he examined. This was particularly
evident when only the GC content of the third codon positions (GC3) was considered.
Later an improvement to the original method suggested - the use of a cumulative GC
skew which makes the location of the origin more obvious. This has been confirmed
in several papers (232, 304, 306). Studies of these skews have been done in the
kinetoplastidia but the results have proved more difficult to interpret than in bacteria
(344).

The plastid is known to have two origins of replication (455, 544) one of which lies in
the region containing the tRNA and rRNAs: the second is as yet not well defined. The
mitochondrial DNA is organized as whole polydispersed linear concatemers of the

basic 6 kb unit mixed with a small proportion of circular molecules (374). While it is
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thought that the circular forms may be the actively replicating units, this is far from
certain (543). In the larger nuclear chromosomes multiple origins of replication are
normally present and the use of the cumulative GC plots to locate these regions has
not been as helpful as in bacteria. The molecular biology of DNA replication of DNA
in P. falciparum was last reviewed in 1996 (537). The parasite’s DNA polymerases
and other major proteins and their various interactions resemble those of other
eukaryotes. Nothing was known then of the sites on which these enzymes begin their
work and since then there has been no progress in identifying these - undoubtedly
because of the considerable difficulties such experiments would entail. In the absence
of experimental evidence, while it is tempting to suggest that these locations on the
nuclear chromosomes where the cumulative GC skew changes sign may be related to
the origin of DNA replication, it seems wiser to decline to speculate until at least one
such origin has been identified experimentally. The change is striking and it seems
likely that these locations are related in some as yet unknown way to the biology of
the parasite.

Chargaff™s second rule has been shown that this rule holds for four of the twelve types
of genome (316). The third parity rule was first tested and verified by Prahbu (373) in
E. coli. Qi and Cuticchia (382) examined the number of complementary
oligonucleotides (up to length 30) in 20 prokaryotic, 6 archebacterial and 8 eukaryotic
genomes and their results agreed with those of Prahbu. Forsdyke (140) has suggested
that the third parity rule is merely a consequence of Chargaff’s second parity rule but
this assertion is true only if the DNA sequence can be regarded as random, an
assumption he failed to mention.

To show this consider a long random sequence of only As and Ts which both occur at
frequency 0.5. The likelihood of an A occurring is 0.5, of AA occurring is (0.5)2 and
so forth. The expected number of A only oligomers is (0.5)" L where L is the number
of bases in the sequence. Because the Ts occur with equal frequency the expected
numbers of T oligomers of length n is equal to the complementary A oligomers of
equal length. This argument can be extended to cover any oligomer composed of
more than two types of base where bases occur with frequencies equal to their
complementary bases. If the sequence is not random this argument fails to hold. The
assumption of randomness is biologically implausible particularly in prokaryotic
genomes which are ~90% coding. Forsdyke has since agreed that this suggestion was

untenable (Forsdyke, personal communication, 2006).

44



Rejection of this assumption implies that a previously unrecognized form of selection
pressure is acting to ensure that these two parity rules are obeyed. In spite of this rule
clearly being a significant influence of genome composition and organization, the
basis for this rule is not presently understood. Given its existence in many genomes it
presently seems more likely that this rule has a structural basis similar to that of
Chargaff’s first rule than a primarily biological one.

That some previously unrecognized selective force appears to be acting on these
sequences is supported by the findings here. The mean base position is eukaryotes is
0.5 times the length of the chromosome. The variance is approximately a quadratic
function of the mean position and the skewness and kurtosis are linear functions of the
mean and variance respectively. The complementary means (A and T; C and G) move
in parallel unlike other genome types. These rules are known to be true for all
eukaryotes examined to date and are true also in P. falciparum. That these
relationships are true for all eukaryotes argues strongly that the location of the bases
within genomes is not entirely random. That this third parity rule also holds suggests
that they may be also organized into complementary blocks within the same sequence.
That the adenosine and thymidine isostichs — relatively simple complementary
sequences — both appear to obey a mathematical rule is consistent with this finding. If
one of these isostichs obeyed such a rule and the other did not, then the third parity
rule would not hold. The discrepancy between the observed and the expected numbers
found here is not surprising. The model used to derive this formula assumed that the
bases were distributed randomly along the sequence - a biologically implausible
assumption.

This pattern of two log-linear regression lines with a knot at 8 bases appears to be
common to all genomes with sufficiently long isostichs (315). A single log-linear
regression line can be fitted to those with isostichs less than 8 bases. The constant in
these regressions is always a linear function of the log of the genome length while the
slope depends on the composition of the genome. Since this appears to be a biological
law the models proposed for the formation of these sequences will be briefly
reviewed.

The first paper proposing a mechanism for isostich formation was that of Streisinger
et al (484) who suggested that DNA polymerase ‘slips’ during replication generating

frameshift mutations: isostichs are assumed to be the result of this mechanism. Weiser
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et al (534) measured the rates of increase and decrease and found that both were
proportional to isostich length as this model predicted.

The relationship between isostich length and number within the genome has been
examined before. Genetic theory based on the infinite allele model and without
selection suggests a logarithmic increase in length with time (78): this model seems
somewhat unrealistic. The results of Dechering ef al have already been discussed.
Dokholyan ef al (117) suggested fitting a power law curve to the observed distribution
of dimeric polymers in the human, mouse, C. elegans and S. cerevisiae genomes. Xu
et al (555) looked at the mutation rate in two generations in 337 human families and
found that the mutation rate could be explained by two types of mutations: one that
tended to lengthen the tract and an opposing one that tended to shorten it. The model
they examined proposed a constant rate of expansion of the tract and a contraction
rate that increased with the length of the tract. While only one parameter had to be
determined from the data the resulting fit was good.

One difficulty with this last model is that experimental measurement of tract
expansion and contraction suggests a linear process (105). Kruglyak et al (249)
proposed a model based on a stepwise mutation process. This model required
estimation of three parameters and was of variable quality. Subsequent investigations
raised questions about the usefulness of this model (66). In a survey of 27 eukaryotes,
Zhou et al (561) found that this pattern was common to all organisms that they
examined. Xu ef al (555) found that the beta function with a single set of parameters
gave an excellent fit to their data which covered only a range of five steps.

All the proposed models have difficulties. In the Streisinger’s model if the insertion
rate (I) exceeds the deletion rate (D), the entire sequence will eventually become a
single isostich: conversely if D > I, the isostich will disappear. Dechering et al (108)
did not consider bases other than thyimidine or adenosine. Both Dechering et a/ (108)
and Zhou et al (561) assumed that the bases were distributed randomly: this seems
implausible. The model of Dokholyan et a/ (117) was applied only to a small range of
values and even over the chosen range the model fitted poorly. The knot in the data is
also difficult to explain with any of these models.

Dechering et al (108) also found that the majority of the longer thymidine isostichs
and AT tracts were found in regions that had been annotated as non coding. The
authors also determined the number of isostichs in six additional genomes - Homo

sapiens, Caenorhabaditis elegans, Escherichia coli, Mycobacterium tuberculosis,
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Saccharomyces cerevisiae and Arabidopsis thaliana - and found that the distributions
in these genomes were similar to that of P. falciparum. They proposed that isostichs
arose principally from replication slippage with some contribution from unequal
crossing over. This second model seems more plausible than the others proposed to
date but quantitative predictions have yet to be made from this hypothesis.

Some of the possible biological reasons for the existence of the knot in the regression
slopes will now be discussed. Adenosine isostichs have unusual physicochemical
properties that have not have gone unnoticed in evolution: they are unusually well
hydrated in solution (60), bend DNA (203), form triple helices (18) and in blocks of 7
or more appear to delocalise electrons (332). A number of proteins exist that
recognize these sequences specifically: datin in Saccharomyces cerevisiae and o-
protein in mammals (548). These sequences tend to lie outside of nucleosome cores
and enhance nucleosome formation (143, 378, 423, 489), act as promoters or
enhancers of gene transcription - possibly because of their effects on nucleosome
formation (6, 46, 125, 206, 219, 563) and their mutation rate (10'3 to 10 per
generation) has been utilized to control gene expression (226, 301, 479, 534, 542).
Similar relationships exists for the poly AT tracts but the knot in the poly AT tracts
appears at higher number of repeats - 10 to 12 — which again has been associated with
a change in their physicochemical properties (187, 301).

From this brief overview it seems likely that the knot in the frequency data may
reflect the biological properties of the length of the sequence. These properties may
arise from changes in the physicochemical properties of these sequences. This leads
me to propose the following semi quantitative hypothesis for the formation of
isostichs in genomes.

There are two distinct classes of isostich: short and long. These are separated by their
length with the separation length being 8 +/- 1 bases. Within each group DNA
polymerase may slip generating a longer or shorter isostich. The rate at which this
occurs depends on the physicochemical properties of the isostich. The newly
generated isostich is then subject to the usual selection pressures including those
against frameshifts within coding regions. Recombination may be important but this is
more likely to be the case for the longer isostichs and its quantitative contribution to

the distribution has yet to be determined. This hypothesis needs to be tested
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experimentally. Potentially one such test would be to compare the rates of expansion

and contraction of isostichs with lengths less than and greater than 8 bases.

2.5 Summary

All the 16 chromosomes are fairly typical of their type. The only unusual feature is
the presence of the isochore structures at ends of the nuclear chromosomes and lying
within four of them. These GC rich regions are always associated with the var
(erythrocyte membrane protein 1) and the rifin / stevor families of proteins. The
reason for the association between the GC isochore and the var genes is not yet clear:
the GC and GC3 content of these genes is ~25% - typical of most P. falciparum genes
so presumably this has something to do with gene control.

The position of the GC rich regions either near the center or approximately
symmetrically at either end of the chromosome makes sense in view of the rules
governing base distribution within a eukaryotic chromosome. Were these GC rich
isochores not so placed within the chromosome then these rules would be violated.
The hypothetical centromers also lie close to the center of the chromosomes but are
distinct from these regions.

The putative origins of replication in the plastid and mitochondrion concur with the
findings in prokaryotes. The relative uncertainty of the location of the orgin(s) of
DNA replication in the nuclear chromosomes is also typical. It seems likely that there
may be multiple origins of DNA replication but this is not yet known.

The third parity rule suggests that there may be additional selective forces acting on
the genome that have not been previously recognized. The number and distribution of
the isostichs within the genome is as Dechering et al have shown incompatible with a
random distribution, a finding that is supported by the distribution of bases within
other genomes. These patterns are at least in part likely to be due to the

physicochemical properties of DNA. Additional work in these areas seems indicated.
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Chapter 3: Annotation methods

3.1 Introduction

In this chapter the annotation methods used by the Malaria Genome Project (MGP)
will be reviewed. This will be followed by a description of the methods used in this

project. A list of the currently known problems is also given.

3.2 The MGP annotation methods

The main programme used in for gene prediction by the MGP — GlimmerM - was
trained on a set of experimentally known genes. Two programmes were then used to
verify the results: PHAT (70) and Gene Finder (129). Both Glimmer M and PHAT
(77) were developed specifically for the annotation of P. falciparum. GlimmerM is
based on an earlier program - Glimmer - that was developed for bacterial genomes
(420). An additional programme was used at the Sanger Center earlier (Hexamer) but
appears to have been phased out. The rule used (the ‘best of three rule’) was that if
two programmes agreed on a gene then the gene was considered to be real and no
further checks were made. The idea appears to have been that if two programmes
agree then the error rate will be significantly lower.

Both GlimmerM and PHAT are closely related to Hidden Markov models (HMMs)
which have been used for a number of years in genome annotation: examples include
Genscan (62) and Genie (394). The other programs that also used - GeneFinder and
Hexamer - do not yet appear to have been published but seem to have been based on
HMMs.

3.2.1 GlimmerM

Glimmer is not a HMM but instead uses a number of similar ideas. The program has
two parts: the first (Build-imm) reads the training set and generates a set of
probabilities. The second part — Glimmer - scans for open reading frames longer than
some input value (typically 500 bases) and then with the values obtained by the Build-

imm program assigns probabilities to all the six reading frames. If these values exceed
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some chosen threshold value the sequence is examined further. If there is an overlap,
all six frames in the two genes are rescored and compared with the higher one being

chosen. A note is made of the overlap and the proposed gene is reviewed manually.

Build-imm is based on an interpolated Markov model (IMM). Its main algorithm is a
linear discriminant model with adjustments made for rare frequencies. Like a HMM,
the program estimates a series of values which are used to determine the likelihood of
a sequence being exonic or not. Build-imm reads all six frames of the training set and
estimates the frequency value for all the Markov orders. If a string is particularly
common than a predefined threshold in the training set the corresponding weight is set
to 1. For very infrequent sequences an estimate is made from the lower Markov orders
and the estimate is compared with the observed with the chi square test. If the
observed values are significantly different from the expected they are given a higher
weight. Conversely if they are not significantly different the higher orders are given a
lower weighting.

The algorithm used by Glimmer is a dynamic programming one. The program reads
in the sequence and continues until it finds a stop codon. Once a stop codon is found it
examines the 5’region for possible coding sequences. If there are too many stop
codons close together the program discards the sequence and moves on. ‘Genes’ of
less than 200 bases in length were discarded. Where two coding regions were
available the longer was chosen.

119 genes were used to train the GlimmerM. Introns were required to have at least
70% AT content. Values for the intron donor (5°GT) and acceptor (3’ AG) sites were
determined with known introns sites and then optimized against a randomly generated
set of intron-like data. All putative intron splices sites in the sequence were scored. If
the intron score suggests that there is a reasonable possibility of an AG site the
program moves 5’ to seek a suitable GT site. All the gene models were stored for
evaluation later. Once all the reasonable gene models had been identified then each
was scored by the IMM. Gene models whose scores are close to one another are both

marked as possible genes for evaluation by human annotators.
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3.2.2 PHAT

PHAT in contrast is based on a HMM with three main output states. exons, introns
and intergenic regions. Exons are classified into four types - single, initial, internal
and terminal. An exon state is has three parts - a pair of exon boundary state sites
which flank a coding region. The five exon boundary states are translation start,
donor, acceptor and translation stop. Introns are classified as phase 0, 1 or 2 according
to the number of bases of the final codon predicted in the 5° exon.

The authors modified the basic HMM algorithm and termed this modification a
‘generalized HMM.’ In a standard HMM prediction of the nature of the state (the
output) are made one base at a time. In PHAT the length of the exon was predicted
with a gamma distribution whose parameters were estimated from the training set. In
contrast the introns and intergenic regions were constrained to follow geometric
distributions. These restrictions gave a considerable reduction in the running time and
memory requirements of the program.

The Viterbi algorithm (281) is a dynamic programming technique that recursively
calculates the most likely output state (here exon, intron, intergenic) depending on the
input and was designed to work with one state at a time. PHAT’s authors reduced the
memory requirement of the program by recognizing that an exon state cannot jump
directly into another exon state. In biological terms exons are separated by either
intergenic regions or introns. This assumption may not apply in prokaryotes limiting
PHAT’s use there.

The initial and stop codons were required to be ATG and TAA, TAG, or TGA. Data
from three bases upstream and ten bases downstream of the proposed GT site and 20
bases upstream and three bases downstream of the proposed AG site were used
evaluate the predicted splice sites. Several of the estimated trinucleotide frequencies
were zero in the training set so 1 was added to all values before the probabilities were
calculated. This is an adjustment of the observed data that is not uncommonly used
elsewhere. Adjustments for codon phases and that the entire length of the gene had to
be divisible by three were also added in. In the original test set of 44 confirmed gene

structures PHAT’s published sensitivity and specificity exceeded 95%.
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3.2.3 Weakness in GlimmerM and Phat

Both GlimmerM and PHAT programs suffer from elementary errors in design. A
major weakness which they have in common with all annotation programs is that they
require the genome sequence to be entirely error free — a situation that is not currently
achievable. This is not easily correctable.

Build-imm assumes that (i) all genes started with ATG and ended with TAA, TAG,
TGA, (ii) no genes have in frame stop codon and (iii) that the exons are in consistent
reading frames with one another. It was also stated that introns were required to be at
least 50 bases long (and less that 1500) but in the published annotation this was not in
fact found to be the case which suggests there may be a problem in the code.

It was also assumed that the genes used to train the program were homogeneous. The
included var genes were known at the time to be very atypical. HMMgene - another
HMM based gene prediction program - was found to have an accuracy of 62 - 70%
and which was noticeably affected by choice of training set (245). These problems did
not arise with Glimmer in bacterial genomes where its predictive value is considered
to be high. In the vast majority of known prokaryotic genes there are no introns and
codon use is known to be homogenous. For example most P. falciparum introns are <
400 bases long: in the var genes there is a single intron of ~700-800 bases. As a
possible strategy for improvement it may have been better to optimize the program to
recognize the var genes separately in one run, locate as many as possible of these and
then to re train the program on a set without var genes.

Alternative splicing is a common in eukaryotes: in Arabidopsis, humans and mice at
least 10% of genes are alternatively spliced (217, 488) and in Drosophilia the figure
may be as high as 40% (482). While alternative splicing is known to occur in P.
falciparum (457) no examples of alternative splicing were reported presumably
because the programs chose only the single highest scoring gene model.

The intron splice site prediction system was known to have error rate in identifying
GT and AG sites when it was originally tested. The shortest intron known to date is a
forty base Drosophilia intron: was the length of shortest intron found here was 67
bases: the proposed 50 base cut off seems reasonable.

The strategy of using all the training set is a known mistake. Standard practice is to
separate the training set into two parts: one for training and one for testing. The two

are need not be equal in size: the training set is normally larger. The reason for this
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division is that to use the entire training set tends to overestimate the predictive value
of the program since the parameters are optimized for that particular set of data. Since
119 genes represents < 2% of the genome, it is far from certain that this sample was
representative of the entire genome. This question cannot strictly be answered until
the genome is completed but the testing set acts in its place. The usual procedure is to
train the program on the training set and then to test it on the test data. If the
predictions are not adequate, the training set is re selected and the program re run until
the best possible training set is available. This provides some indication of the likely
error rate in the annotation.

This method also has its risks so the results have to be monitored carefully if it is to be
used. Random reconstitution of the training set is usually not an optimal strategy.
Random resampling is optimal only if the entire sample can be treated as
homogenous. Some genes in P. falciparum are known to have introns: ab initio it is
not possible to know if codon use differs significantly between these genes and the
intron free ones. For this reason some form of stratified sampling of the training data
to estimate genomic codon use would seem a more conservative approach.

Possible minor improvements in Glimmer (and GlimmerM) might include a different
choice of statistical test. While the chi square is a reasonable choice here, this test is
moderately sensitive to sample size and like virtually all statistical tests is more
reliable with larger amounts of data. A maximum likelihood test included here may
improve its predictive rate.

The authors of PHAT, in the interests of saving computer memory and running time,
decided that the exons, introns and intergenic regions followed certain known
distribution laws. The justification for this a priori assumption was not given: the
biological logic seems suspect. From inspection of its predictions it can be seen that
PHAT sometimes joins false 'exons' with false 'introns' to get long chains of artefacts;
it ma join 2 genes into one or mistake untranslated regions for long introns. These
appear to be a consequence of this ‘optimisation.’

The authors used a data set of only 44 genes to train the program while 119 genes
were available three years earlier to train GlimmerM. The reason for the use of this
small data set was not given. As before the homogeneity and choice of the sample
used are questionable. No attempt was made to split the data set into training and
testing sets but here there may be some justification for this given the limited size of

the training set. Predictions on the training set were said to be 95% correct a figure
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that is somewhat better than one would expect on a de novo data. This suggests that
the choice of genes in the training set may perhaps not have been entirely fortuitous.
While it was known that an error rate existed for PHAT but no systematic
examination of the predictions seems to have been done.

Problems with this computation approach should have been foreseen. Burset and
Guigo (64) earlier had carried out a series of tests on nine gene prediction
programmes and found that the prediction accuracy on the experimentally confirmed
genes in their data set was variable but lay in the range 60 - 70%. Exon prediction was
poor with less than 50% being correctly identified. Low GC content and the presence
of introns in the genes further reduced the correct prediction rate. Long DNA
sequences were given considerably worse annotations than shorter ones. Sequence
errors including insertions or deletions are common problems in large sequencing
projects and artificially introducing frameshifts or sequence errors into the test data
set reduced the programmes predictive ability significantly. A second study has since
confirmed these findings (179). These problems are illustrated and discussed further
in the Appendix.

To illustrate the problems with the ‘best of three’ rule, let p be the probability of a
programmes correctly predicting a gene and assume the gene predictions be

independent. Put q = 1 — p. From the binomial theorem we have

(p+q)=p°+q°+3p°q+3pg’+q’°

Here p° is the probability of all three programs predicting the gene correctly and 3p’q
the probability of two programmes correctly predicting the gene. Adding these we
obtain the probability (S) of a random gene being annotated correctly with the ‘best of

three’ rule:
S=p’+3pg

From Burset and Guigo’s findings, we would expect p in general to lie between 0.6
and 0.7. This figure is chosen here rather than the claimed 95% rate (in PHAT)
because of the concerns expressed here about the training and evaluation methods.
With p = 0.5, S = 0.5. In words if the mean probability of a correct prediction of the

programs is 0.5, then using all three programmes with the ‘best of three’ rule will not
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improve the accuracy of gene prediction. With p = 0.6, S = 0.648. This is an
improvement of 4.8% on the use of a single program but one in three genes would
still be expected to be incorrect. If p = 0.7, S = 0.784, predicting an overall error rate
of 21.6% in the annotation. In short while there is some improvement in the predictive
value using this ‘best of three’ method, the improvement for typical programmes is
limited.

When this practice was questioned, it transpired that the practice at both Sanger and
Tigr was not to question the accuracy of the computer generated annotations but that
error checking and corrections were considered something ‘to be done in spare time’

(Roos, personal communication, 2003: Berriman, personal communication 2003).

3.3 Annotation methods used here

The first pass of the genome was annotated in two steps which were then repeated a
number of times until any obvious errors had been eliminated. Further genes and other
information were then sought by examination of the literature, GenBank and other
sources. All the rules listed here admit occasional exceptions but were adhered to as
rigorously as possible. Heustis has described the origins of some of these in his Ph.D
thesis (Monash University, submitted). Gene predictions using these rules have ben
validated in a several Plasmodium species (134, 210, 499).

A first pass was made with GlimmerM which in spite all its faults is reasonably
accurate at identifying potential coding regions. This process was later repeated with
PHAT and GeneFinder both of which identified a small number coding regions that
had been missed by GlimmerM. This step was performed by Huestis alone.

All such potential coding areas were then examined manually by both Huestis and
myself according to a set of rules that had been developed earlier. (134, 210) All
functional genes were assumed to start with ATG and to end with a canonical stop
codon. For each predicted start ATG the 5° region was examined for potential coding
regions. If no stop codon was found nearby, possible introns were considered until a
potential start codon in an acceptable context was located. Very short initial exons
were avoided if an alternative was available. Initial exons of three and four bases are
known to exist in P. falciparum (101, 237), a factor that was borne in mind. An ATG
was considered as a potential start codon if a purine was present in the -3 position. In

the case of ATG ATG the second was chosen unless the first ATG had a purine in the
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-3 position. Five prime of a genuine ATG site, there were other signs of a coding to
non coding character were always present: long T tracts and multiple in frame stop
codons are very common findings in these regions. ATGs lying within (AT), —
TATATGTATA - were considered to be non coding.

The region 3’ of the stop codon was similarly examined for potential introns. Genuine
termination codons were followed by other in frame stops codons and an A rich
region. Genes predicted to end in either G TAA or G TAG were examined closely as
potential donor splice sites. Where a gene was predicted to end close to a start of a
second gene, the genes were both re-examined to rule out an unidentified intron
between the coding regions.

Repetions of trinucleotides were assigned to coding regions with GAA, GAT and
repeated AATs were considered diagnostic of a coding region. Dinucleotide repeats
were considered diagnostic of non coding regions. Repeats do not normally cross
exon-intron boundaries. Runs of (RY), with n > 5 were assigned to introns where
possible. In a given region the coding frame is most likely to be the longest of the
three reading frames. The frame of the last exon was especially difficult to fix
correctly. The rule here was to choose the longest reading frame available but this rule
produced genes that required revision on several occasions. Sequences where all the
coding permutations of T and A were present (AAA, TAT, AAT, TTT) and no other
bases then the sequences was considered unlikely to be a coding region.

All introns, excepting only those found in pseudogenes, were assumed (1) to begin
with GT (2) to end with AG and (3) to have a length of at least forty bases. Introns
that violate one of more of these conditions may exist but it was felt that these were
likely to be rare. Base use within introns is asymmetrical with runs of As preferred at
the 5 end, runs of Ts toward the 3’ end and runs of AT when they occur within the
body of the intron. If an intron does not have stop codons in all three frames, it must
have an (RY)n,tract, a binding site or a A tract adjacent to the donor GT. Otherwise it
was considered to be either a coding or untranslated region.

Preference was given to potential GT AA, GT A or GT G over GT T donor sites. GT
C was considered highly unlikely to be genuine. All GT T sites were with one
exception followed closely by a run of As. Preference was also given to AG GT splice
sites. Where potential GTGT donor sites were found the first GT was considered to be
the usual donor. GT (AT), was given a low preference as a donor site because AT

repeats are normally located within the body of the introns rather than at donor sites.
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Where two potential GT sites that looked equally probable preference was given to
the GT with the longest coding region. The remaining GT may represent an
alternative splice site. If the 3* exon begins with AG, the the 5’ exon cannot end with
T ruling out the possibility of a T GT sites. Any short exon bounded by exons that are
in frame with each other presents an altermative splicing possibility.

T AG was the preferred acceptor site while G AG was considered rare. Potential A
AG acceptor sites were reviewed carefully. The nearby presence 5° of a run of As
made these unlikely to be a genuine acceptor sites. C AG while less common than T
AG was considered as a possible splice site. In addition TAG, CAG and AAG do not
usually occur in the region 5' of a genuine slice site and GAG is rare in this region.
Five prime of the genuine acceptor sites a T/C tract was invariably found, varing in
length from 4-5 bases (rare) to over 30. Long T tracts are uncommon in introns and
their presence was taken to be suggestive of an intergenic region. The acceptor AG
may be considerably downstream of the TC binding site. In this case, no AG can
intervene between the splice site and the TC binding site. Lying 5° of the T/C tract, a
potential lariat site (vide infra) could usually be found. Where two equally probable
acceptor sites were found, preference was given to the one that maximized the
potential coding frame. The remaining AG site may act was an alternative splice site.
Multicopy genes could be predicted reliably by alignment. An analogous method for a
similar purpose has been used elsewhere (90). In general multicopy genes preserve
their splice sites and frequently their codon number. Additional copies were located
within the genome by BLASTing genes and exons against the contigs or later the
chromosomes and examining the matches. Transitions outside the splicing sites were
considered as ‘matches’ while transversions were re-examined.

Frame shifts in coding regions were identified by eye. This step was carried out by
Huestis. If the gene with the suspected frameshift was a member of a multigene
family this task was considerably simplified by alignment. Sequence errors in the non
coding regions are expected to exist but cannot presently be identified. Typically
these indels (insertion/deletions) were additional or missing As in a short poly A tract.
Sequence errors in the non-coding regions are expected to exist but cannot presently
be identified.

The technique used was to maximize the relatively rare G and C bases on the first
coding position starting initially on the left of the suspected frame shift and then

repeating this procedure from the right. Where the frame shifts position can be
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identified an ‘N’ was inserted as a place holder in the annotation unless the annotator
was sure of the nature of the base. In a run of As, it is extremely likely that the
missing (or additional) base is an A. In multicopy genes, alignment allowed the
identification of some bases. Genuine pseudogenes had multiple stop codons,
degenerate splice sites, short potential coding regions or combinations of these
problems.
On completion of this manual pass further examination of the codons and codon base
use was carried out. Two summary statistics - the codon chi square test () and
Wright’s effective number of codons (N.) were used to examine the codon use. These
last two steps were carried out exclusively by myself.
The codon chi square statistic was described in Sharpe ef al (440). This was based on
an earlier paper which described a new data transform. Stenico et al (474) defined a
measure of codon use - the relative synonymous codon use (RSCU) - which controls
for the unequal representation of amino acids in the codons and subsequently used
this measure in genome analysis (441). The RSCU is defined as

RSCU;=x; /[ (1/n;) Z x;]
where x;; is the number of occurrences of the j™ codon for the i amino acid which is
encoded by n; codons. In simpler terms, the RSCUj; is the observed number of
occurrences of a codon divided by the expected number. The expected number here
assumes that all the synonymous codons are used equally frequently in the gene. The
codon chi square statistic is the sum of the square of the RSCUs less their expected
value divided by the RSCU. In symbols

x*=Z (RSCU; - [1/n] ) 2/ RSCU;

where the RSCUj; is the relative synonymous codon use of the jth codon encoding the
i™ amino acid and n; is the number of codons for the i™ amino acid. The sum is taken
over the length of the gene excluding the stop codon. This statistic has a lower bound
of zero but no upper bound. Its upper value is limited only by the finite length of the
genes.

The effective number of codons (N;) in a gene is a summary statistic created by
Wright (551). Like the codon chi square this statistic has no theoretical maximum

value but for practical purposes a maximum value of 61 is imposed upon it. It has a
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lower bound of 20. This statistic varies between 20 (only one codon per amino acid
used) and 61 (no bias in codon choice). On biological grounds neither of these
extremes seems likely but given the general preference for unequal codon use in all
known genomes the distribution can be expected to be biased towards the lower end
of the distribution. The effective number of codons is a mean and is determined in two

parts. Firstly the ‘homozygosity’ (F) of the amino acid is determined
F=(nZpf-1)/(n=-1)

where n is the number of times the amino acid appears in the gene and p; the
proportion of the amino acid encoded by the i™ codon. The effective number of

codons is the mean of these “homozygosities’.
Ne=2+(9/F2)+(1/F3)+(51F4)+(3/Fg)

where F,, is the mean homozygosity of the codons with degeneracy n. The 2 enters the
equation because there are normally 2 amino acids with only one codon (Met and
Trp). Wright also suggested an approximation if an amino acid was missing from a
gene. Assume that threonine an amino acid encoded by four codons was missing.

Then the estimate of F4 is
Fa=(Faa+ Fpro + Fva + Finr) / 4

This method of calculating the effective number of codons has been reexamined.
Because not all the synonymous codons contribute equally to the N, (150) an
alternative method of calculation has been proposed making allowance for GC bias
(149). This proposal has generated some discussion as it is known that a correlation
exists between Wright’s N and the GC3 and to a lesser extent the GC1 content (293).
This discussion remains active at the time of writing (152).

The Chebyshev inequality which applies to any probability distribution is

P(|X-p|2ko)s1/K?
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where L is the mean of the distribution and o is the standard deviation applies to any
distribution with a finite mean and variance. The use of the Chebyshev inequality was
based on the hypothesis that the translation system has been optimized by evolution
and consequently has a preferred distribution of base use within codons and for codon
use in genes.

A number of refinements have since been made to this inequality. If the distribution is

12

unimodal, the Vysochanskii-Petunin inequality is true (522): for k > (8/3) "“ we have

P(|X—-p|2ko)<4/(9K%)

showing that > 95% of a unimodal distribution lies within three standard deviations of
the mean. While the Vysochanskii-Petunin inequality could have been used here, a
unimodal distribution of base and codon use was considered to be too strong an
assumption. Consequently their use was examined systematically only with the
Chebyshev inequality.

Genes with either N, or %’ values that lay four standard deviations from the mean
were regarded as suspect and reexamined. Genes whose base use in any position lying
four or more standard deviations from the mean were also re examined. Genes with
N, = 61 were automatically regarded as suspect and re-examined.

Almost invariably genes identified as needing re examination were found to have
overlooked introns, incorrect splice sites or other serious problems. Once the
problems were identified and corrected the gene was once again re examined. Rarely
re annotated genes were reidentified as suspect necessitating further re examination.
Once the annotation process was considered to be completed the genes were identified
by BLASTing them against GenBank. Genes were considered to be orthologous if the
blast score was < 107 and the match was over half the length of the gene. A number
of the protein encoding genes could not be identified. If there was experimental
evidence of their existence (transcription or proteonomic) they were labelled ‘protein
of unknown function.” Where - rarely - two identifications were possible both were
given.

In a small number of cases the base and/or codon use suggested that the gene might
simply be an open reading frame rather than a genuine protein and these were labelled

‘open reading frame.’ This label was not applied until after the sequence had been
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inspected by both annotators and a BLAST search had been done to look for possible
homologues in the databases. Only if both annotators agreed that the sequence looked
unusual but could still potentially be protein encoding gene and that no homologues
could be found in the on line databases, was this term applied.

The remainder were labelled ‘hypothetical protein.” Where a protein encoding
pseudogene could not be identified it was labelled ‘pseudogene.” If confirmatory
evidence was available (experimental, transcriptional, proteonomic) this was included
in the annotation. This last rule was not applied in cases of var (Empl), rifin or stevor
genes as assignation of the clones to a single gene was impossible in these large
multigene families. If homologs were known in related species this were included as
given - including ‘putative dentin phosphoryn’ (P. yoelli). Dentin phosphoryn is
found only in teeth.

The annotation was supplemented with daily examination of the literature for reported
genes. The GenBank database, the MGP annotation and other publications were
searched for additional genes. Bozdech provided the locations of the oligonucleotides
used in his paper (53).

Where the annotation remained equivocal or appeared anomalous comparisons were
made with genes from other Plasmodium species - mostly from P. yoelli - and these
genes were available for almost 50% of the identified P. faciparum genes. The gene
from the second species was translated; the proteins sequences from both species were
then aligned and then both were mapped back to the original codons for comparison.
This procedure was used to identify frameshifts, resolve ambiguous splice sites and to
identify new genes. Additionally the work required a new system of gene
identification as the five skip system favored by the MGP was found to be inadequate.

Details are of this system are given in the next chapter.

3.4 Known problems

That no known single annotation method is sufficient to identify all the protein
encoding genes alone became abundantly clear during this work. The use of multiple
data sources resulted in the discovery of many additional genes that would have
otherwise been missed. The reexamination process identified a number of in frame

stop codons that had been initially overlooked. Significant numbers of changes were
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also made to initiation, termination, intron donor and intron acceptor sites were
required.

The resulting gene predictions made here and subsequent gene product identification
were both deliberately conservative. The present version is incomplete partly as a
result of this conservative approach and it is certain further additions and revisions
will be needed before any annotation can be considered complete. This having been
said this initial version is believed to be free from obvious error.

The exclusive use in this annotation of ATG as the start codon may not be correct.
Examples are known in other eukaryotes of non ATG start codons including GTG in
the protein NAT1 (491). Nonetheless this is uncommon and is believed that this
would have caused have caused many errors here.

The choice of sequences surprisingly became an issue. Differences between the
chromosome sequences found on the Sanger/Tigr sites and those on the PlasmoDB
sites were found. While all the sites agreed on the sequences of chromosomes 1 - 4,
on the PlasmoDB site chromosome 5 had an additional 6 bases added to the start of
the sequence and an additional three bases had been added to the start of each
sequence of all the remaining chromosomes compared with the Sanger/Tigr sites. The
cause of these differences is not clear. The Sanger/Tigr sequences were used here as it
was felt that these were to be more likely to be correct.

The transcription data assisted in the discovery of a number of additional genes.
Interestingly some clear pseudogenes eg Pf12 1:2188535w - a stevor pseudogene and
Pf12 1: 779926¢ a var fragment — have been documented as being transcribed.
Transcription data for multicopy genes such as these needs to be interpreted carefully
as false positives may occur. Alternatively it is possible that these mRNAs are real
and are involved in some as yet unknown way with gene regulation. This latter
hypothesis presently seems less likely than the former but this question cannot be
resolved without experimental work.

Detectable sequence errors were found in all chromosomes. Both runs of single
nucleotides and the overall high AT content are difficult to sequence accurately and
this represents a serious problem to automated annotation. In Pf13 14:815831w
(erythrocyte binding ligand/antigen 1) - a gene that has been cloned and whose
sequence has been confirmed - has a run of 10 Ts in the first exon. The Sanger
chromosome 13 sequence gave this sequence as having 12 Ts giving rise to what

would appear to be a frameshift mutation.
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P£2:863065c rifin related Maurer's cleft 2-transmembrane protein alpha (PfMC-2TM
2.1a) is a pseudogene. The ancestral gene is a member, along with the rifin and stevor
genes, of a protein superfamily (422). A functional paralog of this pseudogene is

found on chromosome 1. All member of this family have two exons.

Start of exon 1
Chr  l: atg. .ttt eat Eat QEtiEabimaavaradat Attt ace

ata w@ta. cta gt gca tegidalt CEa  trtiaat-sanac

Chr 2t Bt~ LI "aft - L@k Tt Bar "aha She Apar Sk el o Ne
atavatahictestgtingcds sEedl dal ieta Sttt wia aiEsanic

Within exon 2
Chrl: a tat.ata aat. agtjaga get gtaaea gaaiaas aatigaa

tca..abtic .aats Jgaa

Chr2: a tac ata aat agt dat gat ata tta gaa aaa aat aaa

tca att Al atg aaec

End of exon 2
Chr 1: aea tLT TELt caa, aac aga aag, caa ata acaiaaa: Baa®

Chr 2: aaa .ttt Tttt caai ada aaa aaa*taatatg ata 'aaa taa*

Before the ATG start codon lies an AAT sequence preceded by several in frame stop
codons in both chromosomes. The ATG has mutated in the pseuodgene to ATT. A
single example of a frame shift lying within the second exon is shown above. A
deletion mutation is found further 5’within the exon. An additional premature stop
codon is also present. These are typical features of P. falciparum pseudogenes.

Two stevors annotated here (Pf7_7:467609¢c and Pfl11_1:56792w) have in frame stop
codons. In each case the genes have been reviewed by both annotators. In genuine
pseudogenes in P. falciparum multiple stop codons and insertion/deletion mutations
can be found. These two genes have only one internal stop codon and the remainder
of the gene is clearly coding. There are several possibilities for this: the sequence may

contain a genuine stop codon and the annotation is incorrect; there may be a sequence
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error; or this may be a form of regulation. It seems most likely that these stop codons
are simply sequence errors and that the genes are translated. Complicating this
hypothesis is that read through stop codons have been shown to be present in P.
falciparum - Pf 60.1 on Chr 13 (39). The existence of translated in frame stop codons
is problematic for automated annotation.

Five genes annotated here do not have the canonical GT — AG splice sites. The 5’ site
of Pf2_1:883238wp (a fragment of an integral membrane pseudogene) has mutated to
GA: the intron here was identified by alignment with a functional paralog.
Pf5 1:885711w (a putative nucleotide binding protein) has a 5’ site of GC. This may
be correct as some genes (<1%) are known to use GC rather than GT. Alternatively
this could be a miscalled base.

P£6:841221c¢ the telomerase reverse transcriptase (TERT) gene has an acceptor site of
AA instead of the canonical AG. The corresponding splice site was identified in the
orthologous gene of P. yoelli and it seems that this non canonical site in P. falciparum
is likely to be a sequencing misread. Pf14 1:1839984w (open reading frame) has a 3’
splice site of GTG. The intron looks very typical of P. falciparum and alternative 3’
sites are not present. Codon use in the surrounding gene is unusual: there no
transcriptional or other data currently available to assist the annotator. Presently this
gene should be regarded as highly suspect and experimental work is needed to clarify
the status of this putative gene.

The genes Pf12:2188535w (stevor related integral membrane protein pseudogene)
previously annotated by Stanford as PFL2580w (hypothetical protein) illustrates
another difficulty encountered during the annotation process. C4 and Pf12 were the

names of the contigs these sequences were located on.
Exon 1
cd: atgriEta Etaitg =t EEa Lttt ttatEqg aak adaa tta ttg

tta tha LEailtta ttgttaicca Lita "tta tEa Leartae

PEl2: tatg ' tea 'thalbalals. ittt LEtesta " tequate jaaatEa.ttqg
Ttay teal sbEgaitta et ankoa wdea P bba stga. thalstea tgc

Intron
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ata tgtaatttat aaatattatt aatatgtcat acatatatat
atatatatat |+ atatdkEacat wiatdatataat atataataalkt latEtgbatta
atteEBEE Bttt Ea ]

Exon 2
cd: aag laat 'ttt caa age aac igdgt tae atE itea icea e

PflZ: laga "@ta EEticaal agt: @ac agt kae idbgutcal cad ¢

The upper row of the exon alignment is a stevor from chromosome 4 and the lower is
the first exon from Pf12:2188535w. After an adenosine was inserted into the fourth
codon of the ancestral gene, the reading frame was altered and the intron of the
resulting pseudogene now has aquired a 5° AT site. An automated system will chose
the GT dinucleotide lying within the intron, changing the reading frame again. The
alignment with the stevors is extensive and shows the ancestry of the gene but it is
possible to translate this new gene as Stanford did. This gene may be both a functional
gene (Stanford) and a ‘pseudogene (here).” Distinguishing these possibilities requires
experimental work.

The presence of ‘T’ three bases before the initial ATG (position -3) is uncommon as it
is normally associated with poor translation of a gene. The gene Pf8 8:350523w (a
putative outer arm dynein light chain) has a TAA sequence before the initial ATG.

This was identified and reexamined: an identical pattern is present in P. yoelli.

Pyii-Eaa ntgiancyags (se=igtaligttidaghgasiugtt dace
Pf: taa atgiagt agevaed abg igea gaa daalget ace

The upper sequence is from P. yoelli and the lower from P. falciparum. The ‘n’ here
in the P. yoelli is not a typo but is it is as given by the sequencing centres. The
biological significance of this -3 TAA sequence is not known but since it appears to
be conserved this may perhaps be a mechanism of translational regulation.
Furthermore the second ATG within the sequence may act as an alterative start site —
yet another question that cannot be resolved without experiment.

Alternative splicing is known to occur in P. falciparum (238, 328, 457, 515) but no
alternatively spliced genes were reported by the MGP. While the present draft of the

annotation predicts 46 alternatively spliced genes, this is almost certainly an
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underestimate of the real number since alternative splicing is difficult to predict and
all existing methods are inadequate. Antisense RNA (80) may exist in P. falciparum
but again this could not be identified here.

tRNA and rRNA genes constitute the bulk of the non coding genes. Fourty tRNAs
have been identified here. While this is less than the 44 found in E. coli it is an
increase of 5 over the published version. Others may remain to be identified. These
genes, with five exceptions - tRNA-Pro (chromosomes 12), tRNA-Ser, tRNA Arg,
tRNA-Thr (chromosome 13) and tRNA-Pro (chromosome 14) - which are found
alone, occur in groups of two or three without intervening genes even when encoded
on opposite strands. Five rRNA genes all of which occur in the order 18S-5.8S-28S
were found and are probably transcribed as a single unit as in other eukaryotes. The
non protein encoding genes in the mitochondrion are all fragmented RNAs. One
putative small nuclear RNA has been annotated here (Pf3 1:365243w). Experimental
confirmation is needed here.

The BLAST programme used for gene identification was not free from difficulties
either. While no false positives were found, in small number of instances genes
known to exist from the literature were not identified. These problems were not
reproducible and may perhaps reflect the BLAST servers’ work load. Theoretical
problems with Blast have also been reported (26). Along with the conservative
approach these problems taken here may have resulted in the under identification of

genes.
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‘Then said they unto him, Say now Shibboleth: and he said Sibboleth: for he could not frame
to pronounce it right. Then they took him, and slew him at the passes of Jordan: and there fell
at that time of the Ephraimites forty and two thousand.’ Judges 12:6

Chapter 4: Gene identification system

4.1 Introduction

While hundreds of genomes have been sequenced and annotated this undertaking has
not been without its difficulties. In the mouse genome 58% of the 5' ends have been
shown experimentally to have errors (114): 20-25% of the genes have alternative
splice sites that were not predicted and many new unpredicted exons were found. A
second study reported similar findings (523). Problems have also been reported in the
human (426), rice (30) and Aspergillus nidulans (451) genomes. After reviewing part
of the human genome, Nelson (338) has likened the annotation as something that
might be found in the satirical ‘Mad Magazine.’ In the less well-studied Cryptococcus
genome, only 60% of known genes were predicted correctly (500). Bennetzen et al.
(30) found an error rate of ~50% in the rice genome and described some of the
published annotations as “fantasies.” The Arabidopsis researchers have recognized
this problem and a community-based project to improve this genome’s annotation has
been created (428). Laird e al (258) have identified in 60 papers examples of the
misidentification of a single Arabidopsis gene (PR-1): this list is unlikely to be
exhaustive. While attempts have been made (210) to maintain consistency with earlier
papers (156) this practice has not always been observed (158). The presence of errors
reported in the Plasmodium falciparum annotation (313) which have subsequently
been confirmed (34) has lead to multiple copies of the same gene being listed as
‘synonyms’: a gene (GenBank accession number NC_004330) currently identified as
PFI0010c is listed as having the following synonyms: PFI0015c, PFI0020w,
PF10025¢, PFI0030c, PFI0035¢c, PFI0050c, PFI0055¢, PFI0065w, PFI0070w, and
PFI0075w. All of these synonyms have been given the principal gene ID of PFI0010c.

While the consequences of gene misidentification may not be as severe as the

mispronunciation of shibboleth (‘ear of grain’ - Hebrew) was to the Ephraimites after

being defeated by the Gileadites circa 1150 BC, it is still significant. Nebert and Wain
wrote (337):




“Why is agreeing on one particular name for each gene important? As one genome
after another becomes sequenced, it is imperative to consider the complexity of genes,
genetic architecture, gene expression, gene-to-gene and gene-to-product interactions
and evolutionary relatedness across species. To agree on a particular gene name not
only makes one's own research easier, but will also be helpful to the present
generation, as well as future generations, of graduate students and postdoctoral

fellows who are about to enter genomics research.”

With the large and increasing numbers of genes in the literature and the re-annotation
projects underway, it is essential to have a simple and unique method of identifying
genes which can be applied to any organism and that can be consistently applied
between groups working independently of one another. This is a problem which has

been studied for several decades (88).

Previously proposed solutions can be classified into two approaches: either an
apparently arbitrary number or a simple enumeration scheme. GenBank uses the first
of these methods. Each sequence listed therein is identified by a constant and unique
alphanumerical identifier assigned by GenBank, ensuring that the sequence sought
can be retrieved once the identifier is known to the end user. The problem with this
approach for genome annotation is that it creates difficulties with consistency of the
data that may be difficult to identify. If there is no central distributor of identifiers it is
possible that a gene may receive multiple identifiers or that two or more genes will
receive the same identifier. Recognition of these problems is difficult at least in part
because of the non-intuitive identifiers used. The use of such identifiers is often
recommended where database access is under the control of a single entity but this
practice has clearly created difficulties given the distributed nature of gene

identification.

The second approach is the use of sequential numbers starting at some arbitrary point
in the genome. This method has been used by the Sanger Center and the Institute for
Genomic Research for several their published genomes including that of P.
falciparum. While this method has the significant advantage of being intuitive, it is
highly prone to consistency errors. Consider a sequence of five genes where each has
been allocated an identifier from 1 to 5. Gene 2 is subsequently found to be in error, is

re-annotated and assigned a new identifier 6. At the same time a second group
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discover that gene 3 is incorrect and also assign the identifier 6 to this second re-
annotated gene. Unless both groups submit their findings to the same journal, it is
unlikely that this inconsistency will be recognized for some time. Given the
difficulties in genome annotation that currently exist continued use of these methods

is likely to result in problems similar to those previously described.

A simple method of gene identification providing unique identifiers consistently
between different groups of workers and which may be used for either primary
annotation or in re-annotation work is described here. The method may be applied to
protein encoding and non-protein encoding genes, promoters or other elements of

biological interest. This method was developed jointly by Dr Huestis and myself.
4.2 Proposed system of gene identification

Like all such systems (297), a system of gene identification should comply with four

principles:

1. Full address principle: the address must be unique and enable the user of the

annotation to locate and to retrieve the gene.

2. Minimum content principle: additional information that should be provided to the
user beyond the address. Where there has been revision of a previously annotated
gene the revision history of the gene must be included. The function of the gene when

known should also be included.

3. Compacting principle: unnecessary verbosity is to be avoided.

4. Formatting principle: the use of punctuation, abbreviations and other materials in

the identification should be standardized and used consistently throughout.

A gene may be uniquely denoted by three things that are routinely available: the first
base position, the strand, and the DNA sequence within which it lies. A gene lying on
Plasmodium falciparum chromosome 1 on the Watson strand starting at base 100 is
here designated as Pf1:100w. Genes lying on the Crick strand are designated with the

suffix ‘c’. A similar gene initiating at base 100 on the Crick strand would be

designated as Pf1:100c. If the chromosome is not known, the contig identifier is used




— for example in Plasmodium vivax contig 1 the identifier would be Pv_contigl:100w.
To reduce the potential number of possible identifiers where the chromosome is
known then the chromosome identifier should be used. Where this is not known the

contig where the gene has been most recently described should be used.

A species identifier is added as a prefix to make the system more portable. For P
falciparum Pf1:100w was used here indicating a gene on chromosome 1 starting at
base 100. While rules for the consistent use of species identifiers need to be
developed, it seemed sensible to use of the first letter of the genus name and one or

more letters of the species name.

Since it is possible for two or more groups sequencing genes to find the same gene but
in different contigs a system of reconciliation is needed. Such a system has been used
for centuries in manuscript analysis. Manuscripts that have been renamed are
designated with the reserved word olim (‘formally known as’- Latin). If a gene has
been designated as PFA0005Sw and is later redesignated as Pf1:100w, this is contained
in an annotator’s note: Pf1:100w olim PFA0005w. In this fashion it is possible to
ensure continuity of the gene identification throughout the literature. While
backwards compatibility with earlier annotation systems is desirable, the multitude of
systems currently in use has made this impossible. Earlier denotations can be

incorporated so far as possible using olim.

Alternatively spliced genes sharing a common first base can also be accommodated.
Where a gene (Pf1:100w) is known to have two or more alternatively splice forms
these forms are denoted ‘Pf1:100.1w’°, ‘Pf1:100.2w” and so forth. Where two different
laboratories discover different alternative splices, the gene identifier should make
their relationship clearer than is presently the case. As additional splicing variants are
discovered the numbers .1, .2 are to be used in the order of publication and not
subsequently reused if the paper that described them originally is subsequently shown

to be in error.

The sole remaining difficulty here occurs where two or more laboratories discover on
the same contig two or more alternatively spliced genes and publish them
simultaneously. While this does not presently seem to be a likely scenario, the

relationship between these genes should be straightforward to identify and additional
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extensions of the rules can be developed: in this hypothetical case it is proposed that

the longest gene be given the lowest available number.

To complete the gene identification the name of the proposed gene product is
included. To use the overworked hypothetical example yet again this gene would now
be Pf1:100w olim PFA0001w glucose dehydrogenase. Additional information may

also be included here.

Pf1:100w olim PFA0001w glucose dehydrogenase Location=100..200|300..400

Here the exon locations have been included with the gene identifier. The inclusion of
location, while not strictly necessary in order to generate an unambiguous gene
identifier, provides additional data to prevent confusion between simultaneous gene
identification arising in different laboratories.

During the P. falciparum re-annotation it was found that the presence of sequencing
errors has required the insertion or deletion of a single base at various points in some
coding regions. As in manuscript analysis, the use of annotator notes here has proved
to be of additional value, allowing comparisons to be made directly between
alternative possible gene models. The compilation of annotator notes for genome
annotation also provides consistency between researchers. Such notes are unlikely to
be of great use to scientists wishing to clone genes but are rather intended to be of use
to those examining genome annotations. A limited vocabulary for this use is proposed
in Table 4.1. By convention manuscript annotations are in Latin. This convention was

used here with the exception of the term ‘frameshift’ - a usage unique to genomes.

anti connected with

caput start

intra lying within another gene
consortis overlapping

iextra ordine

put of order

Finis

istop

frameshift at [xxx]

frameshif‘t at position [xxx]

iitem infra

;Iikewise below
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item supra likewise above
x

jlterum second instance |
olim formerly known as

sic iit appears thus in the original
pars altera one of two parts of a gene

pars prior the first of two parts of a gene
residuum vestigia gene fragment

tertium third instance

trans on the opposite strand

vice [datum1] [datum2] replace [datum1] with [datum2]

vide lacuna [xxx] note gap at [xxx] |
| 1

TABLE 4.1. Proposed vocabulary for annotation notes

If a gene is known to overlap a second gene (consortis) or to lie within a second gene
(intra) this should also be included in the notes. If gene A overlaps gene B this is
designated: gene A consortis gene B. Similarly if gene A lies within gene B this is
indicated thus: gene A intra gene B.

The order in which these terms should be used has not been fixed but it seems
sensible to place the terms following olim at the end of the notes. For example let
gene B be a revision of gene A with a newly discovered frameshift at position 100.

This would be then designated: gene B -1 frameshift at 100 o/im gene A.

4.3 Discussion

The purpose of any system of identification is to ensure reproducibility of results. The
method described here should make this possible. Additionally, unlike previous
methods, the technique described here makes the process of re-annotation of the gene
more transparent.

This method was proposed by the authors at the British Society for Parasitology
meeting in 2004 and appears to have bee adopted at least as an interim measure by the

Sanger Center in the work on the Plasmodium vivax genome.
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Three criticisms of this method can be made: (1) that it generates too many gene

identifiers for a single gene (2) that the start codon may not be correctly identified and
(3) that as a genome is being assembled the identifier may become too cumbersome to
use. Each of these points will now be addressed.

In 1945 Beadle and Tatum introduced the ‘one gene, one enzyme hypothesis into
biology. Since then it has been realized that genes have alternative translation
initiation sites, alternative splicings and other modifications. In general genes should
more properly be regarded as a collection of RNA entities rather than a single
sequence within the genome. The difficultly for an annotator or experimentalist is to
designate the sequence that is being described rather than the gene it forms part of.
This is a problem of informatics rather than one of biology.

An admittedly arbitrary choice was made here to designate sequences with differing
translation initiation sites from the single gene of which they form a part. This allows
a consistent and unique identifier to be created for each sequence of the gene. If a
gene is associated with sequences with several translation initiation sites then this
relationship should be indicated in the accompanying annotation notes. The existence
of number of identifiers for a single ‘gene’ merely reflects the underlying complexity
of the biology.

The method described here relies on the identification of the start codon. If a gene is
correctly identified then all groups will end up using the same identifier.
Unfortunately current annotation or experimental methods may or may not identify
the initiation base correctly.

Optimally an identification system will reflect a reproducible aspect of the biology but
this is not an essential attribute of such a system because the creation of identifiers is a
problem of informatics rather than one of biology. Currently existing systems bear
little if any relation to the biology. One advantage of the method proposed here is that
if a gene is found to have an alternative start site this change will be immediately
apparent: with the existing systems such a change may be difficult to identify.
Genomes currently are assembled from a number of pieces of DNA. Genes may be
annotated within these pieces before the genome is completely assembled. Keeping
track of the identifiers of these genes during assembly is a challenge. The method
proposed here allows for easy updating of the identifiers and previous identifiers can
be recorded with the use of olim. However if the assembly process requires a number

of builds the olim notes may become lengthy and cumbersome. While it is desirable
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to keep track of as many previous identifiers as possible a compromise seems to be to
keep only the last two identifiers preventing the identifier system from becoming

overly cumbersome but still allow previous versions to be traced in the literature.

74




Chapter 5: Database files

5.1 Introduction

This chapter an outline of the database files used in this project is provided. The files
provided here were some of the materials used in the annotation of the genome and
the preparation of this thesis. The only additional materials used were a large number

of text files used largely as temporary storage for examination of the genes.

5.2 Description of the included files

The genes annotated in this project are available on the attached CD in two formats —
a text file of comma separated values (*.csv files) and a set of Microsoft Access files
(*.mdb files). The CSV files can be imported in to any current relational database.
The *.mdb files support the open database connective interface allowing the data to be
used even in the absence of a database. Additionally many databases recognize the
*.mdb format and can import these files directly.

On the CD the data is arranged into two tables: one of gene parameters and a second
listing the exons and introns and a number of associated parameters. In the gene table
for each of these genes the following parameters are available: the identifier,
chromosome, strand, annotation history, the start and stop coordinates, length of
coding sequence and protein length, the start and stop codons, the number of introns
within the gene, base composition at all three codon positions, codon use, relative
synonymous codon use, amino acid use, coding sequence, translated amino acid
sequence, predicted relative molecular weight, predicted pl, dinucleotide use in the
1:2, 2:3, 3:1 and 1:3 codon positions, the effective number of codons, and the codon
chi square. The type of evidence for each gene is also provided — cloned,
transcriptional only, proteonomic only or prediction only. When a protein is an
enzyme the Enzyme Commission (EC) number is also provided.

The hydrophobicity of the protein was calculated with the Kyte Dolittle scale (Table
5.1). The relative synonymous codon use, the codon chi square and the effective
number of codons were determined as described previously (chapter 3). The

molecular weight was determined by summing the relative molecular weights of the
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amino acids in the protein less the relative molecular weight of water (18) when the
residues lay internal in the protein. The ionization of the side chains and the COOH
and NH, terminals of the protein at varying pHs was calculated; the predicted value of
the plI - the pH at which the number of ionized residues is minimal - was determined
to the first decimal place. The type of evidence supporting the annotation was derived

from examining the published literature.

Mass | pKyi | pKz | pKs | KD value
Alanine 89.09 |2.35| 9.87 1.8
Cysteine 1201811821 107 | B8 -4.5
Asparticacid | 133.1 |1.99| 9.9 3.9 -3.5
Glutamic acid | 147.13 | 2.1 | 9.47 | 4.07 -3.5
Phenylalanine | 165.19 | 2.2 | 9.31 25
Glycine 15,07 12351 978 -3.5
Histidine 165161 18 | 938 | 604 -3.5
Isoleucine 13117 |.2.32 | 9.76 -0.4
Lysine 146.19 | 2.16 | 9.06 | 10.54 -3.2
Leucine 131:47 | 2.33 | 9.74 4.5
Methionine 149.21 | 2.13 | 9.28 3.8
Asparagine 132.12 | 2.14 | 8.72 -3.9
Proline 115.13 | 1.95 | 10.64 1.9
Glutamine 146.15 | 2.17 | 9.13 2.8
Arginine 1742 | 1.82| 8.99 | 12.48 -1.6
Serine 105.09 | 2.19 | 9.21 -0.8
Threonine 11812 | 2.08.| 9.1 -0.7
Valine 11735 1238, 9.74 -0.9
Tryptophan 204.23 | 2.46 | 9.41 -1.3
Tyrosine 81.181 22 | 821 11046 4.2

TABLE 5.1. Values used to determine the relative molecular weight, predicted pI and
hydrophobicity of the proteins. Abbreviations: Mass — relative molecular weight; pK;

— the pH of the COOH terminal; pK; — the pK of the NH; terminal; pK3 — the pH of
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the side chain where applicable; KD value — the hydrophobicity assigned to the amino
acid in the Kyte Doolittle scale.

The exon-intron table contains additional data on all the intron containing genes. Each
gene has its own identifier and strand. For each exon the following parameters are
available: its number, length, phase, base composition in all three codon positions,
dinucleotide use in the 1:2, 2:3, 3:1 and 1:3 codon positions, the start and end
coordinates and the exon sequence. For each intron its number, the 5’ and 3’ splice
sites, the phase, base composition, dinucleotide use, length and sequence are given.

Additonally a set of HTML files are included on the CD. These were created at the
request of the examiners — Professor K. H. Wolfe and Dr J. O. Mclnerney. These files

were not used in the preparation of this thesis.
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Chapter 6: Gene organization and structure

6.1 Summary

In this chapter an over view of the nuclear genome is first presented. This is then
followed by a study of the intergenic distances and their relationship to relative gene
orientation. Genes that are convergently transcribed have on average the least
separation while those that are divergently transcribed have the greatest. It is also
found that in four of the fourteen chromosomes potential clustering of genes in the
same orientation is present. This finding is sensitive to the quality of the annotation
and should be treated with caution. Other properties of the genes that are examined
here include gene length, predicted pl and protein hydrophobicity. Gene length seems
to follow a single distribution that is neither normal or log normal. The predicted pl of
the proteins is distributed bimodally with the trough close to the expected pH of the
cytoplasm. A linear relationship between the number of acidic and basic residues in
the proteins was found. The predicted mean hydrophobicity of the proteins is
unimodal unlike the pattern found in E. coli.

Finally the Chargaff differences are examined. Pyrimidine and purine content was
found to be very highly correlated with the purines exceeding their complementary
pyrimidines by an almost constant factor of 50%. While this purine excess might be

expected by Sybalski’s rule the almost constant excess was unexpected.

6.2 Nuclear genome overview

The current version of the annotation predicts 5100 genes in the chromosomes (Table
6.1) with an additional 125 genes lying on unmapped contigs. Of these contigs the
chromosome of origin is known only for three. Twelve conserved non coding
sequences lying 5° of the internal var genes were identified and have been labelled as
putative promoters. This designation seems reasonable but may yet prove to be
incorrect. Only one third of the genes - 1712 (33.8%) - have identifiable products. Of
the remainder there are 579 genes encoding proteins for which there is either

proteonomic or transcriptional evidence which have been designated ‘proteins of
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unknown function’ and 2809 genes have been identified as ‘hypothetical proteins’ for
which there is no independent evidence.

There are 118 pseudogenes - 2.2% of the gene total. Of these 6 are rifin pseudogenes,
25 are stevor pseudogenes, 4 rifin/stevor pseudogenes and 51 var pseudogenes.
Interestingly all of these are non functional paralogues of P. falciparum genes that
code for variable and immunogenic surface proteins. Of the remaining 32
pseudogenes a functional paralogue can be identified for only four: three are the
remnants of other surface exposed genes and one is a chitinase. Both these
pseuodgenes and their functional paralogues tend to be located in or adjacent to the
GC rich isochors at the end of the chromosomes. The number of var, stevor and rifin
pseudogenes may be the consequences of an above average mutation rate. There is
some evidence for an enhanced mutational rate in these relatively GC rich regions but
this needs additional confirmation (520). Alternatively the representation here may
reflect an unconscious annotation bias: pseudogenes of multicopy genes are
considerably easier to find than pseudogenes whose functional paralogues have but a
single copy.

Of the nuclear genes there are 364 cloned genes, 994 with proteomic data only and 88
with transcriptonome only data. This does not include the 66 var genes or the 175
rifin and stevor genes. While representatives of all these multicopy genes have been
cloned before, it was impossible to assign the clone to specific genes in the 3D7
genome. It is likely that additional genes have been cloned that have not been
included in these totals but the number missing seems likely to be small. The cloned
genes were used to check the correctness of the annotation. Agreement was complete
with one exception — that of normocyte binding protein 2 on chromosome 13. This
protein is involved in invasion of the reticulocytes (388) and its gene has been cloned
(389). The sequence in chromosome 13 agrees with the cloned gene for the first part
of its length whereupon the similarity disappears. This part of the chromosome 13
sequence is non coding suggesting a missassembly at this location.

Overall mean gene density is 200 - 250 per megabase - higher than that of
multicellular eukaryotes. 2725 (53.3% gene total) genes have introns and there are
8232 introns — an average of 3.02 introns per intron containing gene. 1250 of these
genes have only a single intron, 478 have 2 introns, 302 have 3 introns and 695 have
more than three. The greatest number (33) of introns within a single gene is found in

Pf12 1:119402w - a putative dynein heavy chain gene.
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Proportion Proteins ' Non proteins

“ Mitochondrion \ 83.4 3 19
Plastid 966 28 31 |
“Chr 1 518 R R
“Chr2 562 228 | 1

Chr3 50,0 246 3

Chr 4 T 59.2 246 11
'Chr5 B0 o7 10
Chré B 315 3
Chr7 63.0 3o [
MOEED R 298 g
“Chrg 57.0 373 ’

"Chr 10 427 408 R
Chri1 59.2 478

Chr 12 43.0 530

Chr 13 62.7 677 10

i'cﬁ{f 14 60.3 768 6

TABLE 6.1. Gene content by chromosome. Proportion is the percentage of the
chromosome that is gene encoding. The non protein counts include pseudogenes and

putative promoters. Abbreviation: chr - chromosome

Including introns the proportion of the nuclear chromosomes encoding genes varies
from 42.7% (Chrl10) to 63% (Chr 7). The difference may be a genuine biological
feature or indicate that there are more genes to be found on the lower density
chromosomes - a question that cannot be resolved with the presently available
information. 4 priori there is no known reason why gene densities should be the equal
in all chromosomes. The raison d’etre for the differences in chromosome length
within a genome and the variation in chromosome number between organisms are
also obscure but all these differences almost certainly reflect some as yet

undiscovered underlying principle.
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6.3 Organisation and spacing of genes

The genes are equally divided between the two strands with 50.2% lying on the
Watson strand and 49.2% on the Crick strand. The genes initially appear to be
organised in a somewhat haphazard fashion — a biologically implausible scenario.
Exploration of the functional organisation of the genes will require a considerable
amount of experimental work. In contrast investigations of the intergenic distances

and the organisation of gene orientation are immediately possible.

6.3.1 Methods

The intergenic distances and the strand the genes lie within were extracted from the
database. Denoting genes lying on the Watson strand as “+” (Watson genes) and those

[

on the Crick as “-” genes (Crick genes) and writing these out generates strings similar
to ‘++-+--+-+’. Within these strings the symbols will form clusters or ‘runs.” A run
may consist of but a single symbol. A run ends where the symbol in the run changes.
A test of randomness of such sequences has been described (490). Under the

assumption of randomness the expected mean number of runs (k) is

E(k)=1+2/(1/n + 1/ny)

and the variance is

6 =(2viv2) Qviva—vi-v2) /[ (Vi +v2)* (Vi +v2-1) ]

It has also been shown (161) that if the number of both types of symbol is greater than
10 the total number of runs is approximately normally distributed. A z score for each
sequence of genes can be determined from the formulae given and the probabilities
determined from the usual tables. Additional tables are available for values where
either n; or n, or both are less than 10.

The intergenic sequence lengths were also examined. Considering the genes in pairs
there are four possible cases: +/+ (a Watson gene followed by a second Watson gene),

+/- (a Watson gene followed by a Crick gene), -/+ (a Crick gene followed by a
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Watson gene) and -/- (a Crick gene followed by a second Crick gene). Adjacent genes
with the same orientation are referred to genes in parallel: genes whose 5’ ends lie
adjacent are referred to as divergently transcribed genes (divergent genes); and genes
whose 3’ ends lie adjacent are referred to convergently transcribed genes (convergent
genes). Because there might again be a difference between the chromosomes the

intergenic distances were calculated chromosome by chromosome.

6.3.2 Results

The mean intergenic distance (Table 6.2) lay between 1367.5 and 1853.9 bases. The
distribution while similar between chromosomes is markedly non normal - a fact
reflected in the relatively large standard deviations. The number of runs lay within
that expected of a random distribution in 10 of the chromosomes. In chromosome 4-6
and 14 the number of runs exceeds that expected by chance.

The mean intergenic distance (Table 6.3) for divergent genes lies between 2 and 2.6
kilobases, suggesting that on average the 5° control regions may lie within 1.0 - 1.5
kilobase pairs (kbp) of the start codon. Convergent genes generally lie between 600 -
1000 bases apart, suggesting that the 3° control elements — where and if they exist - lie
on average within 300 - 600 bases of the termination codon. Genes in parallel are on
average separated by 1.5 — 2.0 kbp - consistent with the sum of the estimates from the

other sets of genes.

Intergenic distance Observed runs Expected runs

'Chr1 | 1749.2 (1360.4) 68 74.9 (6.0)

| Chr2 16145 (1144 .1) 111 114.7 (7.5)

' Chr3 1517.1 (1226.1) 139 128.3 (7.9)
Chr 4 1582.4 (1315.7) 150* 124.8 (7.8)
Chr5 1635. 3 (1326.4) 147* 126.0 (7.9)

' Chr6 1633.8 (1528.0) 149* | 126.0(7.9) '
Chr7 1521.1 (1113.0) 107 | 148341 9) |
Chr 8 1781.1 (1995.9) 123 I 118.4(79)
Chr9 1614.1 (1806.3) 129 \ 124 .4 (7.8)

| Chr 10 1548.2 (1322.5) 136 124 .4 (7.8)
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'Chr11 | 1729.4 (1489.8) | 133 126.0 (7.9)

Chr 12 ‘ 1508.2 (1274.4) 136 126.0(7.9)
' Chr 13 } 1367.5 (923.2) | 136 1252(7.8) |
Chr14  1853.9 (1658.9) 141* | 121.8(7.6) ‘

\ I

TABLE 6.2 Mean intergenic distances (standard deviation) in base pairs, observed
numbers of runs and expected numbers of runs (standard deviation). Observed runs

with p < 0.05 are marked with an asterisk (*).

| ++ | +- | -1+ | - |

Chr1 | 2124.7 (1738.3) 71034.2 (1026.1)  2455.1 (1514.1)  1481.6 (686.0) |

Chr 2 1766.4 (820.5) 920.2 (767.7) | 2227.8 (1576.1) | 1734.5 (899.8)

' Chr 3 1497 .4 (863.4) 672.1 (361.9)  2374.0 (1640.2) = 1540.8 (849.8)

Chr4 | 1636.6 (1034.8) 795.9 (532.5)  2420.3 (1529.0)  1972.8 (1583.7)

Chr5 | 1993.4 (1804.9)  814.0 (541.9) | 2123.8 (1220.8)  1547.2 (810.8)

Chr6 | 1785.9 (965.5) | 1005.6 (2138.6) | 2179.8 (1258.1) | 1599.9 (1037.9)

Chr7 1622.6 (877.5) 892.4 (854.6) 2014.1 (1110.9)  1849.3 (1139.3) |

'Chr8 | 1884.8 (1529.7) | 848.3 (809.7) 2564.9 (2822.5)  1616.2 (860.5) E

Chr9 | 1915.4 (2262.9) 735.4 (547.1) | 2281.4 (1369.5) | 1587.5 (1026.7) 1‘

Chr10 | 1404.3 (917.4) 864.6 (927.0) 2218.4 (1564.7) 1797.3 (1108.8) |

'Chr11 | 1640.6 (901.2) 888.4 (1226.0) 2316.4 (1506.8) ' 1953.1 (1623.0)

|

Chr12 | 1358.4 (785.7) 776.1(486.8) 2283.1 (1547.1) 1697.9 (1098.7)

Chr13 | 1394.6 (802.6) 871.6 (658.5) | 2083.3 (1160.4) 1461.8 (722.8)

Chr 14 | 1707.9 (1078.3) | 992.3 (2493.8) 2550.9 (1539.9) 1662.4 (1085.2)

TABLE 6.3. Mean intergenic distances (standard deviation) in base pairs organised by

chromosome and gene order.

There were also a small number of genes with very small intergenic separations
(Table 6.4). The shortest (17 bp) was between two genes in parallel (-/-)
Pf14 1:1668935¢c (hypothetical protein) and Pf14 1:1672341c (protein of unknown
function). There are three convergently transcribed gene pairs - Pf4 1:354376w and
Pf4 1:358450c both hypothetical proteins separated by 28 bases; Pf5 1:167649w
(ATP dependent helicase) and Pf5 1:169549c¢ (hypothetical protein) separated by 47
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bases; and a 60 base separation between Pf6:1288240w (DEAD/DEAH box ATP
dependent RNA helicase) and Pf6:1290868c (hypothetical protein).

o +He | - 2 e
Chr 1 284 | 165 | 431 | 296
Chr2 | 456 | 196 | 183 | 133
chr3 167 129 551 |
Chr4 208 |28 | 843 | 460
“Chr5 e |4 | e 138
' Chr6 407 60 | 598 514
s 504 | 390 |
"Chr8 154 | 160 [ 582 | 416
' Chr9 367 | 181 | 645 | 315
' Chr 10 S5 | . 30 w8
GhriT [ AW .| 8 | ot | 20
Chr12 | 357 | 81 198 | 258
Chr13 | 96 o3 | A | 2%

137 17 113 225 |

' Chr 14

TABLE 6.4. Mimimum integenic distances in base pairs.

6.3.3 Discussion

On the chromosomes where kilobases may lie between genes, coordination of
expression is much more likely to be the result of trans acting factors so gene
arrangement - at least in theory — may be more flexible rather than the operons found
in bacteria where groups of functionally related genes tend to lie in the same
orientation. To test this hypothesis the runs test was applied to the chromosomal
genes. This test is sensitive to the accuracy of annotation. A single gene in either
orientation at a critical location can alter the significance of this test. Given that it is
suspected that there may remain a small number of errors and overlooked genes the

results here should be regarded with considerable caution. In contrast to this test the
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remaining statistical tests are fairly robust with respect to the quality of the
annotation.

With these caveats in mind there appears to be a statistically significant grouping of
genes by orientation on four of the chromosomes here but why this difference exists
between the chromosomes is not presently clear. This association of genes may be
worth reinvestigating once the quality of the annotation has improved.

The intergenic distances have large variances and are not normally distributed. While
it is possible to statistically compare the intergenic distances, the variances are such
that even a statistically significant result is presently unlikely to offer additional
biological insight. Genes in parallel (+/+ or -/-) - unless they form part of an operon or
lie close together - are unlikely to interfere significantly with each others transcription
or other mechanism of gene control. In contrast convergently (+/-) or divergently (-/+)
transcribed genes might - in theory - interfere with one another’s transcription.
Because of this potential interference theory suggests that divergently transcribed
genes should lie further apart than genes in parallel. Convergently transcribed genes
may lie closer together, further apart or equidistant to genes in parallel depending on
the relative importance of the 3’ region. With the additional assumption that on
average the control region of the gene will lie more closely to the relevant gene than
its neighbour we can estimate the length of sequence where the control elements lie
both in the 5° and 3’ directions. From the figures here it seems that the 5’ control
elements lie within 1-1.5 kiliobase pairs of the start codon. 3’ control elements may or
may not exist for all genes here. Where they do exist it seems likely that they on
average exist within 300 bases of the termination codon. Both these estimates should
be taken only as crude approximations as the variation between genes is considerable.

Given the large variances that exist the minimum intergenic distance was also sought
as this might give additional insight in the location of putative control elements. The
convergently transcribed genes had in general the smallest intergenic separation —
generally 80 - 200 base pairs (bp). Assuming again that even in these extreme cases
the separation is divided equally between the genes the 3 control elements — if they lie
in this area — must lie within 40 -100 bp of the termination codon. Alternatively they
may lie within the neighbouring gene.

Considering the minimum separations alone the divergent genes had on average the
greatest minimum separation (300 — 600 bases); convergent genes the least (200 - 600

bases); and the genes in parallel lay between these values (300 - 500 bases). Theory
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would suggest that a minimum distance exists between genes to prevent interference
during transcription. These results are consistent with this hypothesis. These gene
may either have short 3” untranslated sequences or the transcription extends into the
neighbouring gene. Experimental examination here seems desirable.

The divergently transcribed pair Pfl10 1:986592w and Pf10 1:988552c¢ (both
hypothetical proteins) and separated by only 20 bases represent an interesting case. It
is possible that both sets of promoters lie within this short sequence or that one or
either of the promoters lie within the neighbouring gene. Alternatively this could be
an annotation error. The genes have been reviewed with this in mind but while this is

always a possibility, this does not seem likely at present.

6.4 Protein length, predicted pl and hydrophobicty

The collection of proteins within the genome has other parameters of interest
including the distributions of lengths, predicted pl and hydrophobicity: these were

also examined.

6.4.1 Methods

The predicted pl values, the number of acidic and basic residues and the length of the
proteins were extracted from the database. Since the principal determinants of the pl
are the acidic and basic residues, the number of basic (lysine, histidine and arginine)
residues were plotted against the number of acidic residues (glutamate and asparate).
Since the proteins vary considerably in length the hydrophobicity per residue was
determined. The total hydrophobicity and protein length were extracted from the

database. All numerical calculations were carried out Microsoft Excel.

6.4.2 Results

The distribution of protein length is clearly non normal (Figure 6.1). The lengths vary
over three orders of magnitude: the shortest Pf5 1:869990w (open reading frame) has
17 residues and the longest Pf6:1122802c¢ (protein of unknown function) 10,287
residues. The mean length is 775.7 residues, the median length 473.0 and the standard
deviation of the length 876.0. Over half the proteins (2593) have between 100 and 550
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residues. Given the shape of the distribution it might seem possible to fit a gamma

function but this was not found to be the case.

Number of proteins

=S

N e D O

[= B R = e )
1 1 Y
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o

250 450 650 850 1050 1250 1450 1650 1850 2000

Number of residues

FIG. 6.1. Distribution of residues per protein. 388 proteins with more than 2000

residues have been excluded.

The visual appearance of the length plot (Figure 6.1) can be improved by first taking

the log;o of the protein length when it becomes more symmetrical (skewness 0.16) but

remains non normal (kurtosis -0.27). These findings are incompatible with a log

normal distribution.

The predicted pl shows a bimodal distribution (Figure 6.3) with the trough centered

around 7.5.
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FIG. 6.2. Distribution of log;o (protein length)

Number of proteins
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FIG. 6.3. Distribution of the predicted pl values.

With a single outlier there is a linear relationship between the acidic and basic
residues (Figure 6.4). The basic residues exceed on average the acidic ones by ~20%.
This linear relationship may add to the buffering capacity of the proteins within the
cell. The single outlier is Pf11_1:1947120w — the Maurer's cleft protein or erythrocyte

membrane associated giant protein antigen 332 (Pf332).
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y = 0.7941x + 1.05
R? = 0.879
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Basic residues

1

FIG. 6.4. The numbers of basic and acidic residues. F = 35,085.3 p <10™""

The histogram of normalized hydrophobicity (Figure 6.5) shows a symmetrical
unimodal distribution centered on the mean (-0.666 units per residue) and with a

standard deviation of 0.467 units per residue.
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FIG. 6.5. Distribution of the hydrophobicity (Kyte Doolittle units) per residue.
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6.4.3 Discussion

While no biological theory exists to give guidance as to the expected distribution of
protein lengths in this genome, it seems reasonable to presume that protein lengths
within a genome obey some as yet undiscovered law. This presumed law may be
influenced by the size of the genome, the GC content, whether the organism is
parasitic or free living, the domain it belongs to - eukaryote, prokaryote or archaea —
as well as other factors. No known reason exists for any of these curves to fit a well
known mathematic distribution such as the normal or log normal. This like other
empirical findings will have to await the development of a satisfactory theory of
genomes.

The cytoplasmic pH of the parasite is not known with certainty but is thought to be
~7.4 (Brey, University of Liverpool, personal communication): the trough values here
are consistent with this. The trough presumably exist because of solubility concerns: a
protein is at its least soluble when the solution is at the protein’s pl. By avoiding the
cytoplasmic pH the solubility of the proteins at translation is maximal.

A curious feature is the large peak in the higher pH range. This exists presumably
because of the relatively large amounts of lysine encoded in the genome. How much
of this high value peak is actually present after post translational modifications
remains to be seen.

Since the process of metabolism generates acidic materials it makes biological sense
that the basic buffering capacity exceeds that of the acidic. This is a difficult
hypothesis to test experimentally as changing large numbers of acidic and basic
residues would almost certainly disrupt the metabolism of the organism to the extent
to render it non viable.

The reason for the linear relationship between these types of residues is not known.
This relationship has not prevented the proteins from having a considerable range of
pl values. This fixed proportionality between these hydrophilic residues is not
accounted for in current biological theory. This finding suggests that there is some
selective force acting here requiring the codons to covary in order to maintain this
proportionality. This proposed selective force is likely to be at least in part a
requirement for the overall shape of the protein. Replacing all or almost all the
positively charged residues in a protein with negatively charged ones would seem

likely to alter the protein’s three dimensional shape and function.
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On the acidic-basic residue plot one large protein - erythrocyte membrane associated
giant protein antigen 332 (Pf332) - with a predicted molecular weight 688 kilodaltons
(4) is an outlier. This protein of unknown function is found within the structures
known as Maurer’s clefts on the erythrocyte surface. Its composition is highly
unusual: of its 6093 residues, 1718 are glutamatic acid. The predicted pl is 3.5 the
third lowest in genome with only Pfl4 1:1672341c (hypothetical protein) and
pf13 23:1642938c¢ (casein kinase 2 regulatory subunit) whose predicted pl of 3.1 and
3.4 respectively are lower. Pf322 has two exons of which the N terminal part of the
first exon encodes a typical protein sequence. The vast bulk of the protein is
composed of glutamic acid (E) rich repeats of which VSEEIPVEEKS and
QLVPEEIKEE are typical. The function of these repeats is unknown. Since this
protein is exposed to the immune system it seems reasonable to presume that these
repeats interfere in some what with immune recognition. Experimental investigation
seems desirable.

The unimodal distribution of hydrophobicity per residue contrasts with a similar
examination of 999 proteins in E. coli that showed a bimodal distribution with the
smaller second peak of greater hydrophobicity being composed of integral membrane
proteins (280). The significance or otherwise of this difference is not known as this
examination does not appear to be been performed for other organisms. Either of
these patterns may be the norm; alternatively there may be a continuum of values
between these extremes; or they may reflect a difference between eukaryotes and
prokaryotes. Additional patterns may be found when other organisms are similarly

examined. These questions can only be addressed by examining additional genomes.

6.5 Nucleotide content of the protein genes

In 1967 Szybalski discovered an asymmetry in the sense and antisense strands of the
coliphage lambda (497). The protein encoding strand was invariably richer in purines
than the complementary strand. Szybalski’s rule has been since confirmed in other
organisms. Like Chargaff’s second rule, the raison d’etre for this rule is not yet
known. Forsdyke has proposed the term ‘Chargaff differences’ for the A - T (weak)
and G - C (strong) content of genes (141). Since no data has been published on these

differences in Plasmodium this seemed to be worth investigating.
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6.5.1 Methods

The base composition of the genes and their length was obtained from the database.
The weak (A - T) and the strong (G — C) Chargaff differences for each gene were
computed. These were then ‘normalized’ by dividing the differences by the length of

the protein.
6.5.2 Results

In all the protein encoding genes the weak Chargaff difference (A - T) was positive,
while in 375 genes the strong Chargaff difference was negative. In these latter genes
no obvious pattern could be discerned. The weak and strong differences (Figure 6.6)
are highly correlated (F = 7272.0 p < 107'%) but after normalizing the differences by
dividing by the length of the protein, this correlation disappears (R* = 0.001 p > 0.1).
The correlation of Chargaff differences is an artifact: longer proteins have more bases

and hence greater Chargaff differences.

25000 1y = g 9188x + 571.2
R? = 0.5936

T

500 1000 1500 2000 2500 3000

T

G-C

FIG. 6.6. Weak (A-T) and strong (G-C) Chargaff differences in the protein encoding

genes.

The distribution of the normalized Chargaff differences (Figures 6.7 and 6.8) are
markedly dissimilar and both distributions are non normal. The strong differences

have a mean of 0.124 and a standard deviation of 0.093 (0.124 +/- 0.093) while the
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corresponding values for the weak differences are 1.793 +/- 0.144. Both distributions

are platykurtic (kurtosis of 1.795 and -0.010 respectively) and skewed in opposite

directions (skewness of 0.138 and -0.393 respectively).
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FIG. 6.7. Distribution of the normalised strong (G - C) Chargaff differences.
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FIG. 6.8. Distribution of the normalised weak (A - T) Chargaff differences.

The distribution of the Chargaff differences was neither normal nor uniform and the

symmetry - particularly of the strong differences - suggested that a relationship might
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exist between the purine and pyrimidines in these genes. The number of adenosines
was plotted against the number of thymidines (Figure 6.9) and the number of guanines
against the number of cytosines (Figure 6.10). Correlations were found between these
variables: for A vs T, the R? was 0.975 (F=194,11942,p < 10']0) and for G vs C, R?
was 0.920 (F = 56,639.86, p < 107" confirming the impression given by the Chargaff

differences.
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FIG. 6.9. A versus T content of the protein encoding genes.
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FIG. 6.10. G versus C content of the protein encoding genes
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6.5.3 Discussion

Szybalski’s rule was found to be true for all the genes in this annotation. Because of
their relatively high purine content this rule had been found earlier to be of use in
identifying potential protein encoding regions within the genome. As a consequence
of Szybalski’s rule and Chargaff’s second rule within the non exonic regions of the
genome that the pyrimidine content must exceed the purine content and this
expectation has been confirmed for the introns (vide infra).

These findings here can be summarized as follows: within the protein encoding genes
the purine content is 1.5 times that of the pyrimidines. This rule explains the
symmetry found here in the Chargaff differences and is consistent with and extends
Szybalski’s rule. This rule has not been reported before. While Szybalski’s rule
suggests that this rule may be true in other genomes it needs to be investigated in
other genomes before any conclusions should be drawn. In the P. falciparum genome,
this relationship holds over four orders of magnitude. While speculation is possible
about the origin of this rule it seems sensible to first examine test for its presence in
other genomes as these may provide useful guidance to formulate meaningful

hypotheses.
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Analysis of codon use

7.1 Summary

In this chapter a number of investigations into codon use within P. falciparum are
reported. Base use in P. falciparum by codon position was first investigated by Saul
and Battistutta (532) who found in the 22 sequences they examined that (1) the A/T
ratio in the coding sequences was 1.68 (2) the A+T content increased in the 1%-2"-3™
codon position (3) A or T were preferred in the third codon position and (4) the A + T
content of coding sequences was 69.0% and that of the non coding sequences was
86.0%. They also found that while the overall dinucleotide use was close to random
that the dinucleotide GC content was lower than expected. Given the somewhat larger
data set available here these patterns seemed worth reinvestigating.

D'Onofrio and Bernardi have reported a “universal compositional correlation’ between
the GC contents of codon position 1 and 2 and that of position 3 (97). Later D'Onofrio
et al (1999) reported a correlation between the GC3 content and the hydrophobicity of
the protein (98). Both of these correlations were investigated here.

While it is likely on biological grounds that the frequency of encoding of amino acids
in the genome is positively correlated with the frequency of use in the translated
proteins the precise nature of this relationship is not yet known in this organism.
While currently data is lacking on most of the proteome the frequencies of the
encoded amino acids and codons found here were documented.

Correspondence analysis is a popular method in genome analysis for seeking
underlying relationships between codon use and the underlying biology. The first use
in biology appears to have been by Hill in 1974 who examined 1333 coding
sequences each of over 100 codons and identified four main trends: the first two
relating to gene expression, the third to hydrophobicity and the fourth to location on
the leading or lagging strand (198). This has since become a popular technique to
identify trends in genomes (68, 147). The idea behind correspondence analysis is to
use a distance function (or metric) to determine the distance between various genes,
put these values into a matrix and to obtain the eigenvectors and eigenvalues of this
matrix. The contribution of the eigenvector to the variation within the matrix is given

by its associated eigenvalue. In theory if the variance within the matrix can be
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“explained” by the set of eigenvectors and if what the eigenvectors represent
biologically can be identified then some insight into the rules governing genome
composition may be gained.

Other authors have investigated variation of the codon chi square (y”)and the
effective number of codons (N;) within a genome. Wright proposed a formula for the
expected value of N, assuming that any codon bias found is only due to G+C content
and proposed that genes lying at some distance off this curve were likely to be subject
to translation selection. Some theoretical issues have been raised about this statistic in
dos Reis et al (119) but these are beyond the scope of this work. Comparison between
the theoretical and expected N, values was investigated here.

Variation of the codon chi square and the effective number of codons with gene
length has been investigated before. Sharpe et al (440) calculated the codon chi square
statistic for genes in a number of different organisms and found similar values for all
the organisms. The authors regressed the % value against the gene length and found
the slope of the regression line was found to be negative. From biological principles
the authors expected that the % - a measure of codon variability - would tend to
increase with the length of the gene. Their expectation was correct: the 3> value does
increase with the length of the gene. The error in this paper will be explained later.
Variation of N, with length has also been investigated (304): this paper has a similar
error to that found in Sharpe et al.

Selection base use around the beginning and the end of the coding sequences has been
reported before. Kozak has shown that the base immediately 3’ of the start ATG (the
+4 base) has a considerable influence on translation initiation (242). Similar
investigations into the termination codons reveal that the base immediately following
the stop codon (the +4 base) has an influence on the efficiency of the stop codon (276,
334). Sequences form 148 organisms show this pattern (496) and the +4 base has also
been shown by chemical linkage to be part of the stop signal (368).

The peculiarities of the stop codons have been investigated previously (292, 483). It is
known that around genuine stop codons there are frequently multiple ‘off frame’ stop
codons — the so called ambush hypothesis (433) - and that the amino acid composition
near the stop codon and the base immediately following the stop codon (the + 4 base)
are biased (276). It is rare not to have within the last 10 amino acids both a bulky
hydrophobic group (Y, F or W) and a positively charged residue (K, R or H). Choice
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of termination codon has been investigated in E. coli, B. subtilis and Saccharomyces
cerevisiae where it was found that highly expressed genes favored the use of TAA
while genes with low protein expression favor TGA (437). Alterations in the sequence
of an antibody expressed in E. coli 5° to the termination codon increased the
expression of the protein 10 fold (383). Efficiency of the stop signal is controlled by
the +4 base (367). In neither initiation nor termination is are the effects limited to the
+4 base with the three bases lying 5° of the start site and up to six bases following the
termination codon have been implicated. To date base use at these positions has not

been investigated before in P. falciparum either computationally or experimentally.

7.2 Methods

The mean and standard deviation of the percentage base content of all three codon
positions was extracted from the database. Two additional examinations on this data
were performed. The GC3 content of a gene has often been used in investigations of
various genomic parameters. Possible relationships between the base composition in
the first and second codon positions and the GC3 content were explored by plotting
these values against the GC3 content. Amino acids with A in the second codon
position (A2) tend to be hydrophilic while those with T in the second position (T2)
tend to be hydrophobic. The difference A2 - T2 was plotted against the
hydrophobicity of the protein to investigate this potential relationship.

The encoded amino acid frequencies were extracted from the database and tabulated.
They were then ordered by increasing frequency of occurrence within the genome and
the least frequent (tryptophan) was given the value 1, the next least frequent (cysteine)
the value 2 up to the most frequently occurring (asparagine) with the value 20. The
ordinal number of the amino acid use was here referred to as the ‘index.” The index
was plotted against the frequency of amino acid use and the logarithm of this
frequency. Likewise the codons were ordered by frequency of encoding, indeed from
1 to 61 - the stop codons were omitted from the analysis here.

As originally conceived correspondence analysis is defined only for integer valued
variables. Much of the data this method has been applied to in the biological literature
is not integer data and as such the method used therein is more properly described as
an extension of correspondence analysis to non integer data. Also the basis for the

choice of a chi square metric has yet to been justified on biological grounds. However
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this metric has been used for to examine a number of genomes and shown to be
capable of isolating factors of biological interest (305). For this reason and to ensure
compatibility with previous work, this metric was used here.

To perform a correspondence analysis the data is placed in an N x M matrix, the chi
square values for each value in this matrix is determined and principal components
analysis is applied to the resultant matrix. The chi squared value in each position is
the observed less the expected value squared and the divided by the expected value. In
symbols, let x;; be the observation at the intersection of the i™ row and j™ column and

then

i = [xi = O X X )PI(xix 1)

where Xijz is the value of the new matrix at position ij, Z x;, is the sum of the ith row,
2 x,j is the sum of the jth column and X x_ is the grand total of all the x; values.
Details of extracting eigenvectors and their corresponding eigenvalues can be found
in many books (375, 435).

While the amino acid data may be used directly in correspondence analysis there are
theoretical problems with codon use of the degeneracy in codon amino acid encoding.
To overcome these Stenico ef al (474) defined a new index - the relative synonymous
codon use (RSCU) - which controls for the unequal representation of amino acids in
the codons and subsequently used this measure in genome analysis (441). The

formula for its determination has been described earlier in this work. When used to

analyse codon data, it is usual to include the 59 synonymous sense codons, which may
generate up to 58 axes. The alternative analysis of the 20 standard amino acids may
produce up to 19 axes. The question arises as to the number of these axes that should
be examined further. Several methods have been suggested but one popular method is
the scree plot (76): this was used here. The remaining difficulty - which may be
considerable - is the identification of the biological meaning of these new axes. Since
this is a linear model the axes are usually identified by regressing the values derived
from these axes against other variables of biological interest including the
hydrophobicity or the GC3 content of the gene. The correspondence analysis was
performed with Minitab 14 (Minitab).
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The value of the codon chi square for each gene was determined as described in

Chapter 3.1. The theoretical value of the N, of a gene as proposed by Wright is

Ne=2+s+29/[s*+(1-5)]

where s is the corrected GC3 (GC3s). The GC3s is the sum of the number codons
ending in C or G less the number of methionine and tryptophan codons divided by the
total number of codons less the number of methionine and tryptophan codons. The
correction is required because the methionine and tryptophan codons are non
degenerate.

The plots of these values against the gene length showed marked heteroscedacity.
Since this was present, the dependent variables (y*, N¢) were plotted against a number
of additional variables including the base content of the genes and various powers of
the gene length.

Base use around the start and stop codons was examined in two ways. The first was to
tabulate the occurrence of the three bases lying immediately 5° of the start codon
(positions -3, -2 and -1) and the base immediately following it (+4). Similarly base
use immediately after the stop codon (the +4 position) was recorded.

The second method used here was to obtain the mean base use in all three codon
positions fifty bases after the start codon and fifty bases before the stop codon. The
choice of 50 codons was somewhat arbitrary. This length was chosen after previous
examinations of shorter lengths showed that the variations in base use stabilized
within 20-30 codons either after the start codon or before the stop codon. The 20 odd
additional bases were included here to provide a comparator with the remainder of the
gene. The occurrence of positively charged residues (H, K or R) and bulky
hydrophobic (F, W and Y) residues within the last 10 codons of the gene was also

recorded.

7.3 Results
The overall AT content of the genes is 76.4% and the AT content of the third codon

position (AT3) is 82.8% both of which reflect the genome’s high AT content (Table

7.1). Codon composition here has both typical and atypical features. The G content in
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position 1 exceeds that of position two which in turn is greater than that of position
three: symbolically G1 > G2 > G3. The T content has the inverted pattern with T3 >
T2 > T1. The mean purine content of the second and third codons positions is 58.4%
and 50.0%. A is the most common base in the second codon position. The mean
purine content of first position (68.3%) exceeds the mean pyrimidine content of the
first position. While C is normally the least common base in all three positions, here
C2»

A c G K.

1442 (6.0) 100(26) 227(56) 23.1(48)
2/476(82) |13.0(4.1) 10.8(3.6) 128.6(5.3)

|
'3 40.1(5.0) ?8.1 (26) 9928 419(54) 1

TABLE 7.1. Codon composition in P. falciparum by base and position. The figures

are the mean (standard deviation) in percentages.

Base use in all three positions have distributions similar to that shown for T3 (Figure
7.1). None of the twelve are either normally or uniformly distributed — distributions
that could compatible with random base use. Instead all have reasonably symmetrical
distributions with a single peak. All the values lie within four standard deviations of
the mean but not three.

Regression of the GC3 on C1, C2, G1 and G2 yields the following equation:

GC3=0.014 +1.16 C1 + 0.234 G1 - 0.464 C2 + 0.659 G2
The constant in the equation is not significantly different from zero (p = 0.984) and
can be ignored. All the remaining regression coefficients are each significant. The
overall F value is 22,363.86 with R? = 0.948 and p < 10-'°. Plotting the A2-T2 value
against the hydrophobicity of the protein suggested a linear correlation: regression

analysis confirmed this.
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FIG. 7.1. Percentage T content in the third codon position. The skewness is -0.499
and the kurtosis is 0.630.
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FIG. 7.2. Correlation of hydrophobicity and (A2 — T2). F = 529863.4, p < 10
The GC3 content was also correlated with the hydrophobicity of the protein.
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FIG. 7.3. GC3 and hydrophobicity. F = 26,328.3 and p < 10°.

With this correlation and the GC3-hydrophobicity correlation, it was natural to ask is
there was a correlation between the A2 — T2 content and the GC3 content. Such a

linear correlation also exists.

y = 1.5961x - 31.197
R? = 0.8526
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FIG. 7.4. Correlation of GC3 and (A2 — T2). F =26328.3,p < 10"
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Encoded amino acid use is very unequal with two (lysine and asparagine) constituting
26.3% of the total. In contrast the ten least frequently encoded amino acids make up
26.8%. Charged amino acid use differs between the basic residues. The basic residues
are heavily biased in favour of lysine (11.8%) over the arginine (2.6%) and histidine
(2.4%). The acidic residues are more equally encoded with aspartic (6.5%) and
glutamic (7.0%).

|

Ala (19 GIn 28 Leu 76 |Ser 64
Arg 26 Glu 70 Lys 11.8 Thr 4.1
Asn 145 Gly 28 Met 22 Trp 05
|Asp 6.5 His 24 Phe 44 |Tyr 5.7

Cys | 1.8 | lle 19.3§Pro 2.0 Val 38

TABLE 7.2. Encoded amino acid (percentages) within the P. falciparum genome.

The plot of the index against the frequency of amino acid content is well fitted by an
exponential curve (Figure 7.5). The base of the exponent is 1.13701 [= exp(0.1284)].
Ignoring for simplicity any adjustments that would be required if the percentage of
tryptophan were increased the observed value is only 36.4% of the predicted. The two
least frequently used - CGG (0.027%) and CGC (0.041%) - and the two most
frequently - AAA (9.6%) and AAT (12.5%) — codons while visually outliers are
acceptable statistically. The remaining 57 codons differ in their frequency of use by a
factor of 65 fold. On average the more AT rich the codon the higher its index of use.
On the semi log plot it is clearer that tryptophan is an outlier and that the remaining
values are well fitted by a regression line. The expected value of tryptophan from the
regression line is 1.37%.while the actual value is 0.5%.

Examination of codon use reveals a similar picture. Ranking the codons in ascending
order in frequency of use and plotting this against the log;o of the frequency of use
gives to a very good approximation a straight line.

The two least frequently used codons - CGG (0.027%) and CGC (0.041%) - and the
two most frequently - AAA (9.6%) and AAT (12.5%) — while visually outliers are
acceptable statistically. The remaining 57 codons differ in their frequency of use by a
factor of 65 fold.
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FIG. 7.6. Correlation of the index and log;o(percentage). F = 743.9 p <107
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The eigenvalues of the protein correspondence analysis were computed and the scree
plot drawn (Figure 7.8). The plot shows an elbow at the third eigenvalue with the first
axis accounts for 31.0% of the variation between the proteins while the second and
third account for 14.8% and 10.1%. The remaining 16 axes each account for less than

5%.
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FIG. 7.8. Skree plot for the proteins. An elbow is present at the third eigenvalue.
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The contribution of the individual amino acids to the first two axes is shown in Figure
7.9 with the corresponding values in Table 7.3. The first two axes represent the GC
content in the first two codon positions and the hydrophobicity respectively. The third
correlates with the decreasing molecular weight of the amino acids. The plot is
heteroscedastic so the non parametric Spearman rank correlation (470) was used (r = -

0.530, p = 0.016).

Axis 1 Axis 2 Axis 3

Ala | 0.675 Phe | 0.300 Ala | 0.173

Trp | 0.519 Leu | 0.185 Pro | 0.156

Gly | 0.444 fle. | 0.171 Gly |0.153

Pro | 0.401 Tyr | 0.166 Asn | 0.143

Arg | 0.213 Cys | 0.127 Met | 0.116

Val | 0.212 Trp | 0.078 Thr | 0.077

Thr | 0.149 His | 0.024 Ser | 0.074

Cys | 0.114 Val | -0.006 His | 0.053

Glu | 0.074 Thr | -0.023 | | Cys | 0.043

GIn | 0.072 Ser | -0.027 | | Val | 0.041

Leu | 0.061 Lys | -0.028 Phe | 0.001

Ser | 0.035 Met | -0.032 | | Tyr | -0.004

Phe | -0.018 | | Ala | -0.045 Gin | -0.02

Asp | -0.031 Arg | -0.047 | | Trp | -0.025

Met | -0.040 | | Pro | -0.058 | | Leu | -0.033

Lys | -0.063 | | GIn | -0.067 lle |-0.036

lle |-0.084| |Gly |-0.094 | | Arg | -0.045

His | -0.118 | [Asn | -0.118 | | Asp | -0.072

Tyr | -0.141 Asp | -0.167 Lys | -0.143

Asn | -0.287 | |Glu |-0.190 | | Glu |-0.229

TABLE 7.3. Residue values in the first three axes.
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FIG. 7.9. Protein plot with respect to the first two axes.

The plot of the proteins along the first two axes identified by correspondent analysis is
shown in Figure 7.9. The proteins form a single cluster close to the origin. While there
are a few outliers there are no sizable sub groups.

The scree plot of the RSCU values had an elbow at the second eigenvalue. There was
no single dominant trend with the largest eigenvalue was 0.613 and the second largest
0.510. The first 12 axes accounted for 50.5% of the intergenic variation in codon use.
The codon plot with the first two axes is similar to the protein plots with no sizable
subgroups identifiable (Figure 7.10). This was not unexpected given the small
proportion of the total variation attributable to each axis. The first axis correlated with
the A3, T3 and to a lesser extent with the C1 content. The second axis correlated with

the C3 and G3 content. No correlation with gene orientation was found
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FIG. 7.10. Codon plot with respect to the first two axes.

On the Nc¢-GC3s plot (Figure 7.11) once two outliers are excluded - Pf8 6:70072w
(open reading frame) and Pfl1 1:129320c (early transcribed protein) - the genes
cluster close to the theoretical line. The early transcribed proteins (etramps) including
Pfl11 1:129320c comprise small multicopy gene families. The codon use of
P8 6:70072w is atypical of this family.

A highly significant negative correlation was found only against the log of the length
of the gene. A plot of the length of the gene and the N, value is shown in Figure 7.12.
Marked heteroscedacity is evident. Inclusion of the log of the gene length in the
regression significantly reduced the heteroscedasicity and changed the sign of
coefficient of the length. The plot of the codon chi square and the gene length is
shown in Figure 7.13, It too is clearly heteroscedastic. Regressing the codon chi

square against both log;o(protein length) and protein length gave this equation:

x* =129.777 + 0.005 (protein length) -29.473 log;o (protein length)
(R*=0.332,F=1,225and p< 109
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Effective number of codons

FIG. 7.11. Plot of the effective number of codons (N.) and GC3s in P. falciparum.

The solid line is the theoretical curve.
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FIG. 7.12. Effective number of codons and protein length.

Regression of the N, against both logo (protein length) and protein length:
N, =47.0 + 0.0008 (protein length) - 3.760 log;o(protein length)
R?=0.051, F=130.97, and p < 10
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FIG. 7.13. Correlation of the codon chi square and protein length.

Base use immediately preceding the initial ATG shows the usual preference for
purines with the -3 site (89.2%) being most biased (Table 7.4). The avoidance of T in

these positions given its frequency in the non coding regions is noticeable.

|

AT Fgs Y

3 834 41 58 ;6.7

2 (646 (7.7 |7.7 |200

4 605 64 105 226

TABLE 7.4. Base use preceding the initial ATG codon.

|3+4 |[A |C |G ¥
A [401 |98 |17.9 |155
1B }2.0 04 i1.o 0.7
G 28 106 113 10
- | |

13.1 i0'7 B e

TABLE 7.5. Percentages of genes grouped by -3/+4 bases
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Subdivision of the bases by the -3 and +4 base is shown in table 7.5. The canonical -
3A/+4G occurs only in 17.9% of cases suggesting that suboptimal initiation sites are
common and that alternative starts sites may be used. Genes with T at the -3 site have
purine in the +4 position in 70.9% of cases. Only 148 (3.0%) of the genes have no
purines in either the -3 or + 4 sites.

Mean base use in the first codon position differs from the other two positions (Figure
7.14). The C content of the first position (C1) reaches a steady value (~10%) after the
first six codons. The Al content at the +4 position (48.6%) is slightly above the
values found in the remainder (~45%). The T1 content is relatively low in the second
codon (16.2%) but rises rapidly to the value found along the remainder of the protein
(20-25%). The G1 content at the +4 position is elevated (28.2%) compared with the

remainder of the protein (~20%).
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FIG. 7.14. Base use in the first codon position. Codons are numbered starting after the

initial ATG

Base use in the second position follows a different pattern (Figure 7.15). The C and G
use in this position (C2 and G2) again varied only slightly. The C2 content was
greater on average than that of the G2 and this difference rises further down the
protein. The A2 content fell from 48.4% to 39.7% over the first 11 bases. This fall in
the A2 content was matched by a rise in the T2 content. These gradients reverse after

the first 15-20 codons.
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FIG. 7.15. Base use in the second codon position. Codons are numbered starting after

the initial ATG.

Little variation is found in third codon position use (Figure 7.16). Over the first 50
codons (excluding the initial ATG) the proportion of A and T in the third position (A3
and T3 respectively) varies ~40-45% with C3 and G3 both stable ~10-15%%.
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FIG. 7.16. Base use in the third codon position. Codons are numbered starting after
the initial ATG.
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Termination codon use is 70.0% TAA, 9.6% TAG and 20.4% TGA. This biased use
of termination codons is typical of other organisms but the reasons for this pattern of
choice of codons in any organism remains unknown. There was no association of
termination codon choice with GC content or length of the gene. Expression level data
is not available to test for an association there.

The frequency of the base following the termination codon differs somewhat between
the termination codons (Table 7.6). The TAA codon is followed by A (56.2%), T
(29.0%), G (8.3%) and C (6.5%) of the time. The corresponding figures for TAG are:
A (51.5%), T (22.8%), G (17.3%) and C (8.3%); and for TGA: A (50.7%), T (33.8%),
G (7.9%) and C (7.6%). The termination codon is followed by a purine in 60-70% of
cases and the use of G after TAG is more than twice the frequency of its use after the

other termination codons.
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TABLE 7.6. Stop codons by +4 base as percentages of all protein encoding genes.

The Al content rises over last 5-6 residues while the C1 content declines (Figure
7.17). In this region of the genes T1 and G1 use was approximately equal up to the
last 5-6 codons when the G1 content declines slightly. The approximate equality of T1
and G1 is similar to that found along the remainder of the gene after the first 20-25
codons. While the A1 content rises over the last 5-6 codons, the C1 content remains

steady.
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FIG. 7.17. Mean base use in the first codon position for the last 50 codons 5’ of the

termination codon.

Within 20 codons of the termination codon the T2 content declines slightly and the
A2 content rises with a consequent increase in the mean hydrophilicity of this part of

the protein (Figure 7.18). Like the bulk of the proteins the C2 content slightly exceeds

the G2 here and both remain stable.
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FIG. 7.18. Base use in the second codon position for the last 50 codons 5° of the

termination codon.
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In the last 20 codons on average the use of T in the third codon (Figure 7.19) position

shows a linear decline with an anomalous rise in the penultimate codon. The A3

content rises sharply in the last two codons. These findings are consistent with those
in other organisms that have reported evidence of selection over the last 20 codons. In
the third position C3 and G3 content remain constant up to the last two codons when
A3 is preferred. The T3 shows a linear decline for the last 20 codons with a curious
rise in the penultimate translated codon (Figure 7.20). The A3 content rises in the last

two codons from an average value of 43% to 47.1%.
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FIG. 7.19. Base use in the third codon position for the last 50 codons 5’ of the

termination codon.

The presence of a bulky (W, F or Y) and a positively charged residue (R, H or K)
within the last 10 residues was also examined. 207 (4.2%) of the genes do not obey
this rule. Relaxing this rule slightly and examining instead the last 15 amino acids the
number of genes that do not obey this rule falls to 58 (1.2%): extending this rule to the
last 20, the number failing falls to 26 (0.5%). Genes failing all versions of this rule
were found on all the nuclear chromosomes and even on the plastid. No common

factors were found between them.
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FIG. 7.20. T3 content and distance from the termination codon. The anomalous T3

content of the penultimate codon is visible. (F =40.61 p < 0.0001)

7.4 Discussion

The G1 > G2 > G3 and T1 < T2 < T3 patterns found here are consistent with the
earlier report as is the frequency of adenosine in the second codon position. Here the
Al content exceeds the Gl content. This is a pattern has been reported to be
dependent on the overall GC content of the genome (288) and the findings here are
consistent with this. It is presently an open question whether the patterns found here
are found in all organisms.

While other organisms tend to have mean purine content in the second position of
~50% and below 50% in the third giving a mean codon pattern of RNY where R is a
purine, Y a pyrimidine and N may be either, the pattern found here is RRN. Whether
this is characteristic of the genus Plasmodium or simply of P. falciparum alone is
presently unknown. Of these the Plasmodium vivax seems likely to be these first to be
completed probably in 2006/7 at which point it may be possible to answer this
question.

The distribution of the base content in each codon position is of some interest. All of
these are clearly non normal. Because the values lies within four but not three
standard deviations of the mean, the Vysochanskii-Petunin inequality indicates that

these are not drawn from a unimodal distribution. This is consistent with the observed
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non normality of the distribution. One possible origin for the non unimodal
distribution is its use of two hosts. Some genes are only expressed in the mosquito and
some only in the vertebrate host: it is possible that within each set the third codon
base use is distributed normally. The currently available data does not allow us to test
this hypothesis.

The findings here are incompatible with the hypothesis that the bases in the any codon
position are distributed randomly. While this might seem intuitively obvious for the
first two codon positions, an important assumption of the neutral theory of evolution
is that - to a good approximation - the bases in the third codon position can be
regarded as random substitutions subject to a background mutation pressure. Given
the number of codons examined here, under the law of large numbers, if this
assumption was correct a normal distribution in the third codon positions would be
expected.

This possibility that the third base composition should not be regarded as random is
supported by the earlier findings of a correlation between the GC1 and GC2 content
and the GC3, the correlation of the GC3 content with the hydrophobicity of the
protein and the findings here. The hydrophobicity of a protein is determined largely
by the average of the base content in the second codon position being negatively
correlated with the adenosine content and positively with the thymidine content. The
correlation here of the GC1 and GC2 content with the GC3 content were both positive
and statistically significant. The correlation between the GC1 and GC2 content and
the GC3 content is a consequence of the regression found here between the guanine
and cytosine content in the first and second positions and that of the third. The
regression equation suggests that 94.8% of the variation in the third codon GC content
is potentially ‘explainable’ as a weighted average of GC content of the preceding two
positions. If the GC3 content is in fact a weighted average of the GC content of the
first two codon positions with some variation around this value permitted then it is
likely that the base content of this position is in fact severely restrained. Selection
pressure on the first two codon positions is considered to be much greater than that on
the third. If this relationship is true then much of the selective pressure on the first and
second codons would also apply to the third position.

These finding agrees with the dinucleotide analysis and suggests that freedom to
mutate in the in the third codon position are somehow restrained by the GC content of

the first two positions. The negative sign of the C2 coefficient suggests an avoidance
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of C or G in the third position. The Karlin signatures make it clear that the sign relates
to the G3 content rather than the C3. So while there is a tendency for CG rich codons
to end in C or G, G is avoided in the third position when C is at the second.
Nonetheless it is possible that the situation here is unusual. The AT content of the
genome is may be sufficiently high to impose unusual restraints on the permitted
variation of the third base. These relationships need to be examined is a wide range of
genomes before any firm conclusions can be drawn but the finding here do support
the suggestion that third base content at least in this genome may not be as the neutral
theory assumes.

While proteins encoded in the genome are not all translated equally, examination of
the encoded frequencies sheds some light on the biology of the organism. Encoded
amino acid content - while seeming at first glance random - obeys a quantitative rule.
Amino acids are encoded with exponentially increasing frequency. This finding begs
two questions: what is the origin of this relationship and why is tryptophan alone as
an outlier?

There are no completely satisfactory answers. Starting with the second tryptophan is a
large bulkly hydrophobic amino acid encoded by TGG. Phenylalanine is
biochemically similar and is encoded by the codons TTT/C. In this genome TTT is
the more commonly used codon. The TGG codon may have been replaced by a TTT
codon wherever possible because of low GC content of the genome. If this hypothesis
is correct when compared with orthologous genes in other Plasmodium species with
higher GC content it would be expected that at least some of the TTT codons as in P.
falciparum would be replaced by TGG in the orthologous genes. It may be sonn
possible to test this hypothesis against the P. vivax genome whose GC content is
~60%.

To answer the first question examination of the encoded codon use may be helpful.
This reveals a similar pattern. Ranking the codons in ascending order in frequency of
use and plotting this against the logarithm of the frequency of use gives to a very good
approximation a line. Clearly the ‘reason’ for the distribution of the encoded amino
acids lies with the encoded codons. The two least commonly encoded amino acids —
tryptophan (0.5%) and cysteine (1.8%) are also uncommon in other genomes. The
next two least frequent amino acids - alanine (1.9%) and proline (2.0%) - have
relatively GC rich codons - GCN and CCN respectively. It may be a combination of
rarely used codons and the high AT content of the genome that has caused tryptophan
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to become an outlier from the line. Unfortunately this does not provide much insight
as to why this distribution of encoded codons exists. These plots are currently
mysterious and need to be examined in other genomes as it is possible that these are
features of this genome alone.

Turning now to the correspondence analysis there is considerably more comparative
data in the literature. Starting with studies on correspondence analysis of proteins
Palacios and Wernegreen examined amino acid and codon use in 479 proteins of
obligate endosymbiont Buchnera strain APS (360). Buchnera is found in the
specialized cells (bacteriocytes) of the body cavity of aphids and 583 proteins have
been identified in its genome (444). The authors found that the first four of the 19
axes accounted for >50% of the variation in amino acid use. The first axis correlated
with the GC content of the first two codon positions, the second with the
hydrophobicity and the fourth with the cysteine content and the third could not be
identified. The authors also examined the E. coli K12 genome and found that 49.2%
of the variation there could be explained also by four axes. The first correlated
positively with the hydrophobicity and negatively with the AT skew, axes 2 and 3
with the level of expression and axis 4 with the cysteine content. Correlation between
the AT skew and hydrophobicity (21) is to be expected as was found here in the A2-
T2 plot against the hydrophobicity. Similar examination of the bacterium 7hermotoga
maritime revealed four trends accounting for 48.4% of the variation. The first
correlated with the hydrophobicity of the proteins, the second with the mean
molecular weight, the third with the aromatic content and the fourth with the cysteine
content (558). A study of 14 bacterial genome from the family Bacillaceae revealed
three axes accounting for 90.3% of the variation (335). The first correlated with the
GC content of the first two codon positions, the second with the optimal growth
temperature and the third with the hydrophobity. In the protozoon Giardia lamblia
three trends were found in examination of 75 proteins: the first axes correlated with
the cysteine content and the mean molecular weight; the second with hydrophobiity
and aromaticity and the third with the expression level (155). In Blochmannia
floridanus, an endosymbiotic bacterium whose host is the ant Camponotus floridanus,
found a single trend in the proteins that correlated both with GC rich amino acids and
high expression. (21)

The findings here agree with the patterns found earlier. The first axis here correlated

with the GC content of the first two codon positions while the second correlated with
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the hydrophobicity of the protein. The third axis correlated with the molecular weight
of the protein.

The studies listed here constitute the entire current literature on the application of
correspondance analysis to proteins. A few common themes can be identified.
Hydrophobicity and the GC content of the first two codon positions are clearly
important. While expression data is lacking for many of the genomes this also may be
important. Additionally molecular weight of the protein may have some significance.
Precisely how these findings fit into biological theory is not presently clear but as
recurrent themes they likely represent a set of important biological parameters that are
not yet completely understood.

In contrast to the paucity of its application to proteins, correspondence analysis has
been used to examine codon use in number of organisms including Lactococcus lactis
(180), Campylobacter jejuni (175), Clostridium perfringens and Clostridium
acetobutylicum (330), Helicobacter pylori (256), Borrelia burgdorferi and Treponema
pallidum (255), Candida albicans and Saccharomyces cerevisiae (278), Bacillus
subtilis  (443), Streptococcus pneumoniae (294), Escherichia coli (167),
Mycobacterium tuberculosis and Mycobacterium leprae (106), Mycobacterium
smegmatis and its bacteriophage Bxz1 (418), Sinorhizobium meliloti (364), Rickettsia
prowazekii (16), Caenorhabditis elegans (474), Entamoeba histolytica (404),
Echinococcus spp (132), Dictyostelium discoideum (436), Schistosoma mansoni
(331), three species of fish from the family Cyprinidae (405) and HIV (307). In
general one to three axes have been found among the potential 58 and that at least one
correlates with highly expressed proteins. This axis typically also correlates with G or
C ending codons and it has been suggested that theses are ‘optimal’ codons with
respect to translation. The other axes — if any — may or may not be found to be
correlated with other properties.

Application of this methodology to the P. falciparum genome failed to identify any
large scale trends in codon use. This is unlike most organisms that have been
examined to date where one to three axes identified over 50% of the intergenic codon
variation. While the reasons for this difference are not presently clear several
possibilities spring to mind including the parasitic life style, the reduced genome and
the high AT content being among them. Constructing a testable hypothesis to evaluate

these possibilities is difficult.
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The first axis here correlates with the A3 and T3 content and the second with the C3
and G3 content. If this organism behaves in similar fashion to the others examined the
second axis should correlate with the expression levels. It is also possible that this
correlation may not be related to translation. In a study of 80 species of bacteria Sharp
et al found that translation pressures were present only in species with rapid growth
(439). Additionally they found a strong correlation between the number of rRNA
operons and the number of tRNAs. The P. falciparum data (5 rRNA and 40 tRNAs)
fits this curve. Testing this hypothesis will need additional proteomic data.
Correspondence analysis of both the proteins and codons here revealed that while the
trends in amino acid use found here seem to be similar to those in other organisms
codon use may not be so. Whether or not this is a consequence of the relatively
frequencies in codon use described earlier needs to be tested by examining codon use
in the organisms where the trends in codon use are better understood.

The effective number of codons has been used to investigate translation efficiency
before. Wright working with a set of E. coli gene proposed that genes with a low N;
value have very biased codon use and are expressed at high level: those with a high
N, value have low codon bias and low expression. Subsequent studies with this
method and more sophisticated methodologies have tended to concur with this
hypothesis (14, 15, 177) although Lafay et al have cast doubt on this interpretation
(256).

The findings here tend to disagree with this hypothesis. The genes tend cluster at the
low end of the GC3s axis and lie close to the theoretical line suggesting a lack of
translational selection. This is consistent with the small eigenvalue found in the
correspondence analysis for the second axis. While very little is presently known
about the actual quantities of the proteins within the cell, genes that would be
expected to be highly expressed (ribosomal proteins and translation elongation
factors) were scattered throughout the N.-GC3s plot again supporting the hypothesis
of a general lack of translational selection. This hypothesis should be revisited when
additional data on the protein quantities is available.

Considering now the variation of the codon chi square with the length of the gene this
was investigated by Sharpe et al (440) in the case of the codon chi square and the
effective number of genes by Mclnerney (305). It is clear from the plots in both
papers that both regressions show significant heteroscedacity. The most probable

explanation for this problem is that at least one variable of importance is missing from
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the regression model. This seems biologically plausible: both the N, and the codon chi

square are measures of codon variability and it is unlikely that the sole source of
codon variation is the length of the gene. Models that are underfitted - models that
lack important dependent variables - produce biased and inconsistent results. As a
consequence the regression coefficients and hypothesis testing procedures are likely
to give misleading results (176). This appears to be the case here: Sharpe et al
commented that the findings ran contrary to their expectations that codon variation
would increase with gene length but were unable to explain this.

These values for P. falciparum were plotted against the gene length and the regression
lines were similar to those found earlier in other organisms. The increase in the R? on
the addition of a second variable — the log of the gene length — is what would be
expected on the addition of a relevant variable to an under specified model. The
change in the slope of the coefficient of the gene length in the regression brings the
model more in line with biological expectations. In spite of the improvements in the
models’ fit the R? value remain low (0.332 and 0.051 for the chi square and the N,
respectively). It seems highly likely that there are additional parameters that have
been omitted from the regression which are likely to influence the regression
coefficients so caution is indicated in making inferences from these regressions.
Returning to the topic of the effect of codon choice on translation, it is appears that
base use near the translation initiation site may be non random. In E. coli and
Salmonella typhimurium synonymous substitution is reduced over the first 25-30
codons and gradients of both A and G exist for all the three codon positions: the
percentage of A tends to decrease and that of G to increase (127). The authors
proposed that this might reflect selection for ‘optimal’ codons at the start of the gene
and avoidance of secondary RNA structures: this finding was later confirmed (205). A
third paper found that the gradients in E. coli were more marked in genes with high
expression levels and that these gradients were did not exist in Bacillus subtilis (151).
A study of 22 208 human mRNA showed an over representation of G at the +4 site at
47% of the total (462). The authors also studied the R-3/G+4 (a purine at the -3
position and a G at +4) rule these genes and found it was adhered to in only 37.4%.
Furthermore 12.5% of the genes lacked both the R-3 and the G+4. Among the
histones the R-3/G+4 was adhered to only by H3: the H1, H2A, H2B and H4 genes
lacked either R-3 or G+4. Alterations in transgenic mice of these sites lead to

observable phenotypic changes.

123

D SR T A R LR R DR SRR R SRR B



The findings here suggest that P. falciparum also uses similar mechanism to regulate
translation. Base use at the -3 site is heavily biased towards purines (89.9%). The
preference for purines falls as the start ATG is approached. Thymidine constitutes
~40-45% of the non coding regions but thymidine residues are much less common at
the -3 position than would be expected given this background frequency suggesting
negative selection at this position. This negative selection pressure appears to act to a
lesser extent on the -2 and -1 sites. This would be consistent with earlier work.

All the 326 genes in this annotation with a T at the -3 site have all been carefully
reviewed. While some may be sequence errors, the majority appear to be genuine. The
patterns found here are similar to those of Saul and Battistutta in their earlier
examination of 22 sequences (424). In the initial publication of chromosome 3 in
1999 the highly expressed circumsporozoite surface protein (Pf3 1:217997c) was
annotated as TTT ATG — rest of sequence. Saul and Battistutta had found this
annotation in their earlier set of sequences and had suggested that this might be in
error and that the correct ATG start codon instead lay several bases 5° with a superior
initiation context. The circumzoite surface protein has a signal sequence which has
made this difficult to resolve this problem experimentally. This protein has been
reannotated here to have an adenosine residue at the -3 site as it is believed that this is
the correct translation initiation site.

The +4 position (the base immediately after the ATG) has also been shown to be of
some importance in translation initiation. Here a purine is at this position found in
>60% of cases. The preferred base at the +4 site is adenosine with guanine being the
second choice. In other organisms guanine is normally the preferred choice at the +4
position. The difference here presumably has arisen as a result of the high AT content
of the genome.

While reviewing the annotation genes without purines either at the -3 or +4 sites were
difficult to resolve. Preference has been given to ATGs with purines in the -3 position
and TTT ATG sequences avoided wherever possible. These may not be correct: the
apparently weaker site may also be used. Translation initiation is a complex process
(514) and it is simplistic to assume that all the relevant information is contained
within these sequences. Examination of 26,225 mRNA sequences revealed that
suboptimal ATG codons are common near the start of genes (240) and that ACG and
CUG can act as alternative start codons (432, 494). These cases are presently regarded

as exceptional and the results here suggest that P. falciparum is similar to other
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eukaryotes recognizing the initial ATG on the principally on the basis of the -321 sites
with some contribution from the +4 base.

The trends in base use by codon position found here may not reflect the “average”
messenger RNA used by the ribosome as all the genes have been given an equal
weighing which is unlikely to be realistic. In the absence of experimental data to
resolve this issue the patterns found here should be viewed with caution.

In the first codon position the tendency is for the mean purine content to fall over the
first twenty or so codons after an initial peak. Over this same distance the thymidine
content rises to a steady value. The cytosine content remains stable throughout. The
initial peak in the mean purine content may be connected with translation initiation as
discussed earlier. While changes in this position are almost always non synonymous
there is no obvious association with a known biological property associated with these
trends making it difficult to relate these findings to the known biology.

In the second codon position the thymidine content rises and the adenosine content
falls over the 10-15 codons after which these trends reverse. The cytosine and guanine
content remain stable throughout. Given that the hydrophobicity of a sequence is
closely related to the A2-T2 value these trends are likely to reflect the presence of
signal sequences at the N terminal end of the proteins.

The pattern found here in the third codon position is one of stability. Despite a small
drop in the mean A3 content about the tenth codon the third codon content is stable
with adenosine and thymidine making up 40-45% of the bases and cytosine and
guanine 10-15%. This is in contrast to the earlier findings in E. coli where changes are
obvious. The trends found in E. coli may be unique to that organism. Alternatively it
may be that such trends are found only in highly or lowly expressed proteins. This
data is not currently available for P. falciparum and this question may be worth
revisiting once this data is available.

Translation termination like translation initiation is a complex process and was
recently reviewed by Bertram ef al (36). In eukaryotes translation is terminated by a
heterodimer consisting of two proteins, release factors eRF1 and eRF3. The
interaction of yeast eRF1 and eRF3 is mediated by the last 6 to 11 amino acids of
eRF1. A stop codon located in the ribosomal A-site is recognized by the release factor
complex, which binds the ribosome and triggers the release of the nascent peptide.
The protein eRF1 recognizes all three canonical stop codons, triggers peptidyl-tRNA
hydrolysis by the ribosome and catalyses the release of the peptide. The efficiency of
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this process is greatly enhanced by the GTPase release factor eRF3 which in yeast

eRF3 is not an essential gene. The structure of human eRF1 has been solved and
resembles a tRNA molecule (468). The P. falciparum eRF1 is located on chromosome
2 (Pf2_1:492616w) and two other potential release factors are found on chromosomes
7 (Pf7_6:216652c) and 9 (Pf9_1:1292107¢).

There are three canonical stop codons: TAA, TAG and TGA: many exceptions to this
rule are known. In the Mycoplasma species genitalium, capricolum, pneumoniae and
gallisepticum the TGA codon encodes tryptophan. The ciliates Paramecium and
Tetrahymena use TAA and TAG to encode glutamine and Euplotes encodes cysteine
with TGA. The stop codons may also code for rare amino acids: selenocysteine is
encoded by TGA (269) - an amino acid which may be found in P. falciparum (326) -
and pyrrolysine which is encoded by TAG (250) - which to date is not known to occur
in P. falciparum. In addition to encoding amino acids read through of these ‘stop’
codons may be physiologically important. CFA/II strains of enterotoxigenic E coli
express three types of surface-associated hair-like fimbriae - CS1, CS2 and CS3 — and
expression of the genes required for biosynthesis and assembly of CS3 pilli requires
the suppression of a UAG codon (222).

There is no experimental data available on translation termination in P. falciparum
and the material presented here is the first summary of the context and use of
termination codons in any Plasmodium species. The high AT content of P. falciparum
makes ‘ambushes’ - which may be important in other organisms (383) - almost
redundant because in most proteins there is only one possible reading frame for most
of their length.

The frequency of use of the stop codons - 70% TAA, 20.4% TGA and 9.6% TAG —is
that typically found in other organisms. The most common base immediately
following the stop codon is adenosine with the combination of TAA followed by A is
found in almost 40% of the genes and seems to be the optimal stop signal. This is
consistent with findings elsewhere. Intuitively one might perhaps have expected the
more G rich stop codons (TAG or TGA) to be associated with the genes richer in GC
or the longer and metabolically more costly genes to be terminated with an optimal
stop codon (TAA). Neither of these hypotheses was confirmed here and the reason for
choice of stop codon remains unclear. It may be that stop codon use is conserved
between Plasmodium species and that despite the presumed rise in AT content that

has occurred in this genome the stop codons have been preserved. When genes from
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the other Plasmodium species become available it will be possible to test this
hypothesis.

There is a gradual decline in the mean hydrophobicity of the protein over the last 20
codons. Both a bulky residue (¢) and a positively charged residue (+) are normally
(~95% proteins) found within the last 10 residues. The importance of this ¢ rule is
not known but is a common if not universal finding and as such is likely to be
important in the termination process.

The mean base use analysis approaching the termination codon is subject to the same
caveats mentioned earlier in relation to the initiation codons. In the first codon
position adenosine is the most common base (40 - 45%), guanine and thymidine are
about equal in frequency (20 - 25%) and cytosine is the least common (10 - 15%).
These frequencies appear to be fairly stable over the last 50 codons with the possible
exception in a rise in the use of adenosine towards the end of the gene.

In the second codon position base use is fairly constant (adenosine ~40%, thymidine
~30%, cytosine ~15% and guanine ~10%). There is a small rise and correspondingly
small decrease in the adenosine and thymdine content respectively in the last 10-20
codons paralleling the increase in mean hydrophobicity seen in this region. As noted
earlier on average the C2 content exceeds that of the G2 content. At the start of the
genes these two values are approximately equal but towards the end of the gene
cytosine has clearly become more common. This is the first time such a pattern has
been described and the reasons for its occurrence are not known. Unlike the case of
the A2-T2 difference there are no obvious biological correlates.

In the third codon position while the cytosine and guanine contents remain stable
(~10%) the adenosine and thymidine contents diverge over the last ~15 codons. The
A3 content rises in a linear fashion over this distance and the T3 falls in a similar
fashion. The T3 content in the penultimate codon appears to be anomalous high
judging by this linear regression. The pattern here is quite different to the mean third
base content near the start of the genes which was largely constant. If it is assumed
that the presence of a trend in third base use is evidence of selection which is
plausible on biological grounds then it appears that selection may be acting on these
codons.

This hypothesis is consistent with the change in mean hydrophobicity and the almost

constant presence of a large hydrophobic and positively charged residue in this
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region. This hypothesis is also plausible on biological grounds as this part of the
protein might interact with the translation mechanism acting as an ‘early warning
signal’ that a stop codon is being approached. The hypothesis seems testable as it
predicts that mutations in the last 10-15 codons should influence the termination rate.
Any changes in translation could be monitored by the use of a protein such as
florescent green protein with the terminal segment of a P. falciparum protein attached
at the C terminal end.

Many of the patterns found here cannot be presently be explained by biological
theory. This inability to integrate this data into existing theory merely reflects our
current lack of understanding. The presence or absence of these patterns may be
worthwhile investigating in the human genome also as if these are specific to P.
falciparum they may represent a biochemical difference that is biochemically

exploitable.
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Chapter 8: Intron organization and structure

8.1 Summary

In this chapter a number of characteristics of the introns of P. falciparum are
described.

Intron containing genes are found in all chromosomes and they tend to be longer than
the genes with introns. Neither exon nor intron lengths follow an easily identifiable
pattern. Nor is there is a correlation between gene length and intron number. Introns
are more AT rich than the surrounding exons. Base use within the intron appears to be
subject to a set of selective forces influencing the location of bases within the intron.
It has been proposed that the splicing mechanism may be the origin of at least some of
these patterns. The GC3 content of the bounding exons are not correlated suggesting
that different selective forces may act on the 5° and 3’ exons.

Both the phase of the exons and the introns and the surrounding bases themselves are
non randomly distributed. This may be due to the splicing apparatus rather than
historical accident. A sequence (AT)s.4 lying close to the 3” end of the introns that may

act as the intron lariat site has been identified.

8.2 Overview

Previous to this there have been no large scale surveys of intron composition and
organization in this organism. The current version of this annotation has identified
8227 introns in 2166 (42.5% total) genes — an average of 3.8 introns per gene. The
number of introns per chromosome are listed in Table 8.1.

The number of introns per kilobase of chromosome seems to be approximately
constant (Figure 8.1). While it would seem probable on biological grounds that some
relationship might exist between the length of the chromosome and the number of
introns therein, the strength of the linear relationship found here was unexpected.
Given the variability in the number of introns per gene, it is possible that this
relationship may contribute to the location of the genes encoded in the genome. If this
intron-chromosome length is a biological law then in the long run only genes whose

number of introns fit this law may be incorporated to a given chromosome unless the




genes are extensively modified. This hypothesis has a parallel in Chargaff’s second
rule: coding sequences tend to have an excess of A and G and introns tend to have an
excess of C and T. This to some extent limits the type of gene that can be
accommodated in a chromosome - particularly in the shorter ones. A similar rule may
hold here concerning the number of introns. If this is so it is likely to relate to some
structural property of the genome. This finding needs testing in other genomes as it

may simply be an artifact unique to P. falciparum.

Chr1 218
Chr2 | 337
Chr3 374
Chrda | 369

Chr5 454

Chef 816 |
Chr7 384
Chrg 472

Chr9 [602 |

Chr10 636

Chr11 818

Chr 12 E782

Chr13 1001

Chr14 | 1269

TABLE 8.1. Number of introns per chromosome.
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FIG. 8.1. Number of introns per kilobase of chromosome.
8.3 Methods

The exon and intron lengths, intron number, intron base composition, exon GC3
content, intron and exon phase, and the intron sequences themselves were obtained
from the database. The distribution of the intron length modulo 3 was examined. The
lengths of the first introns were compared with the length of the other introns with the
t test with the assumption of unequal variances.

Base composition around the splice sites was also studied. The GT and AG sites were
removed and the mean composition of the introns were determined in the 20 bases
preceding the 5’ splice sites and following the 3° AG and the 18 bases within lying
adjacent to the GT and AG sites.

The existence of a correlation between either the GC or GC3 content of the 5° exons,
the 3’ exons and the GC content of the introns was tested by linear regression.
Clustering of bases within the intron was studied with two statistical tests that have
not been previously applied to the analysis of introns. The first was a test for
distribution of points along a line (236).

Let there be n points along a line at positions x; with 0 < x; <1 and let d; = x; for i <n.
Putdy=1-xpand Y=X1id;jand Y’=1-Y / n. For n > 25, Y’is approximately
normally distributed with mean (n - 1)/2n and variance (n - 1) / 12 n’. The condition

on n is satisfied by the A and T bases in all the introns. This test seems presently to
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lack a name: it will be referred to here as the ‘Y test’. Within each intron the mean
position by percentage length of the A and T bases in each intron was also determined
and then the grand mean of these values was estimated.

The Y test was also applied to the location of introns within the gene. The last base
coordinate of the 5° exon was used as the location of the intron within the gene. To
determine the expectation of the Y” statistic and its standard deviation for the number
of introns (n) between 1 and 25, a boot strap method was used. For each n, 10,000
randomly generated ‘genes’ with the correct number of ‘introns’ were examined and
the mean and standard deviation computed from these values.

The second method used was the Erdos Renyi test. In 1950 Rényi and Erdos
determined the number of runs of digits in a random sequence and this was later was
used as the basis of the probability estimates used in the BLAST algorithm (11). The
proof of the Erdos-Renyi theorem while trivial is not commonly found in biology text
books so will be given here in full.

Consider a sequence of characters of length | in which all the members of the set of
characters have an equal chance (p) of appearing. We seek an estimate of the
maximum expected length of run of identical digits. The probability of a run of length

n of a given digit is
P(n)=1*p"
The probability of there being a maximum length run is 1 as there will always be a

maximum length of the run of a character even if it is of zero length within the

sequence. So we have

where n’ is the maximum run length. Solving this for n” we have

n’ =-log (1)/ log (p)

For a set of digits 0 to 9 inclusive and using the base 10 for the logarithms we have

n’ = log(l)
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In words, the maximum expected length of a run of random digits in a sequence of
length 1 equals log (1).

The maximum length of the A and T runs within the introns was determined and
assuming a