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Summary

In this dissertation the oxidation of the molybdenum (110) surface was 

studied at 900 and 1000 °C and 1 x 10“® Torr oxygen pressure. Through 

the use of low energy electron diflFraction (LEED), Auger electron spec­

troscopy (AES), scanning tunneling microscopy (STM) and density func­

tional theory (DFT) we have fully characterised the growth of the surface 

oxide phase as well as the 3-D oxide growth. It was found that a bulk-like 

surface oxide of M0 O2 (010) grows epitaxially on the surface at 1000 °C 

and 1 X 10“® Torr oxygen pressure. LEED and STM data were used to 

give a detailed analysis of the oxide surface structure. From this experi­

mental data, a model was built and through the use of DFT calculations, 

we showed that a strained bulk-like Mo0 2 (0 1 0 ) film is in excellent agree­

ment with the experimental data.

Furthermore, it was found that while this oxide phase readily grew 

into thicker 3-dimensional M0 O2 single crystalline thin films, only the 

surface oxide was stable up to 1000 °C in ultra high vacuum (UHV). This 

indicates that there is an increase in thermodynamic stability given by 

the adhesion energy. The origin of this strong adhesion between the film 

and substrate can be related to the charge redistribution at the interface. 

An electron density difference map of the interface is used to illustrate the 

charge redistribution for this system. Furthermore, we employed DFT



calculations to estimate the work of adhesion for this system and there is 

indeed a strong interaction between the film and substrate as expected. 

The calculated work of adhesion was around 7 J /  m^.

By continuing to anneal this surface at 900 °C and 1 x 10“® Torr 

oxygen, M0 O2 nanowires begin to form. These wires grow at a constant 

rate until a maximum size of ~30 nm by ~6 nm is reached. Through the 

use of LEED, AES, STM and DFT we have fully characterised the growth 

of these wires. The general idea is that the initial M0 O2 (010) layer is 

close enough to the interface such that a charge redistribution at the 

interface can sufficiently modify the surface charge density and stabilize 

the film. This effect is such that the film fully wets the substrate. As 

the oxide grows thicker however, this (010) oxide surface orientation can 

be classified as a polar. Tasker type III surface, and requires a surface 

modification to be energetically favourable.

As this film continues to grow it develops various sizes of nanowires 

and eventually transforms into a periodically faceted surface made of 

M0 O2 (0 2 1) and (0 2 -1) faces. Using DFT calculations, we show 

that this faceted surface has a lower surface free energy than the initial 

growth orientation. Furthermore, with the use of the theory of periodi­

cally faceted surfaces, we show that it is likely that the periodicity of the 

facets is related to the equilibrium state for this surface.

We also show that the oxidation rate of M0 O2 on Mo(llO) under 

these conditions is linear. With the use of the Cabrera and Mott theory 

of the oxidation of metals we show that this linear rate is most likely 

related to the rate of adsorption or dissociation of oxygen at the surface 

of the M0 O2 .

Furthermore, we show that magnetron sputtered Mo(llO) thin films

vi



grown on AI2O3 can be of high quaUty. These films show promise for the 

production of M0O2 nanowires on an insulating substrate.
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Chapter 1

Introduction

The focus of this dissertation is the application of existing experimental 

and electronic structure methods for the study of the oxidation of the 

molybdenum (110) surface. Broadly, this dissertation is divided into 

two parts. The first part describes the methods and theories relevant 

to our experimental data, namely experimental techniques and ultra- 

high vacuum systems followed by density functional theory and oxidation 

theory. The second part briefly gives a background on the properties of 

molybdenum followed by a discussion of the results from experimental 

data obtained.

1.1 M otivation

The oxide formation on transition metal (TM) surfaces has received con­

siderable attention in recent years (1; 2; 3; 4). Understanding the mech­

anisms of the initial growth stages of these oxides is necessary for both 

the fundamental understanding of the science and advancing related tech­

nologies. These oxides are important in many areas of industry, including 

surface coatings, materials science, and for industrial catalysts used in ox-
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idation reactions for fuel processing, chemical production, and pollution 

clean-up. Recently, considerable steps have been made in the microscopic 

understanding of oxide formation on TM surfaces. With new advances 

in computer technology, researchers have gained a vast insight into the 

formation of these oxides by combining experimental data with density 

functional theory (DFT) calculations (1; 2; 3; 4; 5; 6; 7; 8; 9; 10). These 

calculations have lead to some rather complex models for the initial oxide 

formation that may or may not represent the bulk oxide.

For late transition metals and noble metals such as Pd and Ag, it is 

now known that the oxidation process proceeds through ultrathin oxide 

layers that are thermodynamically stable (11; 12; 13; 14). It is unclear 

whether the same holds true for TMs that are positioned further left on 

the periodic table. In response to this, we focused on the lighter metals 

of the 4d series to establish if a bulk-like surface oxide exists on the 

molybdenum surface; and if so, then what is the epitaxial relationship 

between the film and substrate. In doing so, we discovered a method that 

produces regular arrays of conducting M0 O2 nanowires on the Mo(llO) 

surface.

Currently, there is an extraordinary amount of effort placed on de­

veloping new methods and techniques to build nanoscale structures and 

devices (15; 16; 17; 18; 19). The formation of quantum dots and wires of 

epitaxially grown thin solid films has been attracting attention as a very 

promising area of nanotechnology that could lead to a new generation of 

electronic devices. As M0 O2 is a metallic oxide, this means that these 

conductive wires are not only applicable for fundamental research but 

also for industrial technologies.

2



1.2 O rganization

As briefly mentioned, this thesis is divided into two parts. Part I presents 

the theories and instrumental techniques used in this work. The first 

chapter (Chapter 2), gives a brief description of the theory of as well as a 

description of the instrumentation used. The following two chapters give 

a detailed description of density functional theory (DFT) and the theory 

of the oxidation of metals.

In part II we begin with a background of the materials used in this 

thesis as well as verifying the validity of the DFT methods used. This 

verification is done by comparing our calculated values for the structural 

and electronic properties of M0 O2 with that of experimental measure­

ments in the literature.

In Chapter 6, we present the experimental results and describe a 

model for the M0 O2 surface oxide structure formed on Mo(llO). It was 

found that a bulk-like oxide of M0 O2 (010) grows epitgixially on the 

surface at 1000 °C and 1 x 10~® Torr oxygen pressure. LEED and STM 

data are used to give a detailed analysis of the oxide surface structure. 

From this experimental data, a model was built and through the use of 

DFT calculations, we show that a strained bulk-like Mo02(010) film is 

in excellent agreement with the experimental data.

The next step was to investigate the oxidation of Mo(llO) beyond the 

surface oxide phase. In Chapter 7, we present an inexpensive and robust 

technique of forming uniform nanowire arrays comprised of molybdenum 

oxide. In order to explain the nanowire growth, we employed a concept 

recently proposed by A. A. Golovin et. al. for the mechanism for the 

formation of quantum dots on the surface of thin solid films (20). We 

demonstrate experimentally that M0 O2 grown on Mo(llO) meets the

3



criteria for this mechanism, and show its application for the formation 

of regular arrays of structures at nanoscale dimensions. Furthermore, 

using an elastic theory of periodically faceted surfaces together with DFT 

calculations, we explain the critical size of these wires.

In Chapter 8 we describe the oxidation process of M0 O2 on the 

Mo(llO) surface under experimental conditions. This is done using the 

established theories of the oxidation of metals in addition to the experi­

mental results in Chapters 7 and 6.

To conclude we present in Chapter 9, preliminary results of using this 

method to produce nanowires arrays of M0 O2 on an insulating substrate. 

This is a necessary step to enable one to study the metallic properties of 

these nanowires.
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Part I

Instrum entation  and Theory
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Chapter 2

D escription of the  

Experim ental Techniques and 

the U ltra High Vacuum  

System

2.1 Auger E lectron Spectroscopy

Auger electron spectroscopy (AES) is a powerful surface-sensitive tech­

nique used to determine the chemical composition of the surface layers 

of conducting or semiconducting samples (1; 2). With this technique, 

the sample is exposed to a monochromatic electron beam of energy be­

tween 2 and 30 KeV to promote the excitation of the so-called “Auger 

electrons” . By exposing the sample to incident electrons with sufficient 

energy to eject a core level K electron of the sample with energy E^, 

the hole is filled by an electron from the level Li, with energy E^j. This 

transition generates an energy equal to E ^ —E/,^, which can either be
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emitted as a X-ray photon (X-ray fluorescence) or transferred to a third 

electron, the “Auger electron” , at a level E/,23, ^  shown in the exam­

ple in Fig. 2.1. This electron is emitted with a kinetic energy 

equal to the energy difference between the three levels involved minus the 

sample work function (j), as indicated in equation 2.1. This is described 

graphically in Fig. 2.1.

E k l i L2.3 =  E k  -  E l  ̂ -  E l 2,3 -  4> (2 . 1 )

Auger spectroscopy is based upon the measurement of the kinetic en­

ergies of the emitted electrons. The energies of these electrons are char­

acteristic of each element and allow qualitative and quantitative identifi­

cation of the elements present in the first 2-10  atomic layers (in the range 

of the inelastic mean free path of the Auger electrons).

2.2 Low Energy Electron Diffraction

Low energy electron diffraction (LEED) is one of the principal techniques 

for the determination of the surface structure of solids (3). A conducting 

sample with a well-ordered crystalline surface structure is exposed to a 

monochromatic beam of low energy electrons (20 to 300eV) normal to the 

surface. The impinging electrons are back-scattered by the Bragg planes 

of the crystal onto a fluorescent screen, which displays the diffraction 

pattern of the surface. Since the electrons are charged particles, they 

will be scattered by regions of high localised electron density, i.e. the 

surface atoms, by electrostatic Coulomb forces. Therefore, the surface 

atoms can be considered to act as point scatterers. By the principles of 

wave-particle duality, the beam of electrons may be equally regarded as
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primary beam 
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Excitation and emission
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Fig. 2.1 : Schematic of the Auger emission process. The ground state is 
shown on the left. Centre: an incident electron is ejected by the primary 
energy beam (blue arrow) creating a hole in the core level, K. Relaxation 
occurs resulting in an electron from the Li levels filling the core level 
hole and releasing an energy, E ^ —Ez,j. This energy may be emitted 
as a photon (red arrow), or may be transferred to a secondary electron, 
which is then em itted from the crystal (green arrow). The state following 
emission, (Final state), is shown on the right.

a succession of electron waves incident normally to the sample.

The wavelength of the electrons is given by the de Broglie relation :

A =  V IS O T ^  (2.2)

where A is in A and Eq is in eV.

In the simplest kinematical example, a diffraction pattern  is formed 

analogous to  tha t of a diffraction grating. In this example, only simple 

scattering from the surface is considered. This allows us to describe the 

shape and size of the surface unit cell, bu t it gives us no information 

about the atomic arrangement inside the unit cell. Furthermore, with
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LEED we assume that only the elastically-scattered electrons contribute 

to the diffraction pattern; the lower energy (secondary) electrons are 

removed by energy-filtering grids placed in front of the fluorescent screen. 

Considering the atoms as point particles, the incident plane wave will be 

scattered in all directions. For an ordered crystal surface, interference 

will restrict the net flux to those directions where the scattered waves 

are in phase. This condition is met only when the scattered waves from 

neighbouring unit cells differ by an integral number of wavelengths A. For 

the simple case of a ID lattice, this in-phase condition for constructive 

interference is illustrated in Fig. 2.2, where the sample is normal to the 

incoming beam. Therefore, the positions at which diffraction spots occur 

is defined by the Bragg equation.

n \  = d sin 6 (2.3)

Fig. 2.2: Schematic of the Bragg condition for a ID lattice. Only in the 
case of coherent interference between the scattered rays is it possible to 
detect a diffracted beam.

The LEED pattern consists of spots, in agreement with the Bragg law, 

that appear on the screen giving an image of the reciprocal lattice of the 

surface. The real space lattice parameter a is related to the reciprocal

12



space lattice parameter a* by a*=2Tr/a.

For surface diffraction to occur in a 2D system, with translational 

vectors h and I, the incoming electron beam must conserve both its energy 

and the component of its momentum parallel to the surface:

fcy +  =  /c'li +  k' j_ , k'w =  k\\ +  Qhi (2-4)

where fcy and are the parallel and perpendicular momentum com­

ponents of the incident beam, respectively; while k'\\ and k ' are those 

of the diffracted beam. The reciprocal lattice vector, now labelled ghii is 

related to the beam energy Eev, the electron mass me, and the diffraction 

angle 9 by:

1^1 =  \ha* +  lb* \ =  \ k \sin9\ =  ^ —̂sinO

where a* and h* are the reciprocal lattice primitive net vectors 

are related to the real space vector a and 6 by (3):

~a =  ~b =  2it ■ a . ?  =  V -  ?  =  0 (2.6)

This shows the direct correspondence between the observed diffraction 

pattern and the reciprocal lattice of the surface. The reciprocal lattice 

vector g~hi lies in a direction that is orthogonal to the plane of the real 

space lattice which is denoted by the Miller indices h and I. The Miller 

indices of the diffracting planes are used to index the diffraction spots of 

the LEED pattern.

The diffraction pattern can easily be described graphically in recip­

rocal space by the Ewald sphere construction (fig. 2.2). A sphere with 

radius 1/A is drawn through the origin of the reciprocal lattice. For each

13
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reciprocal lattice rod tha t is located on the Ewald sphere of reflection, 

the Bragg condition is satisfied and diffraction arises.

0,-1

LEED
Paltem

Fig. 2.3 : Schematic of the Ewald sphere construction of a diffraction 
pattern.

In general for LEED experiments, the sample is normal to the incom­

ing beam. This means tha t k\\ =  0 for the incident electrons. Therefore, 

the observed diffraction pattern will be an image of the reciprocal lattice 

of the surface. LEED patterns of surfaces are taken at the energy range 

between 20 and 200 eV. In this energy range, the de Broglie wavelength of 

electrons have the same order of magnitude as the interatomic distances 

of the crystals. The electron mean free path is of the order of ~5-10 A, 
resulting in a technique tha t is sensitive only to the surface layers.

The observation of a LEED pattern does not guarantee tha t the whole 

surface is ordered. There is an instrumental limit to the diameter of the 

coherently scattering area on the surface called the coherence length. The 

significance is tha t interference will be strong within a coherent length of
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the source, but not beyond it. The coherence of an e-beam is hmited by 

5E and the beam divergence. The coherent length of a standard LEED 

optics is only 10 to 20 nm. Structures with a lower periodicity than 

that can therefore be imaged in the diffraction pattern. Naturally only 

structures which extent over at least (10 x 10) nm can produce Bragg 

reflexes. Furthermore, the diameter of the electron beam is about 1 mm^, 

thus LEED averages over a large surface area.

Further information regarding crystal lattice structure may be ob­

tained by both the position and the intensity of the spots. The position 

of the spots yields information on the size, symmetry and rotational 

alignment of the surface layers with respect to the symmetry of the bulk 

crystal. The intensities of the various diffracted beams which can be 

recorded as a function of the incident electron beam energy, generate 

the so-called I-V curves. By comparison with theoretical curves, the I-V 

curves may provide accurate information on atomic positions. While this 

is an extremely powerful technique, unfortunately, we do not have the 

experimental set-up to perform such measurements. Therefore, all of the 

LEED descriptions in this thesis are restricted to the simple kinematical 

approach.

2.3 Scanning Tunneling M icroscopy

The scanning tunneling microscope (STM) invented by Binning and 

Rohrer in 1981 (4), is without doubt, the most important instrument 

developed in surface science in recent years. The possibility to image the 

atomic structure of conducting and semiconducting materials has revolu­

tionised the field, enabling the study of the properties of material surfaces

15



in direct space. In reality, the technique probes the electronic structure 

of the atoms at the surface and topographic information is derived from 

that. STMs are based on the principle of quantum mechanical tunneling.

2.3.1 Theory of Tunneling Effect

The principle behind the operation of a STM is the quantum tunneling 

effect. To understand this effect, consider an electron with energy E 

moving in a potential U(z). In classical mechanics, it is described by the 

equation (5; 6):

 ̂+ =  (2.7)

where m  is the mass of the electron and p its momentum. In quantum 

mechanics, the state of the same electron is described by the equation:

+ = E4 {̂z) (2 .8)

In the classical case, it is possible to distinguish 2 situations: (z) The 

allowed region, where E  > U{z) and the electron has a nonzero momen­

tum pz and {a) the forbidden region, with E  < U{z) which the electron 

cannot penetrate. In the quantum mechanics case in the region where 

E > U{z), equation 2.8 has solutions:

^(z) =  '0(0)6**'=  ̂ (2.9)

where k is the wave vector and is equal to k = y/2m{E — U)/h.  In the 

region where E  < U{z), i.e. the tunneling region, the equation 2.8 has 

the solution:

xp{z) = V’(0)e"''^ (2.10)
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where «; is a decay constant and is equal to: k =  y / 2m{ U — E) /h.

The probability density of finding an electron near a point + z  is pro­

portional to which has a nonzero value in the barrier region

and thus a nonzero probability to penetrate the barrier. An analogous 

solution describes an electron state in the — 2  direction 'ip{z) =  ■0(O)e” .̂

This simple model explains some basic features of the one-dimensional 

metal-vacuum-metal tunneling effect (a more detailed treatment can be 

found in (7)), shown in figure 2.4. Now consider a metal surface and a

U(z)

vacuum levelsample

eV

F ig . 2.4: a)General tunneling barrier for an electron described by the 
wavefunction V’Cz) in a one-dimensional potential U(z). b) Schematic of 
a STM tunneling junction under the applied bias voltage V.

sharp metal tip placed within a few angstroms of it. The work function
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(f> of the metal surface is the minimum energy required to remove an 

electron from the sam ple/tip to the vacuum level and the Fermi level 

Ef is the upper limit of the occupied states in the metal if thermal 

excitation is neglected. If the vacuum level is considered as the reference 

point of energy, then Ep =  —<t>- Considering the simple case in which 

the work functions of sample and tip are equal, an electron can tunnel 

between them. Nevertheless, a bias voltage Vf, is necessary to have a 

net tunneling current I f  Applying Vb to the tip, a sample state with 

energy En lying between E p —eVb and Ep, has a probabiHty to tunnel into 

the tip. Assuming that eVb (p the energy level of all the sample states 

of interest are very close to the Fermi level, En ~  —4>. The probability 

w to find an electron at the tip surface 2  =  W , is given by:

w c x  (2.11)

where the decay constant k is now given by k =  y/2m(j)/h. The states on 

the sample surface within the energy interval given by eVb are responsible 

for the tunnel current It and determine It as follows:

E f

/ ,o c  (2.12)
E n = E F —€V\i

For small Vb, the sum in equation 2.12 can be written using the local 

density of states (LDOS) at the Fermi level. At a location z, the LDOS 

p s { z , E)  of the sample is defined as p s { z , E )  =  for a

sufficiently small energy, e. The value of the LDOS near the Fermi level 

is an indicator of whether the surface is metallic or not. The It can be
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conveniently written in terms of the LDOS of the sample:

hocVbPs{0 ,EF)e-^ '^ ^  (2.13)

The dependence of the logarithm of It with respect to distance is a 

measure of the work function (j), or the tunneling barrier height. It is 

also clear tha t the It is very sensitive to  small variations in the distance 

between tip and sample.

2.3.2 The Scanning Tunneling M icroscope

An atomic sharp metal tip is brought to within 1 nm of the surface 

of a conducting or semiconducting sample. A voltage is applied across 

the two electrodes, tunneling is established and a tunneling current is 

detected. As demonstrated above, the tunneling current It can be ex­

pressed by Eq. 2.13. In reality, the tunneling current is also dependent 

on the LDOS of the tunneling tip. The significance of the tip contribu­

tion can be accounted for through a time-dependent perturbation model 

of a metal-insulator-metal tunneling, proposed by Bardeen (8). In this 

approach a transfer Hamiltonian H r  is used to describe the tunneling of 

an electron, from a sample state ip, to a tip  state x- The tunnel current 

is a convolution of the sample LDOS ps  and the tip LDOS pr-

Aire
It =  ^  P s { E f  -  e V  + E ) p t { E f  -  E ) \M \ ^ d E  (2.14) 

 ̂ J o

The tunneling current It also includes a tunneling matrix element M, 

which describes the amplitude of electron transfer across the tunneling 

barrier, as a function of the overlap between sample states {ip) and tip
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states (x)-

It is determined by a surface integral on the medium separating the two 

electrodes. If M  is constant over the voltage range probed, the tunnel 

current is determined by a convolution of the LDOS of the two electrodes, 

the tip and the sample.

Once tunneling is established, the tip is scanned mechanically across 

the surface. There are two basic modes for the scanning process, namely, 

constant current or constant height. The most commonly used mode is 

the constant current mode. In this case, the tunneling current is kept 

constant in the range from a few pA to 1-2 nA, by a feedback control 

unit that changes the tip-sample separation in response to a change in 

the tunneling current. However, in the constant height mode, the tip to 

sample distance is kept constant and the tunneling current recorded as a 

function of the tip position. In this thesis, the STM was operated in the 

constant current mode for all the measurements performed.

2.4 DC M agnetron Sputtering

DC magnetron sputtering is a physical vapour deposition (PVD) process 

in which gas ions from a plasma are accelerated towards a ’’target”; 

i.e. the material to be deposited. The target material is ejected or 

’’sputtered” and deposited on a substrate in the vicinity. This process 

takes place in a high vacuum environment with a base pressure of 10“® 

Torr. The sputtering process involves a gas, usually argon, being released 

into the chamber at a pressure of between 10“® to 10~® Torr. By natural 

cosmic radiation there are always some ionized Ar+ ions available. In

20



the DC-sputtering process, a negative potential U, up to some hundred 

volts, is applied to the target. As a result, the Ar-ions are accelerated 

towards the target and on impact sputter away some material. The 

collisions of these ions also produce secondary electrons. These electrons 

cause a further ionisation of the gas. By placing a ring magnet below 

the target the electrons are trapped in its field forming cycloids over the 

target’s surface. This gives the electrons a longer time to dwell in the 

gas causing a higher ionisation probability and hence produce a plasma 

ignition at pressures which can be up to one hundred times lower than 

for conventional sputtering. This set-up is called a magnetron (Fig. 2.5). 

With a magnetron, higher deposition rates can be realized. However, the 

longer mean free path of the sputtered material means a larger kinetic 

energy on impact with the substrate. Furthermore, the substrate can be 

heated to increase the mobility of the arriving material and in some cases 

produce higher quality films.

Sputtered material

Perm anent Magnet

Fig. 2.5: Diagram of a Magnetron sputtering set-up
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-Low- -Med.- -HV- -UHV- -XHV
P(mbar)

P(Pa) 10̂
1

10^ 10-1  10-4  10 - 1°

Table 2.1: The various ranges of vacuum, defined in units of mbar and 
Pa, where 1 atmosphere =  760 Torr =  1013 miUibar =  1.013 x 10  ̂pascal. 
HV, UHV and XHV refer to high-, ultra-high and extreme-high vacuum, 
respectively. Reproduced from (9).

2.5 Ultra-high vacuum  

2.5.1 Vacuum requirem ents

The presence of adsorbates on a surface can have a variety of effects 

such as altering surface stress, causing surface reconstruction, quench­

ing magnetic moments, etc. Therefore, the presence of contaminants 

can significantly affect results obtained with surface-sensitive techniques 

such as STM, LEED, AES, ESD, etc. Consequently, a high degree of 

surface cleanliness (< 1 at%) is required during the observation time of 

an experiment in order to obtain a meaningful result.

The period during which the surface contamination will be within an 

acceptable limit is determined primarily by the rate at which gas particles 

(atoms or molecules) impinge upon the sample surface, given by equation

At constant temperature, this is largely dependent upon the gas pres­

sure within the experimental environment. Reducing this gas pressure 

will increase the longevity of a clean surface. As a result, most surface 

sensitive techniques require a vacuum environment for operation. Table 

2.1 lists the various ranges of vacuum.

When considering vacua, it is useful to calculate the molecular mean

2.16:

(2.16)
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free path, A, which is the average distance travelled by a gas particle 

before it collides with another particle.

where represents the collision cross-section of the particle, d is the 

particle diameter and n is the number density of particles, given by:

n =  [m (2.18)

A monolayer formation time, r^, is defined as the time taken to form 

a complete particle layer on the surface. In addition to the impingement 

rate, will depend on the sticking probability, s{6),  of the gas particle 

on the surface. For sub-monolayer coverages, this can be expressed as:

s{0) =  so(l -  0) (2.19)

The sticking probability is dependent upon the fraction of the surface 

already covered, 9. Beginning with an initial sticking probability, so, 

it falls off as the fraction of available adsorption sites (1 — 0) decreases. 

Assuming that the sticking probability is constant and that when the gas 

particle strikes the surface there is a one-to-one correspondence between 

the gas and surface atoms, the monolayer formation time is:

r™ =  ^  (2-20)HN sq

where is the total number of surface atoms and N  is the number of 

atoms per gas particle.

As an example the monolayer formation time is calculated for N2
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P (mbar) P (Pa) n {m  3) A (m) R (m 2.S 1) '̂ m
1013 1.013 X 10^ 2.5 X 10'̂ ^ 6.6 X 10-*̂ 2.9 X 10'̂ ^ 1.7 ns

1.33 X 10-3 0.133 3.2 X 1019 5.1 X 10-2 3.8 X 10̂ 1 1.3 ms
1.33 X 10-® 1.33 X lO-'* 3.2 X lOi® 5.1 3.8 X lOi* 1.3 s
1.33 X 10-9 1.33 X 10-^ 3.2 X 1013 5.1 X 1Q4 3.8 X IQi^ 22 min.
1.33 X 10-11 1.33 X 10-9 3.2 X 10“ 5.1 X 10*̂ 3.8 X 1Q13 36.5 hrs.

T able 2.2: Gas particle density n, mean free path A, arrival rate R  and 
monolayer formation time on the W(IOO) surface at various pressures 
for N2 at 300/('.

adsorption on the W(IOO) surface at room temperature for various pres­

sures in Table 2.2. The sticking coefficient is assumed to be equal to 

unity, while the molecular mass is taken as 4.65 x 10“ ®̂ kg and the 

molecular diameter is taken as 3.7 A(10). The lattice parameter of bcc 

tungsten is 3.165 A, so that the atomic density of the W(IOO) surface ris 

is 9.98 X 10̂ ® m~^.

For surface studies of transition metals such as Fe, Mo and W, which 

are highly reactive, with a particularly strong affinity for oxygen, a high 

degree of surface cleanliness can only be achieved for long periods under 

ultra-high vacuum (UHV) conditions.

2.5.2 Pum ping

The pumping time required to reach a specific vacuum pressure depends 

on the gas flow rate from the chamber being evacuated. The gas flow 

rate, or throughput Q  is given by:

Q =  [Pa.m^.s (2.21)
at

which is related to the mass flow rate by:

dM  m Q  ,,
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while Q is related to the volume flow rate S  by:

Q =  S P  (2.23)

There are three main gas flow regimes, all of which are encountered 

during a pump-down from atmospheric pressure to UHV. These are the 

(1) turbulent, (2) viscous or laminar and (3) molecular flow regimes. The 

factors which determine the particular regime are:

• The magnitude of the flow rate.

• The pressure difference across the vessel through which there is gas 

flow.

• The surface finish and geometry of this vessel.

• The nature of the gas being pumped (molecular weight, etc.).

The nature of the gas flow can be defined by two dimensionless num­

bers, the Reynolds number. Re,  and the Knudsen number, Kn,  where:

Re =  —  , =  ^  (2.24)
77 D

where p is the gas density (kg ■ m~^), v  is the flow velocity (m ■ s “ ^), t] is 

the gas viscosity {N ■ s ■ m^) and D  is the diameter of the vessel.

Turbulent flow: This regime is encountered very briefly during the initial 

stages of pump-down. At this point, there is a high pressure gradient 

between the pump inlet and the main body of the vessel. The mean 

free path  for particle collisions is much smaller than the dimensions of 

the vessel. W ith a Reynolds number Re > 2100, it is characterised by 

chaotic flow with many eddies and vortices.
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Laminar or viscous flow: With a Reynolds number Rg < 1100  ̂ and a 

Knudsen number Kn < 0.001, this flow regime is encountered in the 

early stages of pump-down, at moderate pressure gradients. It is charac­

terised by ordered flow which is proportional to the pressure gradient and 

the viscosity. The viscosity limits the flow since collisions between gas 

particles occur more frequently than collisions with the vessel walls. Only 

particles near the walls collide with them, so that the velocity decreases 

near these surfaces.

Molecular flow: As the mean free path of the gas particles approaches the 

dimensions of the vessel, the flow reaches an intermediate stage between 

viscous and molecular flow. However, when > 1, more collisions occur 

with the vessel walls than with other gas particles. This is the molecular 

flow regime, where the motion of the gas particles is random but there is a 

net flow from regions of higher to lower particle concentration. Pumping 

in this regime is based on the concept of capturing the particles that 

stray into the pump inlet.

The various pipes through which the vessel is pumped offer resistance 

to all forms of gas-flow, resulting in a pressure gradient A F between its 

opposite ends. The conductance of a pipe or bellows is the reciprocal of 

this resistance and is defined as:

(2.25)

Capacitance C and pumping speed S  are conventionally given in units 

of L.s~^ (or equivalently in m^.hour~^). For the conductance of pipes in

Reynolds number in the range 1200 < Re < 2200 can correspond to either 
turbulent or laminar flow, depending on the surface roughness and geometry of the 
vessel.
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parallel, the total conductance Ct is:

C t  — C*i +  C2 +  ... +  Cji \L • s (2.26)

while for pipes in series:

7 ;“  — 7 r  +  7T +  -” +  7 r  (2.27)

For a pump with nominal pumping speed S {L.s~^) connected to a pipe of 

conductance C, the effective pumping speed is limited by the conductance 

of the pipe as:

‘ ^  (2.28)
S .n  S C

It is clear th a t the conductance of a pipe will depend upon its surface 

finish and geometry, while the smallest conductance between the pump 

and the chamber will determine the effective pumping speed within it.

The ultim ate pressure in a system is obtained when equilibrium is 

reached between the throughput due to pumping and the throughputs 

due to processes which deliver gas particles into the system. These are:

•  Leaks from the atmosphere side through misaligned flanges or cracked 

welds.

•  Virtual leaks from trapped air pockets, such as those formed when a 

screw is threaded into a blind hole. Gas escapes slowly along the helical 

path of the thread.

•  Surface and volume out-gassing of gas particles which have been ad­

sorbed onto and absorbed into materials present inside the chamber - the 

major adsorbed contaminant is water. All materials chosen for vacuum 

applications have an extremely low vapour pressure so tha t they will not
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sublime or evaporate in vacuum. The speed at which the out-gassing 

process is completed is usually increased by thermal activation through 

baking of the vacuum system.

• The materials used for construction of vacuum systems such as glass, 

stainless steel, viton rubber, etc. are partially permeable to the lighter 

elements. For example hydrogen can diffuse through stainless steel. This 

is a continuous process as gas particles can enter the vacuum system from 

the atmosphere side by diffusion.

A more detailed discussion of these topics, including flow calculations 

is available in references (11) and (12).

2.6 The UHV System

The Ultra High Vacuum (UHV) system used in this work consists of three 

main chambers: the preparation chamber, the Room Temperature STM 

(RT-STM) chamber and the LEED and Auger chamber. The layout of 

the system is shown in Fig. 2.6.

A detailed description of the different chambers has been given else­

where (13; 14; 15) and as a result, only a brief introduction of the RT- 

STM chamber and the Preparation Chamber will be given in the follow­

ing section. Every chamber can be isolated by closing a valve (valved off) 

and independently brought to atmospheric pressure without disrupting 

the vacuum in the other chambers. This is done via a series of UHV gate 

valves (16). A fast entry loadlock allows the transfer of tips and samples 

in and out of the preparation chamber without disrupting the vacuum 

(17). A differential 20 £  ■ ion pump (17) keeps the vacuum at a pres­

sure of 10“® Torr. Transferring samples and tips inside the UHV system
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is done by means of wobblesticks and magnetically coupled linear drives

(18) with access to each sample stage. The pressure in each chamber 

is monitored by nude Bayard-Alpert type ionisation gauges (17). The 

whole system is supported on a stainless steel frame which can be floated 

on pneumatic dampers to minimise vibration during STM measurements.

Ion P tm p  MOKE cham ber

STM Chomber

Fig. 2.6: Top view schematic of the u ltra high vacuum (UHV) system.

2.7 The Preparation Chamber

Several different pumps can be employed to attain  and maintain the sys­

tem in UHV (10“ °̂ — 10“ ^̂  Torr). A 260 i  • turbomolecular pump

(19) backed by a 0.7 £  ■ two-stage rotary vane pump, generates the 

vacuum in the chamber. Then, a double-ended 240 £  ■ differential 

ion pump (17) maintains the system in UHV conditions. A liquid nitro­

gen cryoshroud, together with a titanium  sublimation pump (TSP), is 

inserted in the base flange of the ion pump and a non-evaporable get-
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ter (NEG) pump (20) is positioned mid-way along the chamber. Inside 

the chamber, different facilities are present that allow tip and sample 

preparation. A resistive heater, an Ar+ gun, precision leak valves for the 

introduction of high purity gases, a triple evaporator with integral flux 

monitor (21) and a quartz crystal deposition monitor (22) are present 

for routine cleaning and treatment of samples and tips. The preparation 

chamber also contains a cylindrical mirror analyser (CMA) based Auger 

electron spectroscopy subsystem (17).

2.7.1 T he resistive  heater

The resistive heater was designed by C. Kempf and its schematic is shown 

in Fig. 2.7.

Argon ions

Filament

Support

Evaporation

Fig. 2. 7: Shematic illustration of the resistive heater, a) Top view, b) 
Side view. The sample, or tip, is inserted face-up for ion etching, c) 
Side view. The sample can sit face-down in the heater for evaporation 
experiments. Reproduced from (23)
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It consists of an alumina crucible with a spiral groove machined along 

its circumference, along which a 0.2 mm thick tungsten wire is wrapped. 

It also acts as a sample stage for the Ar+ etching and thin film depo­

sition. The sample holder sits inside a tantalum insert fitted inside the 

crucible. The sample holder consists of a tantalum cap that screws onto 

a molybdenum body. The crucible is supported by a stainless steel can, 

which is attached to a feedthrough for the quartz crystal monitor. The 

feedthrough comprises two water cooling pipes and a BNC feedthrough 

to carry the signal from the in-situ quartz crystal to the ex-situ monitor. 

A separate feedthrough carries the connections to the heater filament 

and a K-type thermocouple spot-welded to the tantalum insert. The 

thermocouple enables the calibration of the resistive heater each time 

the filament is replaced, obtaining a temperature (K) versus power (W) 

calibration curve. The temperature range of the resistive heater is 350 

K to 1000 K.

2.7.2 The e“-beam  heater

The electron beam heater was designed and build by Dr. J. Osing (14) 

and its schematic is shown in Fig. 2.8.

This heater is used for annealing at high temperatures up to 2500 

K. The sample holder is inserted into a tantalum stage kept at -1-1 kV. 

A DC current is driven through a grounded thoriated tungsten filament 

(diameter 0.15 mm, 1 % thorium), which generates thermionic emission 

of electrons. The filament is positioned very close to one side of the 

sample cap so that electrons, accelerated by the positive bias, collide 

with the sample transferring their kinetic energy as heat. A temperature 

gradient is therefore present across the sample due to the position of the
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high voltage
Mo support bars
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+ IkV

sample holder

alumina beads

Filament

Ta support plate

Fig. 2.8 : Schematic illustration of the e -beam heater. Reproduced 
from (14)

filament. The temperature of the surface is measured with an infra-red 

pyrometer (Altimex UX-20/600 (24)) through a viewport.

2.7.3 The Ar+ ion gun

For the in-situ cleaning of the samples’ surface and STM tips, the system 

is equipped with an inert sputter ion source (25) for Ar"*" etching. This 

is fitted with two tungsten filaments through which a current of 2.6 A 

is driven during routine operation. The Ar gas is introduced, by means 

of a leak valve, directly into the gas cell of the ion gun and ionised by 

electron bombardment. Upon discharge, the Ar+ ions are accelerated 

by a negative voltage of value between -0.2 and 2.0 kV, applied to the 

sample or tip to be sputtered. Discharge currents are typically 30-40 

mA. The diameter of the target is taken as 11 mm, i.e. the diameter of
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the circular tantalum  insert in the resistive heater tha t accommodates 

the sample or tip. This is electrically isolated by the ceramic crucible. 

The target current I  passing through the sample or tip is measured via 

the thermocouple spot-welded to the tantalum  insert. This results in ion 

current values between 7.0< I  > fiA when the beam energy is between 

0.5 to 2.0 keV and Ar pressure is 5x10“® Torr.

2.8 Auger E lectron Spectroscopy Set-U p

The Auger analyser is a cylindrical mirror analyser (CMA, model 10- 

155A Physical Electronics (26)). A schematic of the Auger analyser is 

seen in Fig. 2.9.

Electron gun
Inner C ylinder

C ollector

Electron
multiplier

0-4 V

M agnetic ShieldOuter C ylinder

M odulation
Control

Sweep
Supply

Fig. 2.9 : Schematic of the cylindrical mirror Auger analyser 

The primary electron beam is generated from a hot filament source,
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and accelerated through a potential V 2 . The beam current can be varied 

by changing the extraction potential V i. The electron gun is within two 

concentric cylinders. The inner cylinder is grounded, while a deflecting 

potential is applied to the outer cylinder. The deflecting potential is cho­

sen such that only electrons of a particular energy will pass through the 

exit aperture. The analyser current is given by the number of electrons 

that pass through this aperture. Between the exit aperture and the col­

lector, an electron multiplier is used to amplify the analyser current. A 

full description of the operation of the Auger analyser can be found in 

(27). A beam of energy of 3 keV was used for all measurements. The fila­

ment and emission currents were 3.2 A and 0.4 mA respectively, giving a 

target current of ~ 8  /xA. A SR 850 DSP lock-in amplifier from Stanford 

Research Systems (28) was used to output a 0.5 ' V r m s  sinusoidal signal 

of frequency 12 kHz to modulate the defiecting voltage applied to the 

outer cylinder. A lock-in sensitivity of 100 //V was then used to detect 

the Auger signal. The scan was always set to 1 eV /s.

2.9 Low Energy Electron Diffraction

The SPECTALEED four-grid reverse view optics used in the experiments 

described here were manufactured by Omicron NanoTechnology GmbH. 

The optics were mounted on an O.D. 200 mm CF custom elbow which is 

tilted at an angle of 30° to the horizontal. The sample sits in the transfer 

fork of a magnetic drive, which is grounded by a stainless steel braid to 

an OFHC copper block at the bottom of the LEED annex. The sample is 

rotated in this drive so that its surface faces the electron gun. Scattered 

electrons are collected by the grids and screen located behind the gun.
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screen

sample

e-gun

- V+5kV :

Fig. 2.10: Schematic of the four-grid optics operating in LEED mode
(3 ).

A schematic illustration of a four-grid LEED apparatus is shown in 

Fig. 2.10. It consists of an electron gun, providing a collimated beam of 

electrons, and a hemi-spherical fluorescent screen of which the diffracted 

electrons are observed. The grid nearest the sample, M l, is earthed, so 

that electrons scattered by the sample initially travel in field-free space. 

A negative potential is applied to the two centre grids, M2a and M2b, 

to suppress inelastically scattered electrons, while elastically scattered 

electrons are accelerated towards the phosphorescent screen by its -1-5 

keV potential. The fourth mesh M3 is also grounded to reduce the field 

penetration of the suppressing grids by the screen.
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2.10 The R oom  Tem perature STM

The room tem perature STM head is constructed of titanium  and com­

prises a piezo tube scanner and a fine approach piezowalker, see Fig. 

2.11. It is based upon the system developed by Dr. S. H. Pan at the 

University of Basel, Switzerland (29).

Fig. 2.11: Schematic of a STM head similar to the RT-STM. A front 
view and a cross-section of the fine approach walker are shown.

In this design, the sample is mounted on top of a cylindrical polished 

sapphire rod. The rod is clamped between a set of of six piezo stacks, 

mounted in a triangular fashion. One pair of piezo stacks is spring-loaded 

against the sapphire rod. The motion of the sapphire rod occurs in two 

steps. First, the stacks rapidly shear simultaneously so tha t the rod 

remains fixed as the stacks slip along the rod. All six piezo stacks are 

then allowed to relax simultaneously, such tha t the rod is dragged in the 

direction opposite to the original shear direction.

The piezoelectric tube scanner has four electrodes of equal area, par­

allel to the axis of the tube. The inner electrode is grounded, so tha t

Tip position

Sample po

Spring pi;

Spring plate

Piezo stack

Sapphire rod
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when a voltage is appUed to one of the outer electrodes, the tube scanner 

bends away from that electrode. The scanner has a dynamic range of 

±13000A in the z-direction and 20600 A in the x- and y- directions. The 

STM head is isolated from vibrations by a two-stage spring system (13), 

which works in conjunction with the pneumatic dampers on the system 

frame.

The STM controller used for these experiments is a SCALA system 

by Omicron (21). This controller allows the user to compensate for the 

thermal drift using a topographic feature of the STM image as a reference 

point. The accompanying software provides functions for data analysis. 

Data were also analysed using commercial software from Nanotech electra 

S. L. (30).

2.10.1 M odifications to STM

During the course of this research, I have made several improvements 

to the STM. Central to the STM is the current voltage (I-V) converter. 

Since the tunnel current in STM is in the range of 10 pA to 50 nA, the 

first stage of signal processing is to convert the current into a measurable 

voltage. Fig. 2.12 shows the schematic for the in situ I-V converter.

One of the main factors that limits the performance of the STM I-V 

circuit is the stray input capacitance. A large feedbeick resistor is used 

to provide a large gain in order to provide a measurable voltage. In our 

case, we use a 10*f2 resistor for a conversion factor of 10®. The greater 

the resistor, the greater the gain. However, there will always be some 

stray capacitance in parallel with the resistor. The two act as a low- 

pass RC filter, thus limiting the bandwith of the circuit. An estimate of 

the circuit bandwidth is the frequency at which the signal has dropped
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Fig. 2.12: Schematic of the STM I-V converter.

by -3 dB, and is calculated by f - 3dB =  (27r/?C')“ .̂ Upon inspection of 

the STM, I realized tha t the I-V converter was connected to the STM 

tip with a 100 pF coaxial cable, giving a -3d B point of only 16hz. To 

improve the situation, I relocated the I-V converter directly over the 

scanner and connected it with a 3 cm length of fine wire shielded with a 

5mm diameter braided cable. In this case the input capacitance is less 

than 0.5 pF, giving a -3 dB point of at least 3.2 kHz. This change was 

immediately noticeable and resulted in scanning rates 10 X faster than 

previously possible.

In addition to this, the STM controller has the option to control a 

1/10 voltage divider and an external amplifier to increase the signal gain 

by 10-fold. To make use of these features, I made a small box containing 

a digitally switchable voltage divider and 1-10 X amplifier to be placed 

inline with the bias voltage and tunneling signal lines. A schematic of 

the circuits inside this box is given in Appendix 10.2.

38



2.10.2 STM  Tips

To achieve an STM image resolution at the atomic scale, atomically sharp 

and stable tips are vital. Tungsten is an ideal material for this and is 

the most widely used material for tip preparation. Tungsten is relatively 

hard, making it a stable probe material, and it can be electrochemically 

etched, allowing the preparation of atomically sharp tips (6).

Mocropositioner

PTFE tubini

S. Steel cathode

Fig. 2.13; Electrochemical etching set-up used to prepare the W STM 
tips.

STM images in this thesis were obtained with W tips, which were 

prepared using a chemical etching procedure described in detail elsewhere

(31).

W tips are prepared from 0.5 mm thick wire. The wire is cut into 

small rods and a small insulating PTFE tube is placed on the end of the 

rod. The rod is then clamped into a modified micrometer screw, which 

allows precise positioning of the rod in a beaker of 2.0 M NaOH solution. 

The W wire acts as the anode while a submerged metal foil acts as the 

cathode. Under an applied 4 V DC bias, chemical etching occurs at the
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air/electrolyte interface. The W oxidises to form soluble WO^", which 

flows away from the active etching region. This leads to a thinning of 

the wire at the interface region and eventually the submerged section of 

the wire falls off under its own weight.

During the etching process, the PTFE acts to physically restrict the 

active region (32) and also protects the tip that falls into the beaker. 

This tip etching set-up is shown in Fig. 2.13. The tips are then rinsed 

with propan-2-ol, placed in tip holders and inserted into UHV. The tips 

are then etched with Ar"  ̂ ions to remove the present from the

chemical etching process. This process produces stable, atomically sharp 

tips.
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Chapter 3

D ensity Functional Theory

In this thesis we employ Density Functional Theory (DFT) calculations 

to aid interpretation of experimental results. Since this is a new tech­

nique for our research group, I have provided this chapter to review 

some of the main concepts of DFT . This chapter will outline the theo­

retical background of density functional and pseudopotential theory, as 

well as describe details specific to VASP (Vienna Ab-initio Simulation 

Package) (1). VASP is an ab-initio quantum-mechanical molecular dy­

namics (MD) software package that uses pseudopotentials and a plane 

wave basis set to calculate an electronic ground state. The DFT results 

in this thesis employed both VASP and CASTEP and although the de­

scription in this chapter is based on VASP, the concepts are in general 

universal to all DFT codes (2; 1).

First, we will introduce two key ideas that are used in the majority 

of electronic structure codes which use periodic boundry conditions, the 

Born-Oppenheimer approximation and Bloch’s theorem. Then we will 

provide a description of the basics of density functional theory leading 

to the Kohn-Sham (KS) equations. Next, we will discuss the approxi­

mations for the exchange-corr elation energy that must be made in order
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to solve the KS equations. Furthermore, pseudopotential theory is used 

as a way to minimise the number of plane-wave basis functions neces­

sary to describe all the features of a valence electron moving through 

the solid. In the final section, we introduce the molecular dynamics pro­

cedure based on the calculation of the Hellman-Feynman forces. The 

derived equations of motion determine the relaxation of the ions in the 

supercell towards the minimum energy configuration.

3.1 Born-O ppenheim er Approxim ation and 

B loch’s Theorem

In order to study our system of interacting electrons and nuclei, it is 

necessary to know the particle density. This requires us to construct a 

suitable many-body wavefunction for the system. In principle, this wave- 

function is a function of time and all nuclear and electronic coordinates. 

However, by making one approximation, the system is simplified.

Because the nuclei are typically 2000 times more massive than the 

electrons, we can decouple the electronic and nuclear motion by saying 

that the electrons respond instantaneously to any change in nuclear co­

ordinates. This approximation allows us to rewrite the full many-body 

wavefunction as the product of a nuclear and an electronic wavefunction. 

Since the electronic wavefunction only depends on the instantaneous nu­

clear configuration, and not on time, we can describe its behaviour with 

the time-independent Schrodinger equation. Since the nuclei are massive 

enough to be treated as classical particles, they respond to the elec­

tronic forces according to Newton’s laws. This semi-classical approxima­

tion, coupled with adiabatic separation of variables, is called the Born-
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Oppenheimer approximation.

If we confine our studies to periodic systems, we can further simpHfy 

the system with Bloch’s theorem. This theorem says that any wavefunc- 

tion, a periodic system must be the product of a cell-periodic part

Uj{r) and a phase factor, in order to preserve the translational symmetry 

of the density. The phase factor takes the form of a plane wave, e**̂ '', 

whose wavevector is a linear combination of reciprocal lattice vectors, 

and Uj{r)  is written as:

G

where G • r  =  27rm, where m  is an integer, r are the crystal lattice 

vectors, ĉ  q are the plane-wave coefficients, the subscript j  indicates 

the band index and k is a continuous wavevector that is confined to 

the first Brillouin zone of the reciprocal lattice. Since Uj{r)  has the 

same periodicity as the direct lattice, the electron wavefunctions can be 

expanded in terms of a linear combination of plane-waves,

V ĵ,k(r) =  9 ->c+g (3.2)
G

Plane-wave expansions are a simple way of representing electron wave­

functions. They offer a complete basis set that is independent of the type 

of crystal and treats all areas of space equally. This has the additional 

advantage that the basis functions are orthogonal, and that operations 

on them are computationally efficient. In particular it is straightforward 

to Fourier transform our wavefunction from real to reciprocal space or 

vice versa.

Many of the systems we wish to study, such as a surface, are not pe-
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riodic, and so we construct what is known as a supercell. This is essen­

tially just a large unit cell, repeated periodically in space, but containing 

a ’’spacer” region to separate the region of interest from it’s periodic 

images. Typically the ’’spacer” is a vacuum. By using supercells to rep­

resent our system, we can take advantage of Bloch’s theorem even for 

non-periodic systems. Clearly, we must ensure that our supercell is a 

good approximation of the original, aperiodic system, and this is done 

by checking that our results are invariant with respect to small changes 

in the supercell size.

3.2 H ohenberg-K ohn Theorem

The Hohenberg-Kohn theorems are the foundations of DFT. The Hohenberg- 

Kohn theorems relate to any system consisting of electrons moving un­

der the influence of an external potential Vextif)- This functional has 

its minimum value for the correct ground-state electron density. The 

ground-state energy functional is written as:

where Vext is the external potential, i.e. the potential related to the 

positions of the nuclei. The central idea of the theorem is that there is 

a one-to-one correspondence between the electron density n{f) and the 

external potential. The functional F[n] includes all kinetic energy and 

electron-electron interaction terms. It is convenient to separately identify 

the energy due to the Coulomb-interaction, also called the Hartree-energy 

from F[n] :

(3 .3)
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F[n] =  ^  f  f  + G[n]
Sttco J J  \r - t̂ \

(3.4)

where e is the charge of the electron and cq is the electric permittivity of 

vacuum. Since the exact form of G[n] is unknown, the ground state of 

the system can be obtained by minimizing E[n] with respect to varying 

the density while conserving N\

J  n{f)dr =  N  (3.5)

This leads to the variational equation:

5{£'[n] ~ y  n{f)dT^ =  0 (3.6)

A Lagrange multiplier, fi, is introduced due to the constraints of 

equation 3.5. By applying Eq. 3.3, Eq. 3.4 and Eq. 3.6 the ground state 

can be determined by:

f  nir') , , (5G[nl
Vext{^ +  ----  /  I-------T\^r +  -p -p - =  /x 3.7)47reo J \r — r \  on{r)

where is the functional derivative of G[n] with respect to n{f). Now 

we need to assume a form for G[n] inorder to determine E.

3.3 K ohn-Sham  (KS) Equations

Kohn and Sham developed a method resulting in one-particle equations, 

called the Kohn-Sham (KS) equations, which may be solved (3). Their 

idea was to consider a system of N  non-interacting electrons in some 

external potential Vext,s{f)- The ground-state density of this system is 

n(f^. The functional F[n] in Eq. 3.4 reduces to Ts[n], which is the
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kinetic energy functional of non-interacting electrons. Now the equation 

determining n(f) is given by:

(3.8)

In this case, the general form of Ts[n] is again unknown. However, in 

this case, there is a way to solve for n{f). For the case of non-interacting 

electrons, the many particle ground state wavefunction is simply a prod­

uct of single electron wavefunctions ( j ) i { f )  that obey the time-independent 

Schrodinger equation:

where m  denotes the electron mass. The density for this system of elec­

trons is then given by:

The ground state is found by selecting the N  states, that have

the lowest energy Cj. So for this particular system of non-interacting 

electrons, there is indeed a way of finding the solution to Eq. 3.8. This 

method is also valid for the case of interacting electrons (3). The func­

tional G[n] may be split into two terms:

The first term is still the kinetic energy of a system of non-interacting 

electrons with a density n(f^, and Exc[n] is called the exchange-correlation 

energy, which contains the information of the interacting system with

N

(3.10)
i=l

G[n\ = Ts[n\ + Exc[n\ (3.11)

48



density n{f). Equation 3.7 now becomes;

f  nir') , , 5Exc[n] STsln]
Vextif^ +  = // 3.12

47reo J F —' j dn{r) on[f)

This equation has the form of 3.8 except Vext,aif) is replaced by an

effective potential Veff[n\.

V e f f [ n \  =  V e ^ t ( f )  +  e ^ T r e o  j  (3.13)

As with the non-interacting case, the correct ground-state density of 

the interacting system is found by the self-consistent solution {veff[n] 

dependent on n{f)) of the single-particle KS equations:

= 1...N (3.14)

N

n{f) = (3.15)
i=l

Therefore, the total ground-state energy of the electron system is:

E[n]=Ta[n]+ [  V e x t { ^ n { f ) d f + [  f  | _|_ (3.16)
J  ottco j  j  \r - r '

where:

Now we must adopt some explicit form for Exc[n] in order to find the 

self-consistent solution to Eq. 3.15 and to calculate E[n\.
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n(r)

Locally uniform 
electron  gas

dr r

Fig. 3.1 : Schematic diagram showing the principle of the local density 
approximation. For a given radial slab, dr, the local charge density is 
considered to be, n(r^, the density of an equivalent uniform homogeneous 
electron gas.

3.3.1 Local D ensity A pproxim ation

The Local Density Approximation (LDA) is the simplest approximation 

of the exchange-correlation energy functional which was first used by 

Kohn and Sham (3). With the LDA, regions of space where the charge 

density is slowly varying the exchange-correlation energy can be con­

sidered as a locally uniform electron gas of the same charge density. 

The LDA functional assumes that the per-electron exchange-correlation 

energy at every point in space is that of the per-electron exchange- 

correlation energy of a homogeneous electron gas. This is written as:

and represented by Fig. 3.1

Although this approximation is simple, it works very well. It even

varying. However it tends to under-predict atomic ground state energies 

and ionisation energies, while over-predicting binding energies. It is also 

known to greatly favour high spin state structures. For these reasons

(3.18)

works reasonably well in systems where the charge density is rapidly
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there have been attem pts to move beyond the LDA, notably through 

the addition of gradient corrections to incorporate longer range gradient 

effects (4). However in practice, although these improvements appear to 

result in better total energies, the resultant structure is often worse, and 

at a greatly increased computational cost. In general, the LDA is worse 

for small molecules and improves with system size.

3.3.2 Exchange-Correlation

The only remaining problem is to find an approximate solution for the 

homogeneous electron gas exchange-correlation term, E x d n ) .  There are 

several parametrised methods for this and the one we used in VASP is 

based on the work by Ceperley and Alder (5).

The correlation energy for a homogeneous electron gas comes from 

a set of quantum  Monte Carlo calculations performed by Ceperley and 

Alder (5). These were later parametrised by Perdew and Zunger (6).

The results of Ceperley and Alder apply to low density electron gases, 

and can be combined with results from perturbation theory for high 

density gases to cover a wide density range. Defining the correlation 

energy per electron, Sc,  polarisation ^ and Wigner-Seitz radius of each 

electron, as:

where n is the electron density, for the non-polarised =  0) and fully- 

polarised (^ =  1) cases, £c is given by (6):

(3.19)
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e r = {
7I + A \/^  + /?2?’ s   ̂ r s > \

(3.20)
B +  {A + C t s ) I n ( r s )  +  Dvg r*  < 1

3.4 Pseudopotential Theory

In condensed matter systems most of the space in the cell can be de­

scribed by smoothly varying electron wave functions. However, in the 

vicinity of atomic nuclei the electron orbitals tend to oscillate very rapidly. 

This requires us to set a very large cut-off energy, so that we include plane 

waves with very short wavelengths. Since most of the space doesn’t re­

quire such a high cut-off, there is an unnecessarily high computational 

expense. In order to eliminate this we can use a pseudopotential where 

the core electrons, and the potential due to the nuclear charge, are re­

placed by a fictitious potential. This potential is defined such that the 

behaviour of the valence electrons is not affected outside of some cut­

off radius from the nucleus. As long as this radius does not overlaps 

regions of space involved in chemical bonding, the pseudopotential ap­

proximation should not significantly alter the inter-atomic interactions 

characteristic of the condensed matter system, furthernore, by removing 

the core electrons from the calculation, the number of Kohn-Sham or­

bitals is reduced. This reduces the memory required to store the orbitals, 

the time required to evaluate orbital-dependant quantities.

3.4.1 Projector A ugm ented-W ave M ethod

The electron wavefunctions of real materials have very different signa­

tures in different regions of space. In the bonding region, the wave- 

function is fairly smooth, whereas close to the nucleus, due to the large
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attractive potential of the nucleus, it oscillates rapidly. It is difficult 

for electronic structure methods to accurately describe the bonding re­

gion while accounting for the large variations in the atom center. The 

augmented-wave methods divide the wavefunction into parts, namely, a 

partial-wave expansion within the atom centered sphere and an envelope 

function outside the sphere. The envelope function can be expanded 

into plane waves. The envelope function and partial-wave expansions 

are then matched with value and derivative at the sphere radius. The 

projector augmented-wave (PAW) method which is used by VASP was 

developed by Blochl (7). The PAW uses a transformation that maps the 

valence wavefunctions onto pseudo wavefunctions that are to be identi­

fied as the envelope functions. This linear transformation gives pseudo 

wavefunctions that are computationally easy.

There are several benefits of the PAW method over pseudopotential 

methods. Firstly, all errors can be systematically controlled so that there 

are no transferability errors. This means that a traditional pseudopoten­

tial constructed from an isolated atom is not guaranteed to be accurate 

for a molecule. However, the converged results of the PAW method do 

not depend on a reference system such as an isolated atom, because it 

uses the full density and potential. The PAW method provides access to 

the full charge and spin density, which is relevant for hyperfine param­

eters. Hyperfine parameters are sensitive probes of the electron density 

near the nucleus. In many situations, they are the only information avail­

able that allows us to deduce atomic structure and chemical environment 

of an atom.
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3.5 R elaxation of the Ionic System

Thus far, the determination of the electronic ground state has been con­

sidered in a system with fixed ionic positions. The positions of the ions 

and the size and shape of the unit cell can be included as dynamic vari­

ables in a Lagrangian, usually referred to as Car-Parrinello Lagrangian. 

This, along with the Euler equations of motion give the necessary equa­

tions for the relaxation of the system. In the Car-Parinello scheme, the 

Kohn-Sham energy functional E[cnv\ is a function of the set of coeffi­

cients of the plane-wave basis set nk. Each coefficient nk  is essentially 

the coordinate of a classical particle. To minimize the KS energy func­

tional, these particles are given an initial kinetic energy and the system is 

gradually cooled until the set of coordinates reaches the values nko that 

minimize the functional. The Car-Parrinello Lagrangian has the form(8):

i  = 5  E + E + { R j ] ,  {a ,} | (3.21)
i  3 V

where and (3 are artificial masses associated with the electronic wave- 

functions (V’i))  and coordinates defining the unit cell (a^), E  is the KS 

energy functional, and Rj  is the position of ion j  with mass Mj.  The 

kinetic term  is due to the fictitious dynamics of the electronic degrees of 

freedom, and the dynamics of the ions bound by the cell size and shape. 

The KS energy functional replaces the potential energy in a conventional 

Lagrangian formulation.

The equations of motion for the positions of the ions and the coordi­

nates of the unit cell are given by:
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The equations of motion for the degrees of freedom associated with 

the dynamics of the ions and of the unit cell can be integrated at the 

same time as the equations of motion for the electronic states and, as will 

be shown below, provide a method for performing ab-initio dynamical 

simulations of the ionic system. A relaxation of the ionic system can be 

performed using these equations simply by removing kinetic energy from 

the electronic system, the ionic system, and the motion of the unit cell. 

In this case, the system will evolve until the total energy of the system 

is minimized with respect to all of these degrees of freedom and the 

ionic configuration will have reached a local energy minimum. However, 

integration of the equations of motion for the ions and for the unit cell 

is not as straightforward as it first appears. This is because physical 

ground-state forces on the ions and integrated stresses on the unit cell 

cannot be calculated for arbitrary electronic configurations, as shown in 

the following section.

3.5.1 The H ellm ann-Feynm an Theorem

When an ion moves, the wavefunctions must change to the self-consistent 

KS eigenstates corresponding to the new position, in order for the KS 

energy functional to remain physically meaningful. These changes con­

tribute to the force on the ion:



_  /O 24')
~  rfRj “  5Rj ^  5ipi Rj ^  Rj  ̂ ^

from Eq. 3.22 we see that the force in the Lagrangian equation of motion 

is the partial derivative of the KS energy functional with respect to the 

ion position. This is not the physical force on the ion, but the force on 

the ion from the particular electronic configuration. However, according 

to the Hellmann-Feynman theorem, when each electronic wavefunction is 

an eigenstate of the Hamiltonian, the two final terms in Eq. 3.24 sum up 

to zero. Then the partial derivative of the KS energy with respect to the 

ion position gives the physical force on the ion (9; 10). Therefore, once 

the electrons are brought close to the ground state we can calculate forces 

and stresses on an ionic configuration. These calculated forces can then 

be used to calculate a new ion trajectory to update the ionic positions. 

This process is repeated until the required accuracy for the ground state 

is met.
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Chapter 4

Oxidation Theory

The study of the oxidation of metals has been a subject of considerable 

research effort for many years. In general, the explanation of the oxi- 

daton mechanisms for metals is split in two regimes based on the oxide 

thidcness. For thick oxide films (> 1/^m), oxidation is generally described 

by Wagner’s theory. For thin oxide films (< 50nm), Cabrera and Mott 

theory is apphed. These theories are all based on the kinematics of the 

reaction process, including the mechansims involved in determining the 

oxication rate.

]n this chapter, I will give a basic overview of the oxidation processes 

tha1 are relevant to the experiments detailed in the following chapters. 

Since the oxide films detailed in this thesis fall in the range of Cabrera 

and Mott theory, Wagner theory will not be discussed here. For a more 

detailed review of the principles governing the oxidation of metals, see 

the article by Lawless (1).

The general equation for the oxidation reaction of a metal is very 

simple. The driving force for this reaction, like all chemical reactions, is 

the free energy change associated with the formation of oxide from the 

reactants. This is written as
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+  ^y0 2  ^  Mj;Oy (4.1)

Since this is a thermodynamic relation, it cannot be used to determine 

the oxidation rate. Oxidation rates are based on kinetics, and therefore 

so is this discussion.

4.1 The O xidation Process

The oxidation process involves a number of steps. First, the O2 molecules 

reach the clean metal surface. These molecules are physisorbed at the 

surface via the Van-der-Waals-interaction between the oxygen and the 

metal atoms. The oxygen is then chemisorbed at the surface. This 

involves the dissociation of the O2  molecules into atomic oxygen (O2  —> 

0  + 0 ) . Because of the large electronegativity of oxygen compaired to 

metals, the dissociation is accompanied by a charge transfer from the 

metal to the oxide (this will be illustrated in chapter 6). As the oxygen 

concentration increases at the metal surface, it reaches a critical point 

and oxide clusters and islands start to  nucleate. These oxide islands then 

coalesce laterally to a closed oxide layer. At this point the oxidation 

reaction now occurs at the oxide surface and may or may not continue.

4.1.1 O xygen A dsorption

Before oxidation occurs, there is a process of physical and chemical ad­

sorption of oxygen to the metal surface. This process proceeds at a rate 

tha t is related to the rate of collision of molecules with a unit area of 

surface. This is a product of the gas pressure p, the mass of the gas 

molecule m, Boltzmann constant k  and T  the absolute temperature.
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p /  {2irmkT) 2 (4.2)

From this, assuming tha t 100 % of the oxygen arriving to the surface 

sticks (sticking coefficent is 1.0), a monolayer of adsorbed gas will form 

on the surface in approximately one second at room temperature for a gas 

pressure of 10“® Torr. Physical adsorption will occur on any surface at 

low temperatures. However, chemisorption takes place at temperatures 

well above the boiling point of the gas, and therefore is im portant to the 

oxidation process under most conditions of tem perature and pressure.

The dissociation of molecular oxygen is also a necessary step in the 

chemisorption and oxidation process. Dissociation is linked to the ener­

getic position of the O2 orbitals with respect to the Fermi-level of the 

metal. Oxygen molecules possess one bonding tt and one antibonding 

7T* orbital. In the ground state, the bonding orbital is occupied and 

the antibonding is empty. Therefore, the ability of a metal to dissoci­

ate molecular oxygen depends on the work function of the metal. Of all 

the metals, only noble metals like Pd or Au cannot dissociate the O2 

molecules into atomic oxygen, and oxidation is prevented.

This senario gives three possibilities, either the antibonding orbital 

is situated above the Fermi-level of the metal; in which case, there is no 

charge transfer from the metal to the O2 molecule, and only physisorption 

of the molecule via Van-der-Waals forces. The second possibility is tha t 

the antibonding orbital is situated partially below the Fermi-level, and a 

charge transfer partially fills the antibonding orbital with electrons. In 

this case, the oxygen still remains in the molecular state leaving charged 

chemisorbed O2 molecules on the surface. However in most cases, it is the 

third possibihty tha t occurs, in which the antibonding orbital is situated
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below the Fermi-level and the O2 molecules will dissociate and chemisorb 

on the metal.

A more detailed analysis of the oxygen adsorption process for transi­

tion metals, including the specific properties of the d-band electrons can 

be found in the hterature (2; 3; 4).

4.1 .2  O xygen  Incorporation

In order to further discuss the oxidation process we assume that the 

oxygen is dissociated and chemisorbed at the metal surface. The next 

step is for the oxygen to be incorporated into the metal, which can happen 

in one of two ways. Either, the chemisorbed oxygen layer will be located 

at a potential minima on the surface of the metal (a bonding site), causing 

a minimum amount of displacement of the metal atoms; or there can be 

a surface reconstruction in which both metal ions and oxygen ions will 

constitute the surface plane.

In most cases, at low oxygen exposures, somewhat disordered struc­

tures are observed prior to the formation of the first ordered structure. 

With this, the occurrence of two or more different surface structures or 

surface phases is not unusual. This ordering can usually be enhanced 

with a slight heating of a surface. If the surface is stable to reconstruc­

tion, the oxygen will eventually be incorporated into the metal by “place 

exchange”. As oxygen is highly electronegative, giving it an electron 

affinity which is greater than the work function of a metal surface, elec­

trons may be transferred to the adsorbate. Whether the electron transfer 

is complete or partial, a dipole is produced at the surface with the neg­

ative side outwards. As these dipoles accumulate on the surface, the 

electrostatic energy will build, eventually reaching a point that it will
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overcome the activation energy required to flip the dipole. As this dipole 

is essentially made of a negative oxygen and a positive metal atom, when 

it flips, the oxygen will be incorporated into the metal surface layer.

4.1.3 Oxide N ucleation and Growth

As more oxygen is incorporated into the surface, the oxide will begin to 

nucleate. The nucleation of oxide at defect sites on the metal surface, 

such as at the terrace edges, is expected to occur at low oxygen pressures 

and temperatures. However, at elevated temperatures, it is expected to 

be homogeneous (1). Nucleation leads to the formation of both sub-oxide 

and true oxide on the metal surface, and is possible below the surface. 

During this process, the metal layers close to the surface are usually 

slightly expanded i.e. relaxed by the oxygen (1). Thus, it becomes easier 

to break open the metal bonds for the onset of the oxidation reaction.

The nucleation process is controlled by an activation energy which 

according to Cabrera should decrease as the oxygen pressure increases 

(5). Apart from the nucleation process, the movement of atoms also re­

quires some activation energy. Reaching this energy level is obtained by 

increasing the temperature, and depending on the temperature and oxy­

gen concentration on the surface, it is often possible to observe precurser 

states of the oxygen that result in the formation of surface reconstruc­

tions. In this case, the oxygen builds ordered superstructures until the 

critical concentration for oxide nucleation is reached. After the formation 

of oxide islands or clusters, oxidation usually continues laterally until the 

first oxide monolayer is closed (1).
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4.2 O xide Film  Growth

Once there is a continuous oxide film formed on the metal surface, the 

oxidation process is now influenced by the oxide barrier between the re­

actants. The reaction can continue only if under the following conditions: 

either the cations, anions, or both need to be able to diffuse through the 

oxide layer to provide reactants. The electrons must be able to transfer 

from the metal to the oxide surface, and the surface must be able to dis­

sociate the O2 molecules in order to provide reactive oxygen. Otherwise, 

oxidation stops after the formation of a closed oxide layer and the oxide 

acts as a passivating layer.

If these criteria are met and the oxidation continues, the nature of 

the oxide barrier between the reactants will determine the rate Hmiting 

process of the oxide growth. These processes are related to the diffusion 

rates of both the ions and electrons necessary for the reaction to proceed. 

The theory for the oxidation of thin films was first developed by Cabrera 

and Mott and continued by Cook and Fromhold (5; 6). It describes the 

oxide growth perpendicular to the surface after the formation of a closed 

oxide layer, and up to oxide layer thicknesses of about one micrometer. 

The central issue of this theory is the development of a quantitative 

expression for the rate of increase in the oxide film thickness L with 

oxidation time t.

Since the oxide growth rate is closely connected to the transport and 

difll'usion of electrons, holes, and ions through the oxide film, Mott focused 

on the individual oxide growth characteristics determined by one of the 

three following processes. 1). the electron or electron hole tunneling 

from the metal/oxide interface to the surface. 2). the thermoemission of 

electrons from the metal/oxide interface into the oxide conduction band
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and subsequent diffusion to the surface. 3). and the ion diffusion of either 

positive metal ions or negative oxygen ions through the oxide layer.

When the oxide is ultra-thin and/or metallic the electron transfer is 

considered to take place relatively quickly and therefore the diffusion of 

cations or anions across the oxide film is usually much slower, limiting the 

oxide process. However, when the film is thicker, it becomes more likely 

that the electron transfer across the film can affect the reaction rate. The 

kinetics of the reaction mechanism are also a function of temperature and 

oxygen pressure as well as the crystal structure and physical properties 

of the oxide on the metal (5; 6).

Further effects such as grain boundary diffusion and the microstruc­

ture on material transport by short-circuit diffusion paths, pores due to 

condensation of vacancies, and cracks due to stresses within the oxide 

film may play a critical role (1). Furthermore, surface effects such as 

boundary concentrations and interfacial reactions that are related to the 

temperature and pressure as well as the specific chemical reactions must 

be considered (7). Since the reaction rate may be influenced by so many 

different factors, there are a multitude of rate laws reported in the liter­

ature (1). While the rate equations alone cannot be used to determine 

the oxidation mechanism, they can be useful to describe the possible 

mechanisms which must be considered.

While all three processes can occur at the same time, usually only 

one of them is predominantly limiting the oxide formation and thus de­

termines the growth characteristics. Which of the three factors is the 

limiting one depends strongly on the oxidation conditions as well as the 

material properties. Some important parameters are the height of the 

band gap in the oxide layer (barrier height), the present thickness of the
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oxide layer (barrier width), and the oxidation temperature (activation 

energy).

The electron current through the oxide can be due to two main ef­

fects, tunneling or thermoemission. For low temperatures, the oxidation 

process is typically electron tunneling limited, whereas in the case of 

high temperatures it is dominated by thermoemission of electrons (1).

At low temperatures, a lack of thermal energy means electrons are un­

able to overcome the activation barrier required to reach the conduction 

band. Going to higher temperatures, thermoemission of electrons from 

the metal/oxide interface into the oxide conduction band is possible, such 

that the oxidation process usually becomes thermoemission limited (1).

The thickness of the oxide can also affect the growth characteristics 

(1). Thin oxide layers represent a reasonably narrow tunnel barrier width 

such that electron tunneling is the most probable process at the onset 

of perpendicular oxide growth. In contrast, for thick oxide films, one 

usually obtains thermoemission limited oxide growth due to the electron 

tunneling probability dropping exponentially with increased tunnel bar­

rier width. In this case, the transport of electrons through the conduction 

band only weakly depends on the oxide thickness. In the following sec­

tion, we will provide a more detailed discussion about these rate limiting 

processes.

4.3 R ate Lim iting M odels for O xidation Pro­

cesses

In this section, the basic models for the rate limiting processes are de­

scribed. This description follows the review article “The oxidation of
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metals” by Lawless (1)

4.3.1 Ion and Electron Current D ensity

In this section, we will describe the two expressions for the electron cur­

rent density Je, one for electron tunneling and one for thermoemission 

as well as the expression for the ion current density Jj. For the following 

considerations, one assumes that the metal is the diffusing ion species in 

the system. Up to an oxide thickness of 500 A, locally charged areas can 

be neglected and we can assume charge neutrality. Thus, the ion current 

density J, and the electron current density Jg in the oxide film globally 

cancel each other:

The oxide growth rate dL/dt  is proportional to the current density 

of either the ions or electrons, depending on which process is the growth 

limiting one:

The parameter R  is the oxide volume that one of the diffusing ions 

creates in the oxidation process. Integrating Eqn. 4.4 results in an 

expression for the oxide thickness L depending on the oxidation time t. 

The main theoretical issue is to find suitable functions that realistically 

describe the electron and ion current density through the oxide layer. 

This will be done in the following sections.

•/i +  </e — 0 (4.3)

dL/dt = RJiJe (4.4)
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4.3.2 The Electronic Tunnel Current

In order to derive an expression for the electronic tunnel current density, 

we will use a simplified band structure of the metal-oxide-oxygen system, 

where there are no deformations or mirror charges considered at the 

interface (Fig. 4.1). A metal with a Fermi level Ep has a work function 

/o with respect to the vacuum level. It is covered with an oxide layer of 

thickness L  with a band gap Eg. Oxygen molecules from the gas phase 

can dissociate and chemisorb on the oxide surface by populating a level 

lying fox below the vacuum. The lower edge of the oxide conduction 

band is situated xo above the Fermi level of the metal and Xox above the 

chemisorption level of the oxygen. The oxygen level at the surface and 

the Fermi level of the metal compensate each other by a charge transfer 

from the metal (M~̂) to the oxygen {0~). As a consequence the so-called 

M ott-potential Vm

V m  =  e \ x o  -  Xox)  =  e ^ i f o  -  f o x )  (4.5)

develops between the oxide surface and the metal/oxide interface. This 

potential is the driving force for ion diffusion and thus for the oxidation 

process as a whole. The charge transfer observed between the inter­

face and the surface can be compared with the charge transfer occurring 

between two metals with different work functions. In this case the Mott- 

potential corresponds to the contact potential between the two metals.

At low tem peratures and for thin oxide layers, the electron current due 

to thermoemission into the oxide conduction band can be neglected. In 

this case, the only transport mechanism is quantum mechanical tunneling 

of the electrons through the barrier represented by the oxide layer. The
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Fig. 4.1: Diagram of the band structure of a metal-oxide-oxygen system.

height of the tunnel barrier is determined by xo and Xox, while its width 

is given by the oxide layer thickness L. We have to take into account, 

that the effective mass m of the tunneling electrons can deviate from mg. 

Assuming a trapezoidally shaped potential within the oxide layer, we 

obtain the following expression for the electronic tunnel current density 

(8; 9; 6);

Je  =  [ ( ^ ^ 0  +  e E o x L { t ) ) e x p  ^ - ^ ^ ^ \ / 2 x o  +  e E o x L { t )

^  /  av /r^  „  , , ,
- ( 2 X ad +  e E o x L { t ) ) e x p  ^ 2 x a d  +  e E o x L { t )

Here Egx is the electric field in the oxide layer due to the Mott-potential. 

However, in order to calculate the growth function L{t), an expression 

for the ion current is also needed and will be derived in section 4.3.4.

From experimental observation of oxidation with an electron tun­

neling current-limited growth mode, one typically observes a quadratic
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increEise in the oxide thickness at the onset of growth. This is due to 

the small tunneling barrier associated with the very first layers of ox­

ide, resulting in an ion current density limiting type growth. As the 

oxide continues to grow, electron tunneling becomes the limiting process 

and the rapid growth slows exponentially to a logarithmic oxide growth, 

L{T) log{t). Finally, the growth rate approaches zero and the oxide 

acts as a protective layer against further oxidation.

4.3.3 The Therm al Electron Current

At high temperatures, a significant number of electrons can have the en­

ergy required to pass over the energy barrier xo from the metal into the 

oxide conduction band. This results in insignificant electron tunneling, 

and the growth process becomes dominated by thermoemission. How­

ever, if Xo is too large, the oxidation process stops at the point where 

electron tunneling becomes improbable. Here, we will consider only the 

electron current that is created by thermoemission. Due to the presence 

of an electric field, the emission process is called Schottky-Emission and 

is described via the modified Richardson-Dushman Relation (8; 10):

Je =  A T ‘̂ exp{xo/kBT)exp

where A  is the Richardson-Dushman constant, K  the dielectric constant 

of the oxide and ks  and T  are the Boltzmann constant and the absolute 

temperature, respectively. Comparing this expression with the electron 

tunneling current (Eqn. 4.6), there is a key difference. While the electron 

tunneling current depends on the the oxide layer thickness (tunnel bar­

rier width), the thermal electron current current does not. This is due to
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the electrons being thermally activated into the oxide conduction band. 

On;e in the conduction band, the electrons can move quasi free through 

the oxide independently of the oxide thickness. This assumes that their 

diffusion time (obtained from the diffusion length and velocity) is short 

conpared to their recombination time. As a consequence, we obtain a 

limar growth of the oxide thickness L{t) with oxidation time. Substitut­

ing Eqn. 4.6 and 4.11 into Eqn. 4.3 and Eqn. 4.4 results in the following 

traiscendent equation for L{t):

A nore detailed description and derivation can be found in (10).

With this type of growth, one observes the oxide thickness increas­

ing quickly due to the high electric field present in thin oxide films 

at ihe onset of oxidation. This field reduces the work function at the 

meial/oxide interface significantly (Schottky Effect) and thus induces an 

inciease in the electron current density. With growing oxide thickness, 

Eoa: drops {Eox =  Vq/L)  and the electron current through the oxide layer 

reaches a value that is independent of the thickness L resulting in a lin-

(4.7)

The parameters 7 and a  are defined as

k s T  y A tteoK
(4.8)

(4.9)

/i is the integral given by

(4.10)
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ear growth behaviour. The slope of the linear part increases rapidly with 

rising oxidation temperature.

For example, at room tem perature, AI2 O3  is an insulator with a band 

gap of 8  eV. Therefore, at low temperatures, one obtains a logarith­

mic rate associated with electron tunneling current limited growth, as 

mentioned above. However, for temperatures higher than 1000 K, ther­

moemission of electrons begins to dominate the growth behaviour and 

typical thermoemission limited growth behaviour with a linear rate is 

seen (1 0 ).

In semiconducting oxide layers with a small band gap or metallic 

oxides, the electron current Je is commonly much higher than the ion 

current Jj. Thus, such systems are often limited by the ion transport 

through the oxide layer (ion current limited oxide growth). In contrast, 

oxides with a well ordered structure and a large band gap with no defect 

levels usually exhibit an electron current limited oxide growth ( 1 ).

4.3.4 The Current For Ion Diffusion

Now we will discuss the effects of ion diffusion on the oxidation rate. 

In this discussion, we assume tha t the O2  molecules are dissociated and 

charged at the oxide surface with the oxide layer itself in between the O2 

and M'*' ions. Therefore, either oxygen or metal ions must diffuse through 

the oxide layer in order to keep the oxidation process running. The 

driving force for this diffusion is the M ott-potential created between the 

negatively charged surface and the positively charged interface (5). The 

strength of this potential depends on the difference in electronegativity 

between the electropositive metal and the electronegative oxygen. If the 

M ott-potential is strong enough, it will push one of the two ion species
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through the oxide layer and the oxidation process will continue.

Depending on the diffusing species, the oxidation front is located ei­

ther at the surface (M+ ions are diffusing) or at the metal/oxide interface 

(0~  ions are diffusing). In some cases, it is also possible that both species 

diffuse simultaneously through the oxide. Then the oxidation process can 

occur, in principle, anywhere within the oxide layer. According to Cook 

and Fromhold, the current density of the ion diffusion J, is related to the 

oxide defect density C(z)  perpendicular to the surface. It is described 

by the following function (11; 9):

Here a is the ionic jump distance in the oxide layer, which is equal to 

the spacing between two interstitial sites where an ion can be situated, 

is the ionic attempt frequency for a jump from one lattice site to a 

neighboring one and Wi is the activation energy for the ion diffusion. 

The parameters Ci{L) and (7,(0) are the bulk defect concentration (in­

terstitials or vacancies) at the surface {z =  L) and at the metal/oxide 

interface (2 =  0), respectively. Eqx is the electric field in the oxide which 

is assumed to be homogeneous over the complete layer thickness. Zie 

describes the effective charge per particle of the species diffusing through 

the oxide layer and ks  and T  are the Boltzmann constant and the abso­

lute temperature, respectively. Ji is determined by solving the differential 

diffusion equation

ZieEoxa\  Cj jL) -  Ci{Q)exp{ZjeEoxL{t)/kBT) 
2kT )  1 -  exp{ZieEoxL{t)/kBT)

(4.11)

Ji = -D,ff^^+liEoxC{z) (4.12)
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for C{z) under the condition Here Dg/f =  a^i 'exp{ j^ )  is

the diffusion coefficient and /i =  (Einstein relation) is the zero-field 

mobility. A more detailed derivation of Jj can be found in the book 

“Theory of Metal Oxidation” by Fromhold (7).

The electric field Eox due to the Mott-potential is the driving force 

for ion diffusion. Since we are assuming a homogeneous charge through 

the oxide, the corresponding electric field Eqx is constant and thus inde­

pendent of the oxide layer thickness L. With the approximation {Eqx =  

const), we can obtain an expression for L{t) by substituting Eqn. 4.11 

into Eqn. 4.4. With the assumed constant electric field in the oxide, the 

integration of Eqn. 4.4 can be carried out, and we obtain a transcendent 

equation for L{t) (7):

1 + j3t = exp{aL)aL  (4.13)

where a  and P are defined as

(4.14)

0 = (4.15)

this equation can be solved numerically with the Newton method, and 

for a L  > 1 we obtain exp{aL) 3> aL  and a L  on the right side of Eqn.

4.13 can be neglected. Thus, an approximated but explicit solution can

be given for L{t):

L{i) = —ln{\ + !3t) (4.16)
a

Therefore, the ion current through the oxide film leads to a logarith-
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mic growth of the oxide. At the early stages of oxidation, the oxide thick­

ness increases very rapidly independent of the temperature. This growth 

rate quickly changes into a logarithmic mode and finally approaches a 

constant value. This growth mode is qualitatively similar to that of the 

tunnel current limited growth type. However, there is a key distinguish­

ing difference between the two. Since ion limited growth is induced by a 

thermal activation of the ion current, the oxide layer reaches a constant 

thickness that depends on the oxidation temperature, whereas for tunnel 

current limited growth the final thickness of the oxide layer is indepen­

dent of the oxidation temperature. For a typical example of this type of 

growth, see the oxidation of Cr(llO) to Cr203  (12).

4.4 Linear R ate Laws

There are also several other types of rate laws described in the literature. 

In this section, we will describe linear rate laws that will be useful in 

the following chapters. Linear rate laws for oxide growth in the thin 

film region have been occasionally observed. These laws are generally 

explained on the basis of a rate limiting phase boundary reaction. This 

boundary may be located at either the oxide-metal interface or the oxide- 

gas interface

4.4.1 D eal and Grove R ate Law

The oxidation of Si is one classic example of this type of oxidation. The 

initial growth process is thought to be logarithmic at room tempera­

ture and for very thin oxide films. However, it changes to a linear then 

parabolic growth at elevated temperatures (13; 14). Deal and Grove ex-
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plained the linear-parabolic growth on the basis of a model which involved 

the following, the incorporation of oxygen molecules at the oxide-oxygen 

interface with the oxygen flux across the interface being given by:

F , = h { C * - C o ) ,  (4.17)

where h is the gas phase transport coefficient, C* is the equilibrium con­

centration of oxygen molecules and Co is the actual molecular concentra­

tion in the solid at the interface. The transport of the oxygen molecule 

through the oxide with the flux being given by Pick’s law:

F2 =  Def fdC/dx,  (4.18)

and direct reaction of the molecule with Si, expressed as:

F3 =  kCi, (4.19)

where Ci is the molecular oxygen concentration at the Si-Si0 2  interface. 

Making the steady state assumption, the rate equation was derived as

^  = ____  (420)
dt 1 + k / h  + k / Def f   ̂ ’

where x  is the thickness of the oxide, C* is related to the oxygen pressure 

by Henry’s law, Ni  is the number of oxidant molecules incorporated into 

unit volume of oxide, k  is the rate constant for the oxygen-silicon inter­

face reaction, and -De//> is the effective diffusion coefficient for oxygen 

molecules in the oxide (15). Integration of this equation gives a rate law 

of the form
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x'  ̂+ Ax = B{t + t )  (4.21)

where A, B  and r  are constants. It was concluded that if the oxide 

thickness was less than 1/2A, where

A = (4.22)
1/fc +  l / h

then the oxidation was linear and if greater than 1/2A, it approached 

the parabolic law. In this model, the pressure dependence is linear for 

both the linear and parabolic stages of the oxidation.

4.4.2 Surface-Controlled Linear Growth

Furthermore, linear rate laws may also result if the oxide contains macro­

scopic pores or cracks such that the diffusion of metal ions to the surface 

can be rapid and independent of film thickness. In this case, the reaction 

rate will be limited by the surface reactions of oxygen adsoprtion, de­

composition, and the oxidation reaction. These processes are dependent 

on temperature and pressure alone leading to a time independent growth 

rate;

L{t) = k't (4.23)

where the rate constant k' can depend on the temperature and pressure 

of the system. Therefore, a linear rate may continue to any thickness as 

long as the oxide remains porous (7; 16).

The rate may also be linear for a non-porous film if the rate of diffusion 

through the oxide is faster than the phase boundary reaction, but since 

the diffusion rate decreases with increasing oxide thickness, a linear law
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would hold only until the diffusion rate becomes comparable with the 

rate of the phase boundary reaction (17).

4.5 O xidation Studies o f M olybdneum

There have only been a few studies of the oxidation of M o(llO) as well as 

Mo(lOO) and Mo(112). The initial studies of the oxygen adsorption on 

the M o(llO) surface were performed by Bauer and Poppa using LEED 

and AES (18). By exposing the Mo surface to 1x10“® Torr oxygen at 

room temperature they determined the sticking coefficent to be rather 

low (0.5) with a maximum oxygen coverage 0 «  1/2 , leading to a rather 

complex LEED pattern. At elevated temperatures of 1200K they were 

able to reach saturation, 0 «  1, again with a complex LEED pattern 

which without real space imaging, they were unable to characterise.

Another attempt to characterise the oxidation of M o(llO) was made 

by Gotoh and Yanokura (19; 20). In their first paper on the subject, 

they annealed the M o(llO) surface at 1150 K at 1x10“® Torr oxygen and 

observed 3-dimensional M0 O2 crystalites that formed on the surface. Af­

ter annealing up to 1400 K, these crystalites evaporated and reformed a 

2-dimensional ordered phase on the surface. W ith only RHEED data to 

work with they were unable to completely determine the oxide growth 

epitaxy. A later paper by the same group and again using RHEED, de­

scribed the 2-dimensional ordered structures mentioned in the previous 

paper as ordered domains that run along the M o[l-l 3] and [1-1-3] di­

rections. Again, due to a lack of real space imaging, the authors had 

difficulty in describing these surface oxide phases.

In the following chapters we fully describe these oxide phases, in ad-
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dition to demonstrating them as a mechamism to produce regular arrays 

of nanostructures on the Mo(llO) surface.. This is done through the use 

of LEED, STM and DFT calculations.
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Chapter 5

Background

In this chapter, a background of the materials studied in this thesis is 

given. In the first section, a brief overview of molybdenum and the 

Mo(llO) surface is discussed. For a more detailed discussion of the 

Mo(llO) surface see (1). In the second section, a more detailed descrip­

tion of M0 O2 will be given, including the crystallographic structure, and 

the electronic and optical properties. This will include experimental val­

ues of these properties as reported in the literature in addition to the 

values we have calculated with DFT. Furthermore a comparison will be 

made between the two in order to validate the reliability of our DFT 

calculations for this oxide.

5.1 M olybdenum

Molybdenum, from the Greek meaning ”lead-like”, is a chemical element 

with the symbol Mo and atomic number 42. The electronic configuration 

of Mo is [Kr] 4d  ̂ 5s .̂ It was discovered in 1778 by Carl Wilhelm Scheele 

and first isolated in 1781 by Peter Jacob Hjelm. With a density of 10.280 

g/cTo? and a melting point at 2896K, giving it the sixth highest melting
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point of any element, it is often used in high-strength steel alloys.

Molybdenum has a bcc (body-centred cubic) crystal structure, space 

group Im-3m (Space group number: 229) with cell parameters a =  b =  

c =  3.147 A and cell angle a  =  /3 =  7 =  90.00°.

Because of a well established cleaning procedure compared to other 

metals, Mo has been widely used as a substrate for surface science studies 

(2; 3).

5.1.1 The M o(llO ) Surface

The densely packed Mo(llO) surface is known to be the lowest energy 

surface of Molybdenum (4). The bcc (110) surface presents a distorted 

hexagonal primitive unit cell but it is often convenient to describe this 

surface using the centered rectangular unit cell highlighted in Fig 5.1.1.

1 1 - 1 0 )

Fig. 5.1; A diagram of the Mo(llO) surface. The centered rectangular 
unit cell is highlighted by the black box. The grey and black spheres 
represent the surface and second atomic layer atoms, respectively.

The Mo(llO) single crystals used in these studies were obtained from 

Surface Preparation Laboratory and were grown by the floating-zone 

method. The sample was prepared from a 5N purity single Mo crystal by 

Rene Koper of the Surface Preparation Laboratory, The Netherlands (5).
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As-grown 5N purity crystals of refractory metals such as Mo, typically 

contain bulk impurities (C, K, S, etc.) in concentrations of a few parts 

per milhon. The surface was oriented to within 0.1° of the (110) crystal 

plane and finished by mechanical polishing to a surface roughness of 

0.03 /im . The sample was fixed in a sample-holder with a Ta cap and 

inserted into the UHV system described previously (Chapter 2 section 

2 .6).

The typical procedure for cleaning refractory metal surfaces involves 

anneahng the crystal in an O2 atmosphere of partial pressure 1 x 10“  ̂ <  

P0 2  <  1 X Torr at elevated temperatures ~  1200-1300 K.  At these 

temperatures, the bulk impurities diffuse to the surface where they form 

chemically stable oxides. These oxides, along with the surface oxide, are 

then removed by flash-annealing the surface to very high temperatures, 

in the range 2200A' <  Tfiash <  2600K for short periods (5-30 seconds) 

under UHV conditions. These flashes are accompanied by sharp pressure 

bursts in the vacuum, with some time between flashes to allow the sample 

to cool and the vacuum to recover.

Initially, the surface was oxidised by annealing at 1300 K  <  T  <  

1550 K ,  in an oxygen atmosphere of partial pressure 1 x 10“® Torr, for 

30 to 60 minutes. The sample was then flash-annealed to temperatures 

reaching 2400 ±  200 K  for 15 to 20 seconds to remove the oxide layer. 

It was then left to cool for 5 to 10 minutes before the next flash, which 

allowed the chamber pressure to recover to the low 10~̂ ® Torr. This 

cycle was repeated several times, with flash times gradually shortened 

to a few seconds, before the next oxidising cycle was begun. LEED and 

AES analysis were used to assess the cleanliness and structural order of 

the surface. After considerable repetition ( ~  seventy oxidising cycles) of
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this procedure, it was found that a carbon peak did not appear above 

the detection limit of the auger system, indicating a concentration below 

1 %.

It should be noted that the main LM M  Auger transition for sulphur 

at 152 eV  is obscured by a molybdenum peak at 148 eV. While this 

means that the presence of sulphur contamination cannot be completely 

excluded, the cleaning procedure was assumed to produce concentrations 

of the same order as the carbon level. Oxygen peaks were found to persist 

in Auger spectra taken on the surface at this point. As a result, the 

oxidising treatment was abandoned and further cleaning of the surface 

was carried out by flash-annealing alone. The LEED and Auger spectra 

of the clean Mo(llO) surface can be seen in Figs. 5.2 and 5.3.

Fig. 5.2: LEED image of the clean 
Mo(llO) surface taken at 147eV. 
The Mo [001] direction is marked by 
the arrow.

0 200 40C 600 aoo 1000 1200 1400 1600

Fig. 5.3 : AES spectra of a clean 
Mo(llO) surface. The main Mo 
peaks are at 180 and 220eV
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5.2 M o02

Molybdenum IV oxide (M0 O2 ) is a very interesting material which dis­

plays both high electrical conductivity and high transm ittance in the 

visible region(6). These properties, which are uncommon for an oxide, 

make M0 O2 an im portant material for both scientific studies as well as 

industrial applications(6; 7; 8). First, we will give a discussion of the 

crystallographic structure of Mo02- Next, the electronic and optical 

properties of M0 O 2 will be described. This discussion will contain both 

experimental and theoretical results from the literature in addition to 

our own DFT calculations. A comparison is made between the two as 

an attem pt to validate the accuracy of our DFT calculations. These 

calculations will be used in later chapters along with our experimental 

results.

5.2.1 C rystal Structure

M0 O 2 crystallizes in a simple monoclinic lattice with space group P21/c 

(C5 2h) (Fig. 5.4) (9). The lattice constants and monoclinic angle are a 

=  5.6109 A, 6 =  4.8562 A, c =  5.6285 A, and /? =  120.95°, respectively 

(9). This structure is a shght deviation from the rutile structure. This 

deviation is a result of a pairing of the metal atoms parallel to the mon­

oclinic a axis in a lateral, zigzag, displacement. This pairing can be seen 

in the diagram of the M0 O2 crystal structure displayed in Fig. 5.4.

The unit cell, which is highlighted by thick solid black lines, com­

prises four formula units (Fig. 5.4). The Mo atoms along with the two 

nonequivalent oxygen atoms occupy the general Wyckoff positions (4e): 

ib(x, y, z), ± (x , 1/2 y, 1/2 +  z) with the parameters listed in Table 5.1.
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Fig. 5.4 : The crystal structure of M0 O2 . Note the pairing of the metal 
atoms parallel to the monoclinic a axis.

Atom Wyckoff Positions X y z

Mo (4e) 0.2316 -0.084 0.0164
Oi (4e) 0.1123 0.2171 0.2335
O2 (4e) 0.3908 -0.3031 0.2987

T ab le  5.1; Wyckoff positions of the atoms in the M0 O2 unit cell.

Using standard notation, the primitive translations are:

/  .  \

O-Ml =

V
0

- Q m

(  h ^— Om

0 - M 2  —

\

0

0

« M 3  —

/

0

Cm sin/? 

—Cm  cos (3 y

(5.1)

giving a unit cell with dimensions and atomic positions listed in tables 

5.2 and 5.3.

Unit Vectors (A)
X y z

a 5.61 0 0

b 0 4 . 8 6 0

c -2.89 0 4.83

T ab le  5.2: Dimensions of the bulk M0 O2 unit cell.



Atomic Positions (A)
Oi 1.33 3.38 1.44
0 2 -0.05 1.05 1.13
0 3 2.84 0.96 0.97
0 4 4.21 3.48 1.29
0 5 1.39 1.47 3.39
Oe 2.76 3.8 3.7
O7 -0 .1 2 3.9 3.86
Os -1.49 1.37 3.54

Moi 1.25 4.82 0.08
M02 2.91 2.39 2.33
M03 1.46 0.04 4.75
M04 -0 .2 2.47 2.49

T ab le  5.3: Atomic positions of the Mo and O atoms in the bulk M0 O2 

crystal.

D F T  C a lc u la te d  S tru c tu re

We performed a structural relaxation of the M0 O2 unit cell with VASP 

and compared the resulting structure with reference data (9). For these 

calculations, we used PAW pseudopotentials and the LDA. Convergence 

tests showed a (6x6x6) k-point grid was adequate. The cell consisted 

of one M0 O2 unit containing 12 atoms. The cell was allowed to  relax 

by minimizing the total forces on each ion to  less than O.OleV/A. The 

relaxed structure had dimensions of a =  5.574 A,  b =  4.902 A, c =  5.648 

A, and P  =  120.741° degrees, in excellent agreement with the bulk values. 

The dimensions of the unit vectors and atomic positions, along with the 

percent change from the experimental values, is listed in Tables 5.4 and 

5.5.

5.2.2 Electronic Structure

Most of the experimental studies published on M0 O2 have focused on 

its atomic and electronic structure, with a motivation to understand the
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Unit Vectors (A)
X y z

a 5.57 (0.33%) 
b 0 (0.00%) 
b -2.89 (0.13%)

0  (0 .0 0 %)
4.9 (-0.47%) 

0 (0.00%)

0 (0.00%)
0 (0.00%) 

4.85 (-0.28%)

Table 5.4: Dimensions of the M0 O2 unit cell after DFT relaxation.

Atomic Positions (A)
Oi 1.32 (0.45%) 3.4 (-0.21%) 1.42 (0.63%)
O2 -0.04 (1.50%) 1.05 (0.08%) 1.16 (-1.26%)
O3 2.81 (0.37%) 0.95 (0.45%) 0.99 (-0.95%)
O4 4.18 (0.41%) 3.5 (-0.30%) 1.26 (1 .1 1 %)
O5 1.37 (0.62%) 1.5 (-1.06%) 3.42 (-0.48%)
Oe 2.73 (0.55%) 3.85 (-0.62%) 3.69 (0 .2 0 %)
O7 -0.13 (-3.33%) 3.95 (-0.70%) 3.85 (0.06%)
Og -1.49 (0.17%) 1.4 (-0.89%) 3.58 (-0.60%)

Moi 1.24 (0.56%) 4.86 (-0.46%) 0.08 (1.44%)
M02 2.89 (0.32%) 2.41 (-0.45%) 2.34 (-0.06%)
M03 1.45 (0.51%) 0.04 (-1.96%) 4.76 (-0.17%)
M04 -0 .2 1 (-2.55%) 2.49 (-0.50%) 2.5 (:-0.23%)

Table 5.5: Atomic positions of the Mo and O atoms after D FT relax­
ation of the M0 O2 crystal.

natvire of its atypical metallic and optical properties. Through the use of 

UPS, XPS, optical reflectivity measurements, and DFT calculations the 

electronic structure of M0 O2 is now well understood (6; 10; 9; 7). The 

origin of the unusual properties derive from the existence of cation-cation 

interactions via a direct interaction of the Mo d-electron wave functions. 

Using molecular orbital theory, a model for the energy band diagram 

resdting from this interaction was first proposed by Goodenough (11). 

This model was later confirmed and refined with ultraviolet and x-ray 

photoemission spectroscopy to the form presented in Fig. 5.5 (12; 10).

Fig. 5.5 shows a schematic of the energy level diagram restricted 

to the interactions between the atomic Mo 4d and the O 2p orbitals.
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Mo -  O o '

-  Mo o’

Mo -  Mo H

Mo -  O )t'

Mq -  Mo iS K \  

|M 0 - M 0  7®  i \  \

I  Mo -  Mo a  I

:
Mo -  O j; i

M o - O o p

Fig. 5.5 : A schematic of the energy level diagram of M0 O2 restricted to 
the interactions between the atomic Mo 4d and the O 2p orbitals.

The lowest energy bands result from Mo-0 o  and Mo-0 tt bonds. The 

band resulting from the Mo-Mo a  bond of the t^gw bond is located along 

the M0 O2 a  axis. Since the Mo in this oxide has a formal ionic con­

figuration of 4d^, there are 4 electrons available per pair of Mo atoms. 

Two of these electrons occupy the lower-lying Mo-Mo a  band, leaving 

the remaining two electrons to enter the overlapping bands sX E p ,  mak­

ing the compound a metallic conductor. The specific resistivity at room 

temperature has been reported to be 2 x m (13).

5.2.3 C alculated Electronic D ensity of S tates and 

Band Structure of M 0 O2

For a deeper insight into the electronic properties of M0 O2 , we have cal­

culated the electronic density of states (DOS) and the electronic band 

structure with VASP. For these calculations we used the relaxed struc-
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ture as determined above. Since DFT calculations of the DOS can have 

many fine features, we used a smearing of 0.2eV. Furthermore, the band 

structure was calculated along the high symmetry lines within the first 

Brillouin zone of the simple monoclinic lattice (Fig. 5.6).

Fig. 5.6: Diagram of the first Brillouin zone of the simple monoclinic 
lattice with high symmetry lines shown.

A detailed description of the calculated electronic structure of M0 O2  

is given by Eyert et al (7). The calculated total and partial DOS is 

presented in Fig. 5.7, along with the published data of Eyert for com­

parison (Fig. 5.8). From these figures, it can be seen that there is good 

agreement between the two. Furthermore, by using information on the 

electronic structure from the literature, we can identify some of the peaks 

and bands seen in the DOS plot.

UPS and XPS experiments revealed a group of bands approximately 

9 eV in width. Within this group, there is a 6eV wide band associated 

with the O 2p states at higher energies, and a 3eV wide band for the Mo 

4d states at Ep (12). This Mo 4d band is split into two peaks at 1.5eV
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and 0.5 eV below the Fermi level ( Ef )  (12). From the plots in Figs. 5.7 

and 5.8, we can see tha t there is in fact a 9eV wide set of bands below 

Ef .  The partial density of states(PDOS) shows th a t the two peaks at 

1.5 eV and 0.5 eV are dominated by Mo 4d electrons and the 6eV wide 

band below them is mostly filled by O 2p electrons, in agreement with 

the experimetal data. This is also in agreement with the model proposed 

by Goodenough, in tha t this Mo 4d split at 1.5 eV and 0.5 eV can be 

explained by the Mo-Mo a and tt bonds respectively, and the wide band 

below is related to the O 2p bonds. Furthermore, the PDOS show tha t 

the Mo band is occupied at £ '/, making M0 O2  a metallic conductor.

S '8  -10  _5 0 5
Energy (eV)

Fig . 5. 7: The calculated total and 
partial DOS of Mo02- The black, 
red, and green lines represent the to­
tal, oxygen 2p and Mo 4d densities, 
respectively.
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F ig . 5.8: The calculated to tal and 
partial DOS of M0 O2  from Eyert et 
al (7)

For completeness, the DFT calculated band structure is shown in Fig. 

5.9 and with the band structure calculated by Eyert et al for comparison 

(Fig. 5.10). As seen, there is good agreement between the two except 

for a  discrepancy along the C point. This may be due to the fact tha t 

we used a  DFT relaxed structure for our calculations whereas they used 

the measured bulk values.
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Fig. 5.10: The calculated band
Fig. 5.9 : The calculated band structure of M0 O2 from Eyert et al
structure of Mo02- (14)

5.3 The Optical Properties o f M 0 O2

The optical measurements that give the most information on the elec­

tronic system are measurements of the reflectivity of light at normal in­

cidence on single crystals. The reflectivity coefficient, r{uj), is a complex 

function defined at the crystal surface as the ratio of reflected electric 

field E{ref l )  to the incident electric field E{inc).  Through the use of the 

Kramers-Kronig relations, these reflectivity measurements can then lead 

to the dielectric function, e, of the material.

The reflectivity of M0O2 was measured on single crystals some time 

ago by L. L. Chase (10). It is now possible to calculate optical spectra 

through the use of DFT with the PAW approach (15; 16). Therefore, we 

have calculated the optical spectra of M0O2 and compared them to the 

published experimental results.

5.3.1 D FT  Calculated Optical Spectra of M 0 O2

After the electronic ground state has been determined, we can calculate 

the frequency dependent dielectric matrix using VASP. The imaginary



part is determined by a summation over empty states using the equation:

where the indices c and v refer to conduction and valence band states, 

respectively; and Uck is the cell periodic part of the wavefunctions at the

tion uses a small complex shift ry, where we selected a value of 0.1 as 

suggested in the VASP manual. The method is explained in detail in Ref

Using these calculated values, we now directly compare the DFT cal­

culations of M0 O2 with experimental results published in the literature, 

as illustrated in Figs. 5.11 and 5.12, respectively.

Even though we have introduced a smearing of 0.1 eV, there are many 

extra peaks in the curves produced by DFT, that were not detected by 

the experimental measurements. Overall, the curves are very simular 

to each other, indicating that the DFT calculations of M0 O2 produce 

reliable results that can be interpreted as an accurate description of the 

experimental data.

Once the real and imaginary parts of the dielectric function are cal­

culated, the following equation can be used to determine the frequency 

dependent reflectivity constants R{u>):

lim \  2u}kS{eck-eyk-u})x{uck+eaq\uyu){cvk+ei3q\uyu)*
a —*Q ^

c ,i ; ,k

(5.2)

k-point, k. The real part of the dielectric tensor is obtained by the 

usual Kramers-Kronig transformation,

(5.3)

where P denotes the principle value. The Kramers-Kronig transforma-

(16).
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Fig. 5.12: The frequency depen­
dent dielectric matrix of M0 O2 mea­
sured by optical reflectivity (10)

\/gM (5.4)
\ /  s(< )̂ +  1

Figs. 5.13 and 5.14 show a comparison between the calculated and 

experimental frequency dependent reflectivity constant. These further 

illustrate the excellent agreement betw'een the experimental data and 

our calculations.
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Fig. 5.13: Frequency dependent
reflectivity constant calculated by 
DFT.

MoO.

Fig. 5.14; Frequency dependent re­
flectivity constant on M0 O2 by opti­
cal measurments.
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Chapter 6

Surface Oxide Growth on 

M o(llO )

Thus far in the literature, the recent studies of the surface oxidation 

of the 4d series span from Ag to Rh. Within this span, there is a de­

veloping trend from a thermodynamically stable (O-M-0) surface oxide 

trilayer for Ag; to a slightly less stable trilayer for Pd; to a transient, 

kinetically stable trilayer for Rh. The recent theoretical and experimen­

tal studies on the initial oxidation stages of transition metals, P d ( lll) , 

Pd(lOO), R h (lll) , Rh(llO) and Rh(lOO) show that the structures of the 

surface oxides differ from those of the bulk oxides(l; 2; 3; 4; 5). The sur­

face oxides on these metals exhibit different thermodynamic stabilities. 

A common feature is that their formation involves sub-surface penetra­

tion of oxygen, thus the metal atoms of the surface oxide are sandwiched 

between two atomic layers of oxygen, forming Oxygen-Metal-Oxygen (O- 

M-0) tri-layer surface oxides. However, it was recently suggested that 

since many of the TM oxides wet their own metal surfaces, the adhesion 

energy should provide extra stabilisation allowing a bulk-like surface ox-
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ide to form when the O2 partial pressure is many orders of magnitude 

lower than required to maintain the bulk oxide (6).

In response to this we targeted the lighter metals of the 4d series 

to establish if a bulk-like surface oxide exists on the Molybdenum sur­

face, and if so then what is the epitaxial relationship between the film 

and substrate. The details of these experiments will be outlined in this 

chapter.

6.1 E xperim ental Procedure

We used single crystal M o(llO) with the surface deviation from the (110) 

plane of less than 0.1° and cleaned with the procedure outlined in chapter 

5. Once a clean surface was obtained the samples were annealed to 

1000°C in an oxygen environment of 1 x 10“® Torr for up to 1 minute. 

The surfaces were then characterized using LEED and STM. All STM 

images were recorded at room temperature in the constant current mode 

using currents of approximately 0.05 to 0.1 nA and bias voltages of 0.1 

to 0.05 V with electrochemically etched W tips.

6.2 E xperim ental R esults  

6.2.1 LEED Analysis

Fig. 6.1 shows the LEED pattern of the molybdenum oxide overlayer on 

the M o(llO) surface after annealing at 1000°C and 1 x 10“® Torr for 30 

seconds, and then cooled in an O2 environment at a rate of ~200°C /m in. 

I'he LEED pattern shows two rows of satellite spots that form an X shape 

centered about the molybdenum p ( lx l)  spots. The rows are separated
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by an angle of 50° that is bisected by the Mo[l-l 0] direction. Using 

the Mo(llO) p (lx l) LEED pattern of the substrate as our reference, we 

determined that the rows are running along the Mo[3-3 2] and Mo[3-3-2] 

direction. The pairing of these rows along two equivalent directions is 

an indication of the overlapping of patterns of two equivalent overlayer 

domains.

Mo[l-l 0]

LEED S p o t Profile

Period

Fig. 6.1 : The LEED pattern of the oxide overlayer on Mo(llO) taken 
at 103eV. The sample was annealed for 30s at 1000°C and 1x10“® Torr 
oxygen pressure. Below is a graph of a spot profile taken along the row 
of satellite spots indicated by the white line on the LEED image. The 
graph shows two curves. The curve above shows the LEED spot profile 
with the amplitude corresponding to the intensity of the LEED pattern. 
The curve below is a fit of the above profile showing the satellites have 
1/17th the periodicity as the p (lx l) spots.

A spot profile along one of these rows is shown by the graph below
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the LEED image in Fig. 6.1. This profile shows the satellite spots have a 

periodicity of 1/17 of the spacing between two primary Mo(llO) LEED 

spots. From the direction and period of the rows, it was determined that 

the satellite spots correspond to an overlayer with dimensions in the real 

space of 5.2 A along the [1-1-3] direction (orthogonal to [3-3-2]). This

5.2 A separation is equal to one spacing of Mo lattice in that direction. 

Furthermore, we can say that this 1:1 coincidence occurs once for every 17 

units in the Mo [0 0-1] direction. This corresponds to a separation of ~23 

A between two rows of coincidence. The same applies to the equivalent 

[1-1 3] direction of Mo lattice. We can therefore conclude that there is 

1:1 coincidence between the overlayer and the Mo substrate in these two 

directions. For that reason we will assign the domains to be lying along 

the [1-1-3] and [1-1 3] directions, and for simplicity the description will 

be kept to the Mo[l-l-3] domain. The matrix describing the coincidence 

unit cell is then:
17 -1 7  

2 1

As an aid, the real and reciprocal space diagrams of this system are il­

lustrated in Fig. 6.2. In this figure, the real and reciprocal space Mo(llO) 

unit vectors are labeled ai and a.2 , and ai* and a2 *, respectively. The 

real and reciprocal space unit vectors of the overlayer are labeled bi and 

b2 , and bi* and b2 * respectively.

6.2.2 STM  Analysis

Fig. 6.3 presents an STM image of the surface of Mo(llO) after annealing 

under the same conditions discussed above. This image shows a periodic 

row structure aligned along the Mo[l-l-3] direction. This row structure,
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Fig . 6.2: Unit vectors along M o[l-l-l] and M o[l-l 1] in the real and 
reciprocal space are labelled ai and &2 , and ai* and a2 *, respectively. 
The overlayer real and reciprocal space unit vectors are labelled bi and 
b2 , and bi* and b2 *, respectively. The black dotted line along the bi 
direction represents the 1:1 coincidence of the overlayer and substrate in 
the M o[l-l-3] direction.

has a period of 23 ±  1 A and corrugation of 0.2 ± 0 . 1  A. These rows 

are highly regular and seemingly cover the entire substrate surface. The 

periodicity and direction of these rows is consistent with the spacing of 

the sateUite spots in the LEED pattern shown in Fig. 6.1. The image 

(b) in Fig. 6.3 was taken at a bias of 0.05 V and is a zoom of the area in 

the top right of Fig. 6.3(a). It shows that the atomic surface structure 

has a quasihexagonal surface mesh with a lattice constant of 5.7 ±  0.2 A 
and an angle of ~124  °. This mesh is highlighted by the white diamond, 

and the atomic structure which is highlighted by the white dots on this



diamond. These dots have a periodicity of 2.9 ±0.1 A along the side 

marked a, forming rows in a direction that is near to Mo [0 0-1]. There is 

a modulation in the intensity, or height, of the atoms along the rows as 

shown in the line profile below the image in Fig. 6.3. Furthermore, these 

rows are separated by 5.7 ±  0.2 A in a direction near to Mo[l-l 1], marked 

side b of the diamond. It should be noted that this surface structure is 

the same over the the entire surface however most areas needed to be 

enhanced with FFT filtering before it becomes obvious.

Given that the periodicity and direction of these rows is the same as 

the coincident lattice structure seen with LEED, we consider that the 

rows represent the coincidence molybdenum oxide structure. It has been 

shown in previous studies of coincident lattice structures using electron- 

scattering quantum-chemistry (ESQC) that the atomic contrast of an 

STM image of an ultrathin oxide layer on a metal substrate is dependent 

on the site location of the oxygen atom on the substrate (7). This was 

explained by an interplay of several electronic effects causing a difference 

in the tunneling probability at that location. This theory has been used 

to explain the Moire patterns that are often seen by STM with coinci­

dence lattice structures (8; 9; 7; 10; 11; 12), and can explain the striped 

pattern shown in Fig. 6.2. With this in mind and from what we know 

from the LEED and STM data a model for this system was developed.

6.2 .3  M 0 O 2 Surface O xide M odel

Based on previous Raman, XPS and RHEED studies of the oxidation of 

molybdenum it was determined that M0 O2  is the sole oxide that grows 

epitaxially on the Mo(llO) surface at low pressures (13; 14; 15; 16; 17; 

18; 19; 20). The M0 O2 bulk structure has a monocUnic-distorted ru-
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D ir e c t io n s  in d ic a te d  b y  arrow s:

1) M o [0  0-1] 3 )  M o [ l - l  0] 4 )  M o [ l - l  1]
0.35

0.30

0.25 T

^  0.20

0.15

0.10 j-v-
0.05

0.00 J------
0.00 5.70 11.40 17.10

Fig. 6.3: (a) STM image taken at a bias of 0.10 V and current of O.lnA 
of the M o02/M o(110) surface after annealing for 30 s at 1000° C and 
1x10“® Torr oxygen pressure. The image shows a periodic row structure 
aligned along the Mo[l-l-3] direction with a period of 23 ±  1 A. (b) Is 
a zoom of the area indicated by the box in the top right of the figure, 
taken at bias of 0.05V and current of O.lnA. A white diamond with 
white dots highlights the atomic surface structure. These dots have a 
periodicity of 2.9±0.1 A along the side marked a, forming atomic rows 
in the ~  Mo[0 0 -1] direction. There is a modulation in the intensity, or 
height, of the atoms along the rows. This modulation is shown by a line 
profile taken along a row, and is illustrated in the graph below the image. 
Furthermore, these rows are separated by 5.7 ±  0.2 A in a direction near 
to Mo[l-l 1] marked side b of the diamond.
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tile structure (space group P21/C) with lattice parameters a=5.661 A, 
6=4.846 A, c=5.628 A, and /? =  120.95° (21). This gives the a and 

c axes and the angle (3 dimensions similar to the overlayer imaged by 

STM. Also, the axes are nearly twice that of the Mo bulk lattice con­

stant with f3 close to the angle of the quasi-hexagonal Mo(llO) surface. 

Because of this, there are multiple epitaxial relationships that are suit­

able matches for the LEED data. However, considering the size and 

shape of the surface mesh imaged by STM, the only compelling overlayer 

structure is Mo02(010)/Mo(110). The Mo02(010) surface is a quasi- 

hexagonal surface with a lattice spacing on the order of 5.7 A and an 

angle of 120.95°, and very similar to the surface imaged STM. Further­

more, the Mo02(010) surface (Fig. 6.3) is built from alternating ionic 

planes of oxygen anions, and Mo-Mo bonded dimers (Fig. 6.4). A layered 

oxygen-metal-oxygen (O-M-0) surface like this is a likely choice for two 

reasons. First, metal/polar-oxide interfaces such as this, where the oxide 

has only oxygen ions within the terminating plane are generally consid­

ered most stable, with adhesive energies an order of magnitude higher 

than non-polar interfaces (1; 2; 6; 22; 23; 24; 25; 26; 27; 28; 4; 9; 29; 30). 

This stability is believed to arise from several factors including the macro­

scopic Coulomb interaction between the ions in the oxide and the ‘image 

charges’ in the metal (29; 30). On the atomic scale this interaction is bet­

ter described by a charge redistribution across the interface (31; 32). In 

addition to this, several studies of the surface oxides of TMs have shown 

through a combination of LEED and DFT that an O-M-0 trylayer can 

be the most energetically favoured (1; 2; 3; 4; 5).

Using the literature as our inspiration we started with a M0 O2 0-M- 

O trilayer, and considered the interface as being built from the Mo(llO)
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Fig. 6.4 : The M0 O2 (010) surface is built from alternating layers of 
oxygen anions (white) and Mo-Mo bonded cations (grey). In the oxygen 
layers, the oxygen is aranged in quasi-hexagonal pattern with an atomic 
spacing of ~3A. In the Mo layers, the metal forms dimers tha t are aligned 
along the M0 O2 [100] direction, and are arranged in quasi-hexagonal 
pattern with dimensions of the M0 O2 unit cell.

surface plane followed by the Mo02(010) oxygen plane. We started by 

orientating the Mo0 2 (0 1 0 ) oxygen plane to find a suitable match with 

the Mo(llO) surface mesh th a t formed 1:1 coincidence about the M o[l-l- 

3] direction. Since the Mo(llO) surface mesh and the Mo02(010) oxygen 

mesh are both quasi-hexagonal with similar lattice parameters, there are 

three suitable orientations th a t form such coincidence; M0 O2 either [201] 

or [-101] or [102] are parallel to Mo[l-l-3]. The next step was to com­

pare these three models to the LEED and STM in order to narrow the 

selection. Upon fitting the three possible orientations into a unit cell 

constrained by the dimensions determined by LEED the possible orien­

tations were narrowed to one, the Mo02[201] jj Mo[l-l-3] orientation. 

This selection was done by considering two things. First we only chose 

those orentations with a minimal amount of stress induced on the film to 

fit the unit cell, and more im portantly this was the only orientation with 

an equivalent domain along M o[l-l 3] direction. W ith this orientation 

the M0 O2 c axis is orientated 4.9° off the Mo[0 0-1] direction, and the a



axis near to  the M o[l-l 1]. There is an equivalent domain of Mo02(0-1 

0) [2 0 1] II M o[l-l 3] with the  c axis orientated the same degree off Mo[0 

0-1] but in the opposite direction, and the a axis near the equivalent 

M o[l-l-l] direction.

The next step was to optimize this model to completely agree with 

the LEED and STM data. In order to induce the required 1:1 coincidence 

Mo [1-1-3] th a t reoccurs once every 17 units along Mo[0 0-1] the overlayer 

was skewed by 2.7 After the skewing the M0 O2 [100] is now 2° off the 

Mo[0 0-1], and the overlayer can be described by a unit cell of M0 O2  [201] 

parellel to Mo[l-l-3] and M 0 O2  [0 0 4] parallel to  half a unit of Mo[9-9 

7]. The dimensions of such a unit cell are 10.4 A x 22.9 A with an angle 

of 86.4 °. Furthermore, the m atrix describing the overlayer unit cell can 

be reduced to cell dimensions of the smallest length scale describing the 

over layer as:

1 8 

- 4  2

The illustration in Fig. 6.5 shows the Mo02(010)/Mo(110) surface model 

as described above. The black mesh shows the overlayer unit cell in 

agreement with the LEED data. There is a 1:1 coincidence between the 

interfacial oxygen and molybdenum atoms th a t runs along the M o[l-l- 

3] direction (along the black mesh hnes in th a t direction). The white 

diamond highlights the surface oxygen unit cell, and the surface oxygen 

are highlighted in tha t cell by the white dots. The surface oxygen unit 

cell is in perfect agreement with the STM data  except there is an added 

row of oxygen running along the a axis (side marked a in Fig. 6.3) .
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D irectio n s ind icated  by arrows:

1) M o[0 0-1] 2) M o [l- l-3 ]  3) M o [ l- l  0] 4) M o [ l- l  1]

Fig. 6.5; Top view of the Mo02(010) overlayer unit cell as determined 
by STM, LEED and DPT calculations. The larger dark grey spheres 
represent the Mo(llO) surface atoms, the white spheres represent the 
0 ^ “ interface atoms, the grey spheres represent the Mo'*+ atoms, and the 
black spheres represent the 0^“ surface atoms. The black rectangular 
grid represents the overlayer unit cell. Note that this is the “on-top” 
configuration and tha t the interface oxygen atoms are located on top of 
the Mo interface atoms at the intersections of the grid lines and along 
the Mo [1-1-3] direction.

6.3 D FT  C alculations

To further refine this model, DFT calculations were carried out. As a 

first approximation, the M0 O 2 unit cell was given a slight distortion and 

rotation to align the a and c axes along Mo [1-1-1] and [0 0-1], respectively 

(Fig. 6.6). To fit the oxide to the substrate, the oxide unit cell was skewed 

by 4° to give an angle of 125 the a axis was reduced by 3 %, and the c 

was stretched by 10 %. In doing this we were able to fit one primitive unit 

cell of the Mo02(010) surface to the Mo(llO) surface, greatly reducing 

our computing cost. This modification also allows us to compare the 4 

possible interfacial oxygen coordination sites at the interface in terms of
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energy, work of adhesion, and interlayer separation. For the calculations, 

we used a periodic slab geometry with a four layer slab of Mo(llO), an O- 

Mo-0 trilayer of Mo0 2 (010), and a vacuum gap of 15 A between the slabs 

to eliminate any spurious electric fields (25). In these calculations the 

bottom two layers of the Mo slab were constrained and the top two Mo 

layers along with M0O2 were allowed to relax. These calculations were 

performed using CASTEP (33), and for comparison both the Generalized 

Gradient Approximation (GGA) and the Local Density Approximation 

(LDA) with a cutoff of 300 eV and a k point separation of 0.05 1/A in 

the Brillouin zone were used. We calculated the work of adhesion as the 

difference of the sum of the individual energies of the relaxed Mo(llO) 

and Mo0 2 (010) slabs and the energy of the two interfaced together, all 

divided by the area of the interface.

Fig. 6.6: Model unit cell used for DFT calculations with Mo02(010) 
plane parallel to the Mo(llO) surface and Mo02(010) and the a and c 
axes aligned along the Mo[l-l-l] and [0 0-1], respectively.

6.3.1 D F T  G eom etry O ptim ization

DFT geometry optimizations were performed for the slabs of dimensions 

shown in Fig. 6.6 for each of the four possible configurations of the
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interfacial oxygen. These configurations are (a) on the 2-fold bridge site 

above the underlying Mo atom, (b) atop the surface Mo, (c) on the 3-fold 

hollow site, and (d) 2-fold bridge site with no underlying Mo atom (Fig. 

6.7).

Fig. 6.7: DFT geometry optimizations were performed for each of the 
four possible configurations of the interfacial oxygen atoms that form the 
coincident sites seen in the LEED data. These configurations are (a) on 
the 2-fold bridge site above the underlying Mo atom, (b) atop the surface 
Mo, (c) on the 3-fold hollow site, and (d) 2-fold bridge site no underlying 
Mo atom (Fig. 6.7).

It was found that both of the bridge configurations, (a) and (d), 

relaxed onto the 3-fold site, leaving us with only two stable configura­

tions. In both cases there was a strong adhesion between the film and 

substrate, as expected for a polar oxide/metal interface. The adhesion 

energy from this system has two main components, a contribution from 

the metal-oxygen bonding, and a contribution arising from the electron 

redistribution at the interface. The latter is the result of the metal sub­

strate transferring electrons to the interfacial oxygen atoms, which can be 

explained by the Pauling’s electronegitivity of the two elements, Xmo( 1-8) 

<  Xo(3.5).  This results in a polarization of the metal at the interface, 

and a stronger adhesion energy. This effect was found to increase the
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adhesion energy by an order of magnitude for the polar M o/M gO (lll) 

interface compared to the nonpolar Mo/Mg0(100) interface (34). A map 

of the electron density difference gives an illustration of the electron re­

distribution at the interface for the two configurations (Fig. 6.8). On 

this map the light areas above the interface oxygen indicate an enhanced 

electron population, whereas the dark areas and bands above the Mo 

atoms and along the interface indicate a reduced electron population, 

thus mimicking the macroscopic ‘image charge’. Furthermore, with these 

two configurations, it was found that the case with the interface oxygen 

located on the 3-fold site had the lowest energy by 0.20 and 0.23 eV 

per atom at the interface as calculated by GGA and LDA, respectively. 

This configuration also had the shortest interlayer separation and highest 

work of adhesion, indicating a stronger interface bonding; the results of 

these calculations are shown in table 6.1.

Configuration AE AE W W Interlayer separation
GGA LDA GGA LDA (A) GGA

Top site 0.2 0.23 5.75 6.48 1.72
3-fold 7.13 8.10 1.18

Table 6.1: DFT Geometry Calculations

AE is the difference in total energy for the system in eV/Atom  
W is the work of adhesion in J/m^

From these results, full overlayer unit cell slabs for both the on top 

and 3-fold configurations were constructed. These slabs consisted of two 

layers of Mo(llO) and the Mo02(010) tri-layer giving 148 atoms in to­

tal. The interlayer distance at the interface was fixed across the slab 

to the value calculated for the respective configurations; i.e. interlayer 

warping was not considered for the different configurations across the 

interface(28). The unit cell slab used for the on-top configuration is
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On-top

e» 0
A A A

Fig. 6.8: A slice taken along the M o(l-l 0) surface showing a map of the 
electron density difference for the 3-fold and on-top configuration. The 
circles mark the interfacial oxygen and the triangles mark the substrate 
Mo locations. Light areas represent positive and dark areas represent 
negative areas corresponding to enhanced and reduced electronic pop­
ulations respectively. This map was generated using the results of the 
GGA calculations.

shown in Fig. 6.5. DFT calculations using the LDA and an energy cut 

off of 300 eV were performed for the two cases. It was found that the 3- 

fold case converged with an energy of O.leV/atom lower than the on-top 

case, suggesting that this is the most stable surface.
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6.3.2 DFT STM Simulations

STM simulations of the two DFT calculations using a tip to sample bias 

of 0.05 V were also performed. The case of the 3-fold site configuration 

showed an obvious row of structures formed by the STM contrast, in 

agreement with the rows seen in the STM data. However, the on-top site 

configuration showed very little change in contrast. An STM simulation 

for the 3-fold case is compared with an atomically resolved STM image of 

the Mo0 2 (0 1 0 ) /M o(110) surface. The comparison shows that this model 

is now in excellent agreement with the STM data in Fig. 6.9. Again, to 

highlight the surface oxygen unit cell a white diamond is drawn, with the 

surface oxygen in the cell represented by white dots. The oxygen lattice 

in this simulation features a missing row of oxygen along the Mo02[l O 

0], as in the STM data. Furthermore, there is also an alternation of the 

bright and dim spots that represent the oxygen atoms along the rows in 

agreement with the experimental data.

Further investigation of the STM simulation of the 3-fold case reveals 

the origin of both the bright and dim STM spots of the surface oxygen 

atoms along the M0 O2 a axis, along with the origin of the missing oxygen 

row seen in the STM data. Fig. 6.10 shows the map of STM simulation 

from Fig. 6.9 overlaid on the model of the M0 O2 (010) surface. This 

figure shows that the dim spots on the STM images are a probe of the 

empty states near the Fermi level in the molecular orbital of the 

surface atoms that bridge the two Mo atoms forming Mo-Mo dimers, 

marked (a). Whereas the bright spots, (b), are representative of the 

states in the molecular orbital of the 0^+ surface atoms that bridge 

between two Mo atoms of separate Mo dimers. This indicates that the 

density of states accessible by the STM tip is more localized around
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D ir e c t io n s  in d ic a te d  b y  arrow s: 1) M o [0  0-1] 2 ) M o [ l - l - 3 ]  3 ) M o [ l - l  0] 4 )  M o [ l - l  1]

Fig. 6.9: The high resolution STM image taken at 0.05 V and 0.1 nA 
in constant current mode (lower right) compared with a DFT STM sim­
ulation at 0.05 V. The Mo02(010) atomic surface structure has a quasi- 
hexagonal surface mesh with a lattice constant of 5.7 ±  0.2 A and an 
angle of ~124 ° .  This mesh is highlighted by the white diamond, and 
the atomic structure is highlighted by the white dots on this diamond. 
These dots have a periodicity of 2.9 ±  0.1 A along the side marked a (a 
axis), forming rows in a direction tha t is near to Mo [0 0-1]. There is a 
modulation in the intensity, or height, of the atoms along the rows. Fur­
thermore, these rows are separated by 5.7 ±  0.2A in a direction near to 
M o[l-l 1], marked side b of the diamond (c axis). The brightest spots are 
located above areas where the oxygen atoms at the interface are located 
on the 3-fold hollow sites.

these areas marked (b), and can be related to bulk M0 O2 where the 

atomic sphere radii for the oxygen located in this position was calculated 

to be ~10% larger versus the oxygen bonded to  the Mo dimers (35). 

Furthermore, the oxygen atoms of type marked (c) in the figure have a 

single bond to the Mo and are not imaged by STM.
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Fig. 6.10: Overlay of an STM simulation at 0.05V for the 3-fold case. 
The M0 O2  unit cell is drawn by the black diamond, and the surface 
oxygen are white, and first layer of Molybdenum atoms are grey. The 
circle marked (a) shows the dim oxygen atoms seen in STM, circle (b) 
shows the bright oxygen atoms, and circle (c) shows the missing oxygen 
atoms.
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Chapter 7

Formation of M0O2 

Nanowires on Mo(llO)

In this chapter, a method of growing single crystal M0 O2 nanowires on 

theMo(llO) surface is described. We show that an oxide film can undergo 

a periodic self-faceting regime during growth, producing regular arrays 

of cxide nanowires. In Chapter 6, we showed that in the first stage of 

oxide growth, a highly strained closed M0 O2 (010) oxide layer is formed 

on ihe Mo(llO) surface. However, if in the bulk, this (010) oxide surface 

can be classified as a polar. Tasker type III surface, which needs a surface 

modification to be energetically favourable (1). In the case of the M0 O2 

(010 ) surface oxide, as with any metal polar oxide interface, the film 

surface is close enough to the interface such that a charge redistribution 

at the interface can sufficiently modify the surface charge density and 

stabilize the film (2; 3; 4; 5; 6; 7; 8; 9; 10; 11; 12; 13; 14; 15). However, 

a key difference of this system is that the O-M-0 oxide layer is not a 

transient surface oxide, phase like with the other studies, but it is that 

of the bulk oxide, Mo02(0 1 0). Therefore, with further oxidation, the
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oxide phase would continue to grow. For this chapter, we will use the 

Mo0 2 ( 0  1 0) surface oxide as our starting point and show that with 

continued oxidation, the oxide film develops into regular arrays of M0 O2 

nanowires.

The general mechanism for the growth mode is based on a mechanism 

for the formation of quantum dots on the surface of thin solid films 

recently proposed by A. A. Golovin et. al. (16). This method is a 

bottom-up approach in which the film goes through two stages of growth. 

In the initial growth stage, the film is coupled to the substrate via a strong 

wetting interaction. Furthermore, the substrate orientation causes the 

film to grow in a crystallographic orientation which, due to a large surface 

energy anisotropy, would be thermodynamically forbidden in the bulk 

and prone to faceting. However, due to the adhesion energy associated 

with the wetting interaction, faceting is suppressed. Stage two occurs 

upon further film growth with which the short ranged stabilizing effects 

of the wetting interaction can no longer stabilize the film surface. This, 

coupled with a surface energy anisotropy in the film, can result in periodic 

faceting of the film surface (16), leading to the formation of regular arrays 

of nanostructures.

7.1 Experim ental Procedure

In this chapter we used the same sample and cleaning procedure as out­

lined in Chapter 6. Once a clean surface was obtained, the samples were 

annealed in oxygen by using the following procedure. First the UHV 

chamber was back-filled with oxygen to a pressure of 1 x 10“® Torr. The 

sample temperature was then ramped from room temperature to 1200 ±
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50 °C (beyond the decomposition temperature of molybdenum oxides,) 

at a rate of approximately 300 °C per min and then down to 900 ±  50 °C. 

The sample was held at 900 ±  50 °C for the desired annealing time and 

then cooled in an oxygen environment at a ramp rate of approximately 

100 °C per minute. After the samples were cooled to room temperature, 

the surfaces were characterised using LEED, AES and STM. All STM 

images were recorded at room temperature in the constant current mode 

using currents of approximately 0.05 to 0.1 nA and bias voltages of 0.1 

to 0.05 V with electrochemically etched W tips. The STM used in these 

studies was calibrated for atomic scale measurements. However, due to 

the relatively large size of these features, along with a lack of a nanometer 

scale calibration standard, we have introduced a larger degree of error in 

these measurements.

7.2 Experim ental R esults

In order to characterise the oxidation of Mo(llO) under these conditions, 

the sample was annealed with a series of anneals from 5 min to 90 min. 

After each anneal, the sample was analyzed with LEED and STM and 

then flashed clean before starting another anneal.

The series of LEED and STM images in Fig. 7.1 show the evolution 

of molybdenum oxide over a range of annealing times from 5 minutes. 

Fig. 7.1 A, to up to one hour. Fig. 7.IE. The resulting oxide has the form 

of nanowires. These wires grow in the Mo(llO) [001] direction and have 

dimensions ranging from 5 nm wide by 0.5 nm tall up to a maximum 

size of 30 nm wide by 6 nm tall. These are shown by the line profiles in 

Fig. 7.1. Remarkably, the direction of the wire-like structures is different
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from the direction of the stripes observed at an earUer stage (see Fig. 6.3 

in Chapter 6). This indicates that the initial surface strain caused by 

coincidence structure of the surface oxide is no longer a source of surface 

arrangement. What is most interesting is that the dimensions of these 

wires are solely dependent on the annealing time, allowing the size of the 

wires to be easily manipulated. However, with further annealing beyond 

one hour, wires larger than 30 nm wide could not be achieved.

7.2.1 STM  Analysis

Attempts were made to view the atomic structure of these wires with 

STM, however such resolution could not be achieved. There is however, 

further information about the structure of these wires in the STM mea­

surements. Fig. 7.2 shows a high-resolution STM image of a side of one 

of the large nanowires. In this image, terraces can be seen. According to 

the line profile in this figure, one can see that the largest nanowires are 

comprised of terraces that have a width of 0.95 ±  0.09 nm and a step 

height of 0.53 ±  0.05 nm (Fig. 7.2). These dimensions give a slope of 

~30 degrees to the substrate surface normal, resulting in a periodically 

faceted “hill and valley” M0 O2 surface.

7.2.2 Auger D ata

The Auger spectra of the largest wires indicates that the oxide has the 

stoichiometry of M0 O2 (Fig. 7.3). The ratio of the Mo peak to the oxygen 

peak at 510 eV is 1:2. The percent concentration is listed in Table 7.1.
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Fig. 7.1 : The figure contains LEED, and STM as well as line profiles of 
the Mo(llO) surface after annealing in an oxygen environment. The STM 
images show the development of M0 O2  nanowires over time. The width 
and height of the structures have the following dimensions, respectively: 
A. 5.20 nm x 0.33 nm, B. 8.46 nm x 1.00 nm, C. 14.42 nm x 1.4 nm, D. 
15.32 nm x 2.5 nm, E. 27.50 nm x 5 nm.



Fig. 7.2 : STM image of the profile of a large oxide wire. The line profile 
shows terraces of 0.95nm ± 0.09 wide 0.53 ±  0.05nm tall.
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Fig. 7.3: Auger spectra of the M0 O2 oxide surface.

123



Species Concentration
Mo 35%
0 65%

Table 7.1: The percent concentration on Mo and O from Auger of an 
M0 O 2 oxide film.

7.2.3 LEED Analysis

The LEED pattern  in Fig. 7.1 A is tha t of Mo (110) with satellite spots 

along Mo [1 -1 -3] and [1 -1 3] direction, similar but more diffuse to tha t 

seen previously in chapter 6. In Fig. 7. IB, the satellite spots seen in 

7.1 A have become even more diffuse, and a new spot has developed along 

Mo [1-1 0]. In Figs. 7.1 C through E, the pattern, though still quasi- 

hexagonal, no longer has spots representative of Mo (110). Fig. 7.4 shows 

a close-up of the LEED pattern  taken of the surface structure shown in 

Fig. 7 .1 c .  This pattern gives a quasi-hexagonal structure with a lattice 

constant of 2.7 ±  0.3 A  and a angle of 61 ±  1 °. These dimensions make 

this pattern an unsuitable match for M o(llO), which has dimensions 2.7 

A  but an angle of 70 °, and therefore it must be tha t of the molybdenum 

oxide. However, with a unit cell of a =  5.661 A, c =  5.628 A, and /? =  

120.95 the LEED pattern is not what one would expect for the M0 O2 

(010) unit cell (fig 7.1) (17). The fact tha t there is a glide plane along 

the M0 O2 c axis can explain missing odd order spots along th a t direction 

but cannot explain the missing spots along the a axis. Transmission 

high energy electron diffraction (THEED) images along the Mo2(010) 

direction show weak odd order spots with bright even order spots (18). 

It is possible tha t the odd order spots are too weak to be detected with 

our LEED set-up. Another explanation may be tha t since the pattern 

is close in orientation and dimension to th a t of the Mo0 2 (0 1 0 ) oxygen
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layer (see Fig. 6.4 in Chapter 6), that the pattern is the result of the 

oxygen unit cell at the surface, or perhaps a surface reconstruction. In 

the following discussion, we will assume no missing spots.

Fig. 7.4: LEED pattern taken at 78 eV of the surface structure shown in 
Fig. 7.1C. This pattern gives a quasi-hexagonal structure with a lattice 
constant of 2.7 ±  0.3 A and a angle of 61 ±  1 °.

7.2.4 LEED Spot Splitting

Another interesting feature of the LEED patterns from Fig. 7.1C to E is 

the presence of periodic splitting of the LEED spots over a range of beam 

energies. The splitting is well known and is an indication of regular step 

arrays on the surface (19; 20). This is explained by the superposition of 

the diffraction from atoms at the terraces and from atoms at the step 

edges. With one-dimensional step arrays, by changing energy, there is 

a periodic appearance of single and of split integer-order LEED spots. 

However, in this case, doublets of spots open and close to single spots. 

This is an indication of both ascending and descending staircases on 

the surface, as expected from the STM data. To further clarify this, a
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diagram of the Ewald sphere for this system is drawn in Fig. 7.5.

Fig. 7.5 : Ewald sphere diagram for the M0 O2 “hill and valley” surface.

To illustrate the splitting, the graph of Fig. 7.6 shows a series of 

line profiles of the (0,1) and the (1,0) LEED spots over a range of beam 

energies from 58 eV to 173 eV. These profiles show that there are three 

distinct phases of spots over this energy range. Starting at 58 eV, there 

is one (0,1) and (1,0) LEED spot. With increasing energy, the spots spht 

in two. As the energy increases beyond 68 eV, the spots continue to 

split apart. At 78 eV, the primary (0,1) and (1,0) spots become visible 

again. Furthermore, at this energy, the maximum separation between two 

symmetric multiplet spots occurs, as a result of spots from diffraction at 

ascending and descending steps coinciding. Therefore, the separation of 

the spots at this point is related to the average terrace width, allowing 

this value to be directly measured from LEED. We measured this value 

to be 9.0 ±  0.9 A .  As the energy continues to increase the primary spots 

disappear again and the two spots begin to coalesce until at an energy 

of 107 eV, only one primary spot is visable. A black line traces the path 

of the LEED spots in Fig. 7.6, and is representative of the lines of the 

Ewald sphere in Fig. 7.5.
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Fig. 7.6: Graph od the LEED spot profile at changing energy

The energy of the singular LEED spot which appears and disappears 

is related to the in-phase and out-of-phase scattering of electrons of adja­

cent terraces, respectively. Therefore, the “characteristic” beam energies 

at which they occur is a function of the step height and lattice param­

eter of the surface in the direction of the splitting. This was originally 

described by Henzler from which we obtain the equation (19):

= + (7.1)
2mo r a

where h and mo are Planck’s constant and the electron mass, respec­

tively; r and a are the step height and lattice constant in the direction 

of splitting, respectively; and g is a fitting parameter to account for a 

horizontal offset at the lower step edge.

Using the measured value of the lattice constant from the LEED 

images, along with the voltages at which the primary spots, occur we 

can calculate the average step height with the following equation:

From this, we have an average step height of 4.6 A. This value is in
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agreement with the STM measurements, and close to the 4.86 A value 

of the M0 O2 b axis.

From these experimental results, in addition to previous information 

about the oxidation of Mo(llO), we can develop a structural model for 

the formation of these nanowires. This model will be described in the 

following section.

7.3 Nanowire M odel

As the basis for a model of the molybdenum oxide nanowires, we will 

start with the surface oxide model described in the previous chapter. For 

reference. Fig. 7.7 shows the unit cell of Mo02(010) oxide that forms a 

coincident lattice structure with the Mo(llO) surface. The orientation of 

the M0 O2 overlayer is such that Mo02[201] || Mo[l-l-3] and Mo02[001] || 

Mo|3-3 2], as shown in Fig. 7.7. With this orientation, it can be seen that 

there are Mo-Mo dimer rows that form chains aligned with the M0 O2 a  

axis and close to the Mo(llO) [00-1] direction, which is the same direction 

as the nanowires. Therefore, it is likely that the growth of the nanowires 

is related to these chains and that the chains are the building blocks that 

form the nanowires.

To describe the self-assembly of the oxide nanowires, a unit cell to be 

used as a “building block” needs to be constructed. For the basis of this 

unit cell, we used the orientation of the M0 O2 overlayer described above. 

Therefore, the cell of M0 O2 has a base in the (010) plane, with one side 

being the M0 O2 a  axis, which defines the direction of the nanowires. 

The second side has one unit length in the [102] direction, perpendicular 

to the wires, and width of 9.66 A, in agreement with the terrace width
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Fig. 7.7: Diagram showing the epitaxy of the M0 O2 (010) layer on 
Mo(llO).

measured in LEED and STM. Furthermore, if we make this cell one unit 

tall along the b axis, we have a M0 O2 “block” with a height of 4.86 A, 
within the error of the terrace height measured by LEED and STM (Fig. 

7.8) and of the height of the smallest wires measured in Fig. 7.L

Now that we have a building block for these wires, we can use it to 

better understand the growth of these wires. Starting with the smallest 

wires, which we measured to be ~  57 A wide and ~  5 A tall. The wire 

height of ~  5 A can easily be associated with the height of one M0 O2 

unit cell. However, to get the minimum width, we also need to know 

the dimensions of the Mo(llO) substrate. Comparing the dimensions of 

the Mo[l-l 0] and the M0 O2 [102] unit length, which in the diagram in 

fig 7.7 are ~5 ° apart, we see that there is a 13:6 relationship between 

them, giving a smallest common integer length of 58 A. Therefore, while 

the initial surface oxide layer grows highly strained with a coincidence

I-I-3]100-11 1100]

1021
11 - 1 0 )

>•10011

Mod 10)



Top View

[102]

Side View

(010 )

Fig. 7.8: Diagram of the M0 O2 building block.

along the Mo[l -1 3] direction, it is likely that with the onset of three 

dimensional growth this coincidence changes running aling the Mo[001] 

direction. This gives a larger, less strained M0 O2 overlayer unit cell 

which runs along the M0 O2 [100] direction, and is 6 units wide in the 

perpendicular [102] direction. This results in regular arrays of oxide 

nanowires.

As the oxide continues to grow, the oxide building blocks continue to 

assemble and according to the annealing time, we form various sizes of 

wires, as represented graphically in Fig. 7.9.

With regard to the largest wires, first we can determine the orienta­

tion of the two surface facets that make up the sides of the wires. From 

the above model, and in agreement with the slope of faces as measured 

by STM, we determined the surfaces to be M0 O2 (021) and (02-1) (Fig. 

7.10). The (0 2 1) surface (Fig. 7.11) has previously been identified as a
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Fig. 7.9: Diagram of the various M0 O2 wire sizes measured with STM.

stable low energy surface for rutile and distorted rutile oxides (21; 22; 23). 

The stability of the distorted rutile (0 1 2), (0 2 1) and rutile (2 1 0) sur­

face stems from it being made of charge balanced M2 O4 layers (Tasker 

type II), thus eliminating the need for a charge redistribution to lower 

the surface energy of the initial M0 O2 (0 1 0) type III surface.

 (010) ------

Side View

4.8 A

S

fi20) Y q p  Y i e ^

Fig. 7.10: An atomic model of the side and top views, respectively, of 
the oxide facet structure with the planes identified.



/7A— ► Mo0,(010)
°Oy [102]

Fig. 7.11: A diagram of the oxide facet structure with the planes iden­
tified. The white spheres are Oxygen atoms and the grey spheres are 
Molybdenum atoms. It is a slice taken in the (2 0 -1) plane looking along 
the a axis (along the faceted rows).

7.3.1 Surface E nergy C alcu lations

In order to quantify this, we employed DFT total energy calculations 

to determine the surface energy for the M0O2 (0 1 0 ) and (0  2 1) sur­

faces. Furthermore, for comparison we also calculated the surface energy 

of the M0 O2 ( O i l )  surface, which is commonly considered the lowest 

energy rutile surface (21). For the calculations, we used the conventional 

approach in which the surface energy 7  is determined by;

7 =  (■E's/ab — NEhuik)/‘̂ ^ (7.3)

where Egiab is the total energy of a slab of M0O2 crystal cleaved to the 

desired orientation, N  is the number of layers in the slab, A  is the area 

of the surface, and is the total energy of a bulk layer. For the

calculations, we employed VASP with PAW LDA pseudopotentials with 

CA exchange functional (24; 25; 26; 27). For all geometries, five unit 

layer slabs were used, each containing 60 atoms except for the (010 ) which 

contained 59 in order to provide oxygen terminations at each surface. We



{hkl } Ihki (J/m ^) Ihkl
cos{(j))

{010} 3.38 3.38
{021} 1.91 2.11
{011} 1.28 1.81

T ab le  7.2: DFT Calculated surface energy.

used r  centered (8 x 8 x 1) k-point grids for the two low index surfaces 

and a (4 x 8 x 1) k-point grid for the (021) surface. The middle layer 

was constrained allowing all the other layers to relax by minimizing the 

Hellman-Feynman forces to less tha t 0.01 eV /  A .  The calculated surface 

energies resulting from these calculations are listed in Table 7.2.

7.3.2 Theory of Periodic Faceting

We have now shown with DFT tha t the faceted M0O2 (0 2 1) and (0 2 -1) 

surface would have a lower surface energy than  the original (0 1 0) surface. 

However, to fully describe the surface energy of a periodically faceted “hill 

and valley” surface, we must employ the elastic theory of a periodically 

faceted surface, developed by Andreev and Marchenko (28; 29). This 

theory has been used to describe the periodic faceting of many surfaces 

including vicinal metals. Si (113) and AI2O3 (10-10) (30; 31; 32).

The basis of the theory is th a t the surface free energy of this type of 

surface is a competition between the surface energy F{ D)  of the faces 

of length (D) and the energy of the convex and concave edges where 

two faces meet. This is illustrated in Fig. 7.12 and is described by the 

equation:

+ “ d ---------

where 7 (0 ) is the surface free energy, t] is the average energy of the con-
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cave and convex edges per unit length, (7 is a geometric factor accounting 

for the symmetry of the intrinsic surface stress tensor r , Y  is Young’s 

modulus, and a is the lattice parameter. From this equation there exists 

an optimal periodicity Dmin which defines the lowest energy surface.

D m i n  =  a + 1) ( -̂ )̂

Fig. 7.12: Illustration of a faceted surface.

As there is little information available on the elastic properties of 

M0 O2 , making the determination of Dmin for this system is not readily 

possible. However, these too can be calculated with DFT. In this case, 

we employed CASTEP due to its integrated algorithm for this purpose 

using LDA ultra-soft pseudopotentials with the CA-PZ exchange corre­

lation functional (33; 34; 35) and a (8  x 8  x 8 ) k-point grid centered 

at the 7  point. By applying homogeneous strains of ±  0.005 and 0.010, 

and calculating the resulting stresses, we were able to determine the 2 0  

elastic constants for the monoclinic M0 O2 crystal, from which it is easy 

to determine Young’s modulus along the three crystallographic axes. Y„ 

=  339.60 GPa, Y{, =  184.34 GPa, and Yc =  221.80 GPa. It has been 

shown that this method can reliably determine the elastic constants of 

oxides (36).

By making some reasonable assumptions for the unknown values used 

in equation 7.5, along with the calculated values from above and the 

measured periodicity from STM as T)min, we arrive at an acceptable value
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for T. We used 77 =  20 meV /  A, Y  =  200 GPa and C =  1 giving r  =  

1.66  J /  m^. Considering that the surface stress r  is the strain derivative 

per unit area of the surface energy, it follows that the approximation r  

=  1.66 J/m^ is a reasonable value for a surface with an energy of 1.91 J 

/  m  ̂ (37). Therefore, it is reasonable that the 30 nm periodicity of the 

facets is Dmm, and the system is at equilibrium according to Marchenko’s 

theory.

Now, if we take another look at Fig. 7.11, one can see the unidi­

rectional anisotropy of this faceted surface, i.e. there are rows of oxygen 

atoms and Mo-Mo dimers that run along the M0 O2 [1 0 0] direction (into 

the page), whereas Mo and O atoms alternate along the [1-1 2] and [1 1 

2] directions (along the facets). This anisotropy is also reflected in the 

elastic properties of the crystal and therefore it is related to the direc­

tion of the faceting of the surface. From the previously calculated values 

for Young’s modulus, we can see that in the direction along the facets, 

between the b and c axis, the value is ~  200 GPA. However, along the 

wires in the direction of the a axis, the value is Y  =  340 GPA. Since Dmin 

oc exp^^, it is easy to understand why the crystal facets in a direction 

perpendicular to the M0 O2 a axis.

The results of these calculations are reassuring. They show that by 

having a faceted surface with (0 2 1) and (0  2 - 1) facets, the film will have 

a lower surface energy than with the original (0 1 0) orientation. There­

fore, we have a case where the substrate initially causes a film to grow in 

an orientation that is normally forbidden, but an electron redistribution 

at the interface causes the film to wet the substrate’s surface. However, 

the stability effect of the interface is localised and as the film continues 

to grow, the M0 O2 (0  1 0 ) surface becomes unstable and this, coupled
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to a surface energy anisotropy, leads to the spontaneous formation of a 

periodically faceted M0 O2 surface with lower energy (0 2 1) and (0 2 -1) 

faces. Furthermore, a faceting period of ~30 nm is likely an equlibrium 

state for this surface.
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Chapter 8

The Oxidation Rate of M0O2

The initial stages of oxidation of the Mo(llO) surface up to a closed 

oxide layer happens rapidly a t 900 °C and 10® Torr oxygen. Therefore, 

no precursor states have been observed, and there is no information about 

the onset of oxidation.

After the formation of a close-packed oxide film on the Mo sub­

strate, further oxide growth requires tha t Mo substrate atoms, and/or 

chemisorbed oxygen surface atoms move into and through the developing 

oxide film towards the metaloxide and /or oxidegas interface, respectively. 

The migrating species is generally assumed to be ionic e.g., for Al, Fe, 

Cu, and Ta substrates (1; 2; 3; 4; 5; 6). In order to maintain overall 

charge neutrality in the film, while also dissociating molecular oxygen at 

the oxide surface, electrons must also move through the oxide.

Since the M0 O2 film is considered to be metallic, we can assume tha t 

the electron transport through the oxide occurs at a faster rate than the 

chemical diffusion of Mo cations. The electric field induced by negatively 

charged oxygen anions at the oxide surface will retard further electron 

transport but enhance cation transport (2; 3; 4). Under the constraint 

tha t no net charge is transported through the oxide film, the magnitude
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of the estabhshed electric field will be such that the ion current equals 

the charge current of the more mobile electrons. This gives the steady 

state equation;

Ji =  Je (8.1)

where J  is the current of the ion i and electron e, respectively. To

obtain the growth rate dL/dt  one integrates the following equation after

inserting the appropriate equation for the rate limiting factor (4).

dL/dt  — RJiJe (8.2)

The parameter R  is the oxide volume that one of the diffusing ions 

creates in the oxidation process. From Fromhold and Cook, integrating 

Eqn. 8.2 for the ion diffusion limiting case results in an expression for 

the oxide thickness L dependent on the oxidation time t (7):

L(t) = —ln(l  + f3t) (8.3)
a

Therefore, it is expected that from the Cabrera and Mott theory that 

ion current limited oxide growth leads to a logarithmic growth curve. At 

the early stages of oxidation, the oxide thickness increases very rapidly 

independent of the temperature. This growth rate quickly changes into 

a logarithmic mode and finally approaches a constant value.

By making the assumption that the base of these wires is at the 

substrate interface, we can consider the wire height as a measure of film 

thickness. Therefore, if we take the area under the line profiles, we can 

measure the volume of oxide formed per unit time. From this, we can 

plot the growth rate in A /  s of an equivalent fiat M0 O2 film. Figure 8.1 

shows the M0 O2  oxide wire height and equivalent flat oxide film thickness
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over time. In  this figure, we see that these wires follow a linear growth

curve to a maximum height of ~  5 nm and then stop.

60

^  Flat Film

* W i r e  Height

0 1000 2000 3000 4000 5000 6000

Sec

F ig . 8.1: Graph of the nanowire height and thickness of an equivalent 
flat M 0 O 2 film over time.

There are linear rate laws for two types of lim iting processes, thermionic 

electron emission and a rate lim iting phase boundary reaction (4). Since 

M 0 O 2 is known to be metallic, it is doubtful that the oxidation process 

would follow a law in which electrons are the less mobile species i.e. the 

thermionic emission law. Furthermore, if the base of the wires does in 

fact reach down to the substrate, then the regions between adjacent wires 

will remain at a constant thickness. Therefore, these areas would provide 

a path for ion transport that would remain constant over time and lead 

to a linear growth rate (4). W ith  a network of these diffusion paths, the 

linear reaction process can follow one of two ways. The Mo ions may 

travel up through the areas, w ith electrons traveling through the oxide 

to dissociate the molecular oxygen. Here, the oxidation reaction occurs 

on the oxide surface phase boundary w ith  the gas as illustrated in Fig

8.2.
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Fig. 8.2: Illustration of Mo ions traveling up through the boundaries 
between the wires, with electrons traveling through the oxide to dissociate 
the molecular oxygen. The oxidation reaction occurs on the oxide surface 
phase boundary with the gas.

In the second case, the oxidation reaction follows with the oxygen 

reaching the metal surface through the diffusion paths and the oxidation 

occurs at the M0 /M 0 O2 phase boundary, as in the case of Si02/Si (Fig. 

8.3) (8).

Fig. 8.3 ; Illustration of the oxidation reaction occurring with the oxygen 
reaching the metal surface through the diffusion paths and the oxidation 
reaction occurs at the M0 /M 0 O2 phase boundary.

According to the STM data in figure 8.4, it appears that the oxidation 

occurs at the M0 O2 gas interface. In this image, there are several regions 

marked by arrows. In these regions, it can be seen that the wires grow 

on top of existing wires. This indicates that the oxide is forming at the 

interface with the gas, and therefore the Mo must be diffusing through 

the oxide layer inorder for the oxidation to continue.

Considering the average growth rate is ~4.7x 10~  ̂ nm /  s and that 

it takes ~28.5 oxygen atoms and ~14.3 Mo atoms to make one nm^ 

of M0 O2 , that would mean a consumption rate of ~  1.3 x 10“  ̂ oxygen



Fig. 8.4 : In this STM, image there are several regions marked by arrows. 
In these regions, it can be seen th a t the wires grow on top of existing 
wires, indicating Mo is diffusing through the diffusion paths and the oxide 
is forming at the interface with the gas
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atoms and 6.5 x 10~  ̂Mo atoms per nm^ s. Therefore, there is a constant 

diffusion rate of Mo through the diffusion paths of 6.5 x 10“  ̂Mo per nm^ 

s, or the oxidation is hmited by oxygen. The rate of oxygen supply from 

the gas phase to the surface is controlled by the number of gas molecules 

R  hitting a surface per unit time and area, at constant O2 pressure and 

constant temperature T. According to the kinetic gas theory, this obeys 

the following equation;

R = ■■ (8.4)
y/2TxmkT

where m  is the mass of the gas molecule and k is Boltzmann’s constant. 

If oxygen supply from the gas phase to the oxide surface limits the oxide- 

film growth rate, a linear growth law would occur because R  is constant 

with time. At 1 x 10~® Torr oxygen in a room temperature chamber, the 

arrival rate of molecular oxygen to the surface is 3.6 O2 nm“  ̂ s“ .̂ This 

gives a sticking coefficient of 1.9 x for a linear growth rate limited by 

oxygen adsorption. There is no available information about the sticking 

coefficient of M0 O2 , however one would expect it to be quite low for an 

oxide that is close to its decomposition temperature.

The normal growth procedure is to cool the wires in oxygen at a rate 

of 100 °C per minute. Burring this cooling, the Mo diffusion rate will 

decrease with a rate proportional to the difiision coefficent, Deff'.

Deff = a^vexp ) (8.5)

However, the oxygen sticking coefficient will likely increase with a de­

crease in temperature, leading to stoichiometric M0O2 in the AES data. 

If we stop the annealing process more abruptly in oxygen, after 30 min of
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annealing the Auger data shows a 4:1 Mo:0 ratio, Fig. 8.5 trace labled 

Pre Anneal. The STM image of these wires in Fig. 8.6 shows poorly 

formed wires with a rough profile. This sample w£is then annealed in 

10“® Torr oxygen at 250 °C Torr for one hour, the Mo:0 ratio measured 

with Auger is 2.6:1 (Fig. 8.5 trace labled Post Anneal), and the STM 

data shows smooth, well formed wires (Fig. 8.7). This indicates that 

the oxidation is limited by the rate of oxygen intake at the M0 O2 gas 

interface. However, in order to verify this, rate measurements need to be 

made with varying pressures to investigate if the growth rate follows the 

oxygen arrival rate. Currently, ~  10“® Torr oxygen is the limit for our 

e-beam heater, but recently we have made a separate oxidation chamber 

more suitable for pressures of at least 10"'* Torr.

2.00E-004

1.00E-004

Post Anneal 

"“ Pre Anneal

-2.00E-004

-3.00E-004

-4.00E-004 ^
0 100 200 300 400 500 600 700

Fig. 8. 5: Trace labled pre-anneal shows the AES spectra of a sample 
cooled abruptly in oxygen after 30 min, showing a 4:1 Mo:0 ratio. Trace 
labeled post-anneal shows the AES spectra of the sample after annealing 
in oxygen at 250 °C at 1 x 10“® Torr for one hour, showing a Mo:0 ratio 
of 2.6:1.

Once the surface reaches the lowest energy “hill and valley” period, we 

cannot measure the change in oxide thickness. Instinctively, one would
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Fig. 8.6 : STM after stopping the annealing process more abruptly, i. 
in oxygen after 30 min.

Fig. 8. 7: STM after annealing the sample in oxygen at 250 °C at 1 
10~® Torr for one hour.



think that once the surface reaches the lowest energy “hill and valley” 

period, the film would grow thicker, filling the Mo diffusion paths (Fig. 

8.8). Then it would be likely that the growth would change to the log­

arithmic growth curve from the Cabrera and Mott theory of ion current 

limited oxide growth. However, this is speculation since we have no in 

situ means to measure the oxide thickness.

Fig. 8.8 : Possible growth mechanism once the diffusion paths are filled.
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Chapter 9

M0O2 Nanowire Growth on 

M o (llO )/A l2 0 3 (ll-2 0 )

In order to be able to characterise the electrical properties of conducting 

nanowires, they must be on an insulating substrate. Refractory metals 

such as Molybdenum are known to grow in the (110) orientation on 

Sapphire, AI2 O3  (1 1 -2 0) (1; 2 ). Therefore, if th in  films of Mo(llO) 

were grown on sapphire, with such a thickness tha t when oxidized the 

m ajority of the Mo in this film was incorporated into the oxide wires, the 

result would be M0 O2  nanowires on AI2O3.

From the literature, it has been reported tha t both MBE and PLD can 

produce epitaxial Mo(llO) films with near perfect surfaces. The epitaxial 

relationship between bcc-Mo(llO) and AI2 O3  (1 1 -2 0) is M o[lll] || AI2  

O3 [0001] and Mo [112] jj AI2  O3 [1100] (1; 2). For MBE films grown at 

800 °C, the initial growth of Mo has been shown to be three dimensional, 

poorly ordered island growth. This is attributed to a large 6.5% mis­

match between the film and substrate. W ith further deposition, the films 

become smooth and by 25 nm thickness, are of excellent quality (2). An
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alternate method of growth by PLD at 200 °C, followed by an 800 °C 

anneal, produced 7.5 nm thick atomically flat films as characterised by 

AFM XRD and RHEED (1). Using these recipes as a guideline, we were 

able to produce high quality Mo(llO) films via magnetron sputtering. In 

this chapter, I will describe our method of using magnetron sputtering 

followed by high temperature annealing to produce high quality Mo(llO) 

films. The chapter will conclude with some experimental results of M0 O2 

wires grow'ii on these films.

9.1 M o Film  Growth

The first step was to out-gas the Sapphire substrates in UHV by an­

nealing at 900 °C for several hours. They were then transferred to the 

magnetron chamber for further out-gassing at 1 x 10~^ Torr and 600 °C 

for two hours. The Mo films were then grown on the substrate at 600 °C 

at a rate of 0.4 A /  s as measured by a quartz crystal balance at a pressure 

of 1x10“  ̂ Torr Ar and a DC power of 30 W. After the film growth, they 

were transferred in air, placed in a sample holder and introduced into 

the UHV chamber for characterisation.

9.2 Film  Characterisation

One of the main problems encountered with this process was maintaining 

a good electrical contact between the film and sample holder. Unfor­

tunately, the machining process involved with making the sample caps 

leaves the inside of the cap tapered such that the film or sample surface 

is only in contact with the sample cap at the very edge of the sample. 

With oxidation and high temperature treatments, this contact is quickly
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eroded and we are no longer able to probe the sample with electrons. 

The best solution so far is to use a washer made from Molybdenum foil 

placed in between the sample and cap to help increase the contact area 

between the film and cap. It was still found that the film seems to vanish 

under the contact areas at temperatures above ~1300 °C, possibly due 

to the metal migrating from the sapphire to the washer, resulting in the 

loss of electrical contact. This connection could be temporarily restored, 

probably through a static discharge with LEED at beam energies greater 

than 200 eV, and a pattern would appear but then disappear once the 

energy was lowered below around 100 eV. Therefore, we have some good 

LEED images of clean and oxidized M o(llO) on sapphire treated in a 

similar fashion as the single crystal, but no STM or AES data (Fig 9.1). 

Therefore, we are reasonably confident that this method will work. How­

ever, thus far, we have no conclusive STM data for the growth of high 

quality oxide nanowires like that shown on the single crystal.

240eV 98eV 145eV

F ig . 9.1: LEED images of a clean 60 nm M o(llO) film on AI2O3, a 
M0 O2 (0 1 0 ) surface oxide on a 60 nm M o(llO) film on AI2O3, and of 
a periodically faceted M0 O2 surface oxide on a 60 nm M o(llO) film on 
AI2O3, respectively

We developed a cleaning and oxidation process that doesn’t exceed 

~1300 °C. Once the samples were reintroduced into the UHV system, 

each step of the procedure was characterised with LEED, AES and STM.
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The as received films did not produce a LEED pattern or any respectable 

STM images due to large amounts of contamination at the surface absent 

of any structural order. The black trace labeled “as received” in Figure 

9.2 shows the Auger spectra of a 50 nm thick film after introduction into 

the chamber. The relative concentrations of the species present at the 

surface are presented in Table 9.1. From this table, one can see that the 

surface is very dirty, most notably is the S content of 42 % at 150 eV 

and a small amount of Ti at 383 eV. However, the S content is likely 

overestimated due to an overlap with a minor Mo peak located at 148 

eV (for comparison see spectra labeled annealed and flashed in fig 9.2). 

Because the peak to peak height of the sum of two overlapping spectra 

is non-linear, it is only possible to extract the individual contributions 

provided that standards of both species are available (3). In any case the 

exact amount of S on the surface is unimportant.

Species Percent concentration
Mo 23 %
0 17 %
C 47 %
Ti 1.3 %
S 42 %

Table 9.1: Auger Concentrations

This film was then annealed overnight at 700 °C (the maximum tem­

perature of the resistive heater) to flatten the surface and achieve a 

monocrystalline film (1). Figure 9.3 shows a STM image of the Mo film 

surface after one such anneal. As you can see in this image, the surface 

has formed atomic terraces of a height expected for Mo(llO) (2.3 ±  0.2 A 
tall) and ~  20 nm wide. The surface is also covered with small islands of 

the same height as the terraces. These islands are most likely Mo islands
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annealed
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Fig. 9.2: Auger spectra of as received, annealed and flashed Mo(llO) 
films on AI2 O 3 .

tha t are yet to coalesce into the terraces. It was noted tha t while anneal­

ing the films at tem peratures up to 700 °C improved the quality of the 

films, a tem perature above 800 °C was necessary to produce long-range 

crystal coherence and surface flatness ( 1 ).

W hat is more interesting is the LEED image in the bottom  right 

corner of the figure, taken a t 47 eV, which shows a (5-\/3 x 3) superstruc­

ture on the Mo(llO) surface. In real space, such a structure would have 

dimensions of 13.35 A in the M o[l-l 0 ] and 15.75 A in the Mo [ 0  0 - 1 ] 

directions. It is understood from the literature th a t the Mo (110) surface 

of bulk crystals or MBE grown films is free of any reconstructions or 

(5\/3 X 3) adsorbate structure. However, Fruchart et. al did see similar 

structures by RHEED on Mo(llO) grown by PLD on sapphire (1). This 

structure, which they called a ( 6  x 15), would describe a superstructure
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or similar shape and dimension as in figure 9.3 but rotated by ~  35° 

with respect to the Mo p ( lx l) .  They attributed this to the presence of 

a contamination diffusing to the surface during the anneal but could not 

detect it with Auger. They further noted that by annealing their sample 

above 800 °C, the superstructures disappeared.

The Auger spectrum of this film is shown in Fig. 9.2 by the green trace 

labeled “anneal”. The spectrum only shows the usual contaminants, O 

and C. Therefore, the 700 °C anneal was sufficient to remove the S and 

Ti contaminants in addition to a large amount of the carbon and some 

oxygen (table 9.2). However, the composition of this superstructure is 

still unknown.

F ig . 9.3; STM image of the M o(llO) film surface grown on AI2 O3  after 
annealing

By annealing the sample at 1000 °C, with flashes to 1300 °C, the 

superstructure disappears, similar to results obtained by Fruchart (1). 

Large scale STM images show an atomically flat surface with 2.3 ±  0.2 

A tall atomic terraces (fig 9.4). The LEED pattern in the bottom right
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Species Percent concentration
Mo 72%
0 15%
c 13%

Table 9.2: Auger Concentrations

corner of figure 9.4 shows a diffuse Mo(llO) p(l x 1) pattern, indicating 

a monocrystalhne Mo(llO) film with a difi'use pattern from adsorbates 

randomly distributed on the surface. On the smaller scale, the STM 

image in figure 9.5 shows the disordered adsorbates in the upper right 

region, as well as possible evidence of the superstructure discussed above. 

This structure, which is better visible in a close-up in the bottom right 

corner of figure 9.5, is a rectangular mesh with dimensions of 13.1 ±  1 

A along Mo[-l -1 0] by 14.3 ±  1 A along Mo[0 0-1] giving a dimension 

and orientation of that imaged by LEED in figure 9.3. The corrugation 

of this structure was measured by STM to be 0.08 A.

48mn

Fig. 9.4 : STM and LEED images after annealing at 1000 °C, with flashes 
to 1300 °C

The sample was then annealed in 1 x 10 ® Torr oxygen at 1100 °C for
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Fig. 9.5: STM image of the Mo(llO) film surface grown on AI2 O3  after 
flashing

one hour to remove the carbon and then flashed to 1300 °C several times 

to clean surface of the residual carboxides and oxides. The STM data 

shows the surface is now free of the clusters which were seen in figure 9.3 

and it is now a smooth film with atomic terraces. The LEED pattern is 

a diffuse Mo(llO) with some streaking on the Mo[l-l 3] and Mo[l-l-3] 

directions indicating some residual surface oxide. The Auger data (fig

9.2 red trace, labeled flash), shows a small concentration of carbon and 

oxygen. As expected, flashing to 1300 °C is not enough to completely 

remove all of the surface carbon and oxygen contamination.

9.3 M 0 O 2 W ires G rown on M o ( 1 1 0 ) / A l 2 0 3

Next, the sample was oxidized at 1 x 10“® Torr oxygen at 900 °C for 

30 min. The STM image in figure 9.7 shows M0 O2  nanowire growth. 

These wires have the same dimensions as the smallest wires seen on the 

Mo(llO) single crystals (Fig. 7.1). These wires are of poor quahty and
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F ig . 9.6: LEED and STM image of the M o(llO) film surface grown on 
AI2 O3  after annealing and flashing

appear contaminated with small clusters. The LEED pattern shown in 

the bottom  right corner of this image is diffuse but representative of small 

wires. The Auger data shows there is considerable Carbon present on 

the surface. This carbon contamination is likely to be responsible for the 

poor quality or the wires.

This sample was flashed again to 1300 °C several times to remove the 

oxide and carbon contamination and re-oxidised at 1 x 10“® Torr oxygen 

at 900 °C for 30 min. Figure 9.8a shows the STM image of the nanowires 

formed after this oxidation. They appear to be better quality than the 

previous oxidation but only slightly larger.

In an attempt to assess the viability of these wires at ambient condi­

tions, the STM tip was retracted and STM chamber was vented with dry 

N2  gas. The STM tip was extended and Figure 9.8b shows that these 

wires are still present on the surface. Next, the tip was again retracted 

and the chamber was opened to air. The tip was re-extended but sta-



Fig. 9.7: The STM and LEED image of Mo(llO) film oxidized at 1 x 
10“® Torr oxygen at 900 °C for 30 min.

ble tunneling conditions were not achieved and as a result, the images 

obtained were very noisy. Furthermore, nanowires could not be imaged. 

Because a W tip was used in this experiment, it itself will oxidize when 

the chamber is vented and the loss of image quality could be due to the 

degradation of the tip in addition to the film surface.

45nm ^
I I I M  ■' ^

lOOnm

Fig. 9.8: STM images of oxidized Mo(llO) film, (a) is in UHV. (b) is 
in N2 . (c) is in air.

We have demonstrated that magnetron sputtering can produce good 

quality Mo(llO) films on the AI2 O3  (1 1-2 0) surface. These films show 

promise for the development of M0 O2  nanowires on an insualting sub-



strate. Future work will be to grow thinner Mo films and oxidise the film 

down to the substrate.
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Chapter 10 

Conclusions and Future Work

10.1 Conclusions

The oxidation of Mo(llO) was studied and it was found that a bulk like 

oxide of M0 O2 (010) grows epitaxially on the surface at 1000 °C and 1 

X 10“® Torr oxygen pressure. LEED and STM data were used to give a 

detailed analysis of the oxide surface structure. From this experimental 

data, a model was built and through the use of DFT calculations, we 

showed that a strained bulk like Mo0 2 (0 1 0 ) film is in excellent agreement 

with the experimental data. The coincidence structure can be described 

in matrix notation by:

1 8 

- 4  2

giving a M0 O2 overlayer with Mo02[201] 1| Mo[l-l-3] and Mo02[100] || 

Mo[00-1]. The oxide overlayer is strained by ~5.5 % and skewed by 4.9°. 

The DFT calculations suggest that the most stable configuration for the 

interfacial oxygen is in the 3-fold coordination. Furthermore, it was found 

that while this oxide phase readily grew into thicker 3-dimensional M0 O2  

single crystalline thin films, only the surface oxide was stable up to 1000
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°C in UHV. This indicates tha t there is an increase in thermodynamic 

stabihty given by the adhesion energy. The origin of this strong adhesion 

between the film and substrate can be related to the charge redistribution 

at the interface. An electron density difference map of the interface was 

used to illustrate the charge redistribution for this system. Furthermore, 

we employed DFT calculations to estim ate the work of adhesion for this 

system and there is indeed a strong interaction between the film and 

substrate as expected. The calculated work of adhesion around 7 J /  m^.

After continuing to anneal this surface a t 900 °C and 1 x 10~® Torr 

oxygen, M0 O2 nanowires begin to form. These wires grow at a constant 

rate until a maximum size of ^SO nm by ~ 6  nm is reached. Through 

the use of LEED, AES, STM and D FT we have fully characterised the 

growth of these wires. The general idea is tha t the initial M0 O2 (010) 

layer is close enough to the interface such tha t a charge redistribution 

at the interface can sufficiently modify the surface charge density and 

stabilize the film. This effect is such th a t the film fully wets the substrate. 

As the oxide grows thicker however, this (010) oxide surface orientation 

is classified as a polar, Tasker type III, surface and requires a surface 

modification to be energetically favourable.

As this film continues to grow it develops various sizes of nanowires 

and eventually develops into a periodically faceted surface made of M0 O2 

(0 2 1) and (0 2 -1) faces. Employing ab-initio calculations, we show 

tha t this faceted surface has a lower surface free energy than the initial 

growth orientation. Furthermore, with the theory of periodically faceted 

surfaces, we showed tha t it is likely th a t the periodicity of the facets is 

D m i n  for this surface.

We have shown tha t the oxidation rate of M0 O2  on Mo(llO) under
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these conditions follows a linear curve. With the use of the theories of 

oxidation we have shown that this linear rate is most likely related to the 

rate of adsorption or dissociation of oxygen at the surface of the oxide.

Furthermore, we have shown that magnetron sputtered Mo(llO) thin 

films grown on AI2O3 can be of high quality. These films show promise 

for the production of M0O2 nanowires on an insulating substrate.
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10.2 Future Work

Growth rate vs. pressure measurements need to be made in order to con­

clusively say that the oxide growth rate is limited by oxygen adsorption. 

From this, we can determine the oxygen sticking coefficient for M0O2 

(021) at this temperature.

Futher work is needed to produce high quality nanowires on AI2O3. 

Furthermore, it needs to be determined whether the nanowires survive 

in ambient. If necessary a capping layer might be required to protect the 

wires.

Other metals such as V(llO) need to be tested to investigate if this 

growth mechanism is more general or specific to the Mo(llO) surface.
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A ppendix

5V Gain -  10'

PGA202 C

470pF

out

133kO ^ O k O  I  I ...
F  Wariabl® I

Fig. 1; Circuit diagram of the inhne box to switch the STM current gain 
by 10 and divide the tunnehng bias by 1/10.
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