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Summary
This thesis is a collection of essays on the relationship between financial development and 

economic growth. The thesis is introduced in C hapter One, which talks about the motivation 

for the thesis and outlines the structure of the remaining chapters.

Chapter Two provides a selective review of the literature on finance and growth. This litera­

ture suggests th a t the financial structure of an country affects its overall economic performance. 

F irst, we review specific transmission mechanisms whereby finance influences growth. Then 

we survey some existing empirical evidence for these channels and for an overall link between 

finance and growth.

Our first empirical paper is presented in Chapter Three. This paper extends a prominent 

paper, Levine, Loayza and Beck (2000), to include an examination of finance and growth in 

Ireland. In a cross-country setting we examine how Ireland performs, relative to the model, 

by analysing the Irish residuals and an Irish dummy variable. We find th a t initial finance is 

an im portant determinant of Ireland’s economic growth performance. Its relative importance, 

however, decreases for the Celtic Tiger time period.

C hapter Four uses a time series approach to answer the same question: has finance aided 

economic growth in Ireland? This paper conducts cointegration analysis and then tests for 

causality, between financial development and real GDP in Ireland. A range of proxies are 

used for financial development, including the innovative use of proxies for the role played by 

foreign financial systems. We find tha t finance, including foreign finance, is related to growth. 

Furthermore, it is evident th a t growth is the causal factor in this relationship.

Chapter Five returns to  a cross-country setting and examines the role foreign finance may 

play in economic growth. We find mixed evidence for the use of foreign finance in our non- 

OECD subsample. First, foreign liabilities of financial institutions have a positive effect on 

growth. Second, foreign credit to the domestic non-bank sector has a  negative influence on 

economic growth, possibly reflecting exposure to extreme currency movements. We interpret 

these results to mean th a t foreign finance is more likely to have a positive effect when it is 

intermediated through domestic institutions. We also present evidence for the fragility of one 

of the key results in the finance and growth literature: the relationship between private credit 

and economic growth.

Our last empirical paper is Chapter Six. Most of the existing finance-growth literature looks 

at finance’s effect on the overall economy. This paper adds to the literature by using a sectoral 

approach. We examine the behaviour of labour productivity in finance and its effect on other



sectors. Specifically, we test whether it is the cause of cost disease and /  or positive spillovers 

in other industries. We find evidence tha t productivity growth in finance does cause positive 

spillovers and tha t finance is not the cause of cost disease. We also find different results, in 

part, for countries which may be regarded as financial centres.

Chapter Seven concludes.
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Chapter 1

Introduction



1.1 A  Foreword

This thesis consists of a collection of essays on financial development and economic growth. 

The relation between finance and growth is now an established research field in contemporary 

macroeconomics. In fact, it has become a burgeoning area of economic research in recent years.

A large body of theoretical literature exists which promotes finance as a factor in determining 

economic growth. Furthermore, empirical macroeconomics has provided evidence for this general 

relation. If a country’s financial system is more developed, its rate of economic growth is likely 

to be higher.

1.2 M otivation and Structure

The first essay of this thesis is a selective review of some of this Hterature.' This essay sets the 

context for the four empirical essays which constitute the main part of the thesis.

The first two empirical essays apply the finance and growth hterature to Ireland. These 

essays emerge from the original motivation for the thesis. This motivation is based on the 

phenomenon that was the Celtic Tiger. The last decade saw unprecedented economic growth 

in Ireland; Irish GDP expanded by almost one hundred and ninety per cent in the ten years 

from 1992. During the same time period the US expanded by only sixty per cent and the UK 

by sixty two per cent.^

De la Fuente and Vives (1997), in their study of this Irish growth performance, examine 

the importance of standard factors such as convergence, labour market performance, fcictor 

accumulation and government size. They conclude “that factors not considered by (their) 

model have played an important role and point (them) towards specifically Irish characteristics.”  ̂

Thus, a complete explanation of Ireland’s growth remains elusive. Therefore, further studies of 

Irish growth, incorporating new potential determinants of growth, seem worthwhile.

In 1987, the International Financial Services Center (IFSC) in Dubhn was launched. It has 

now exceeded its goal of directly employing seven thousand, five hundred people. Moreover, the 

presence of many blue-chip financial institutions from North America, Japan and Europe lends 

it a high profile. Its success is, at least partially, due to the high priority it w£is afforded and 

the “wholly exceptional” united approach of the public and private sectors.'* Thus, Ireland’s 

economic improvement coincided with the growth in importance of the financial sector. This

’ Exi.stiiig surveys of th is lit.pratiiro iiir.ln(lo G nrtlor (1988), Pagaiio (1993), G aletovic (199G) and Levine (1997).
■^These figures a re  taken  from line 99D of tlie  In ternational M onetary F iind ’s (IM F) In ternational Financial

Statistic,s (IFS). T lic  exact figure for Ireland i.s 188 per cent growth, from 1992 to  20()1.
^D e la F\iente and  Vives (1997, |>125).
’’ a  n ire  inside account o f the  developm ent of th e  IFSC i.s provided in M acSharry  and W hite (2(XX)).
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suggests a possible relation between the two.

This anecdotal evidence for Ireland combines well with the aforementioned growing literature 

on the finance-growth nexus. This literature shows that in other countries the financial system 

is a causal influence on economic growth. Therefore, it makes sense to extend this literature to 

Ireland. Thus, this thesis commences with the aim of establishing whether this international 

evidence is true for the case of Ireland. This research has important policy implications. If a 

link exists between the financial sector and growth in Ireland, economic policy should then aim 

to improve the working of the financial sector in order to improve overall economic performance. 

Thus, we begin with the following question: has the financial system aided economic growth in 

Ireland?

Our first empirical paper. Chapter Three, addresses this question using a cross-country ap­

proach.® Using the dataset compiled by Levine, Loayza and Beck (2000), we extend their paper 

to include an analysis of Ireland in particular. Two techniques are employed to do this. First, 

we examine the Irish residuals and see how they change when finance is included in the regres­

sion. Second, we use a dummy variable for Ireland. Both of these techniques measure Ireland’s 

performance relative to the model. We find that the addition of initial finance aids the explana­

tion of Ireland’s growth performance. This result also holds for the sub-period associated with 

the Celtic Tiger, but it is of a smaller magnitude.

A time series analysis of the same question constitutes our second empirical paper.® This 

helps us to more adeptly address the issue of causality: does finance cause growth or does 

finance merely follow growth? A range of financial variables are used including proxies for 

the role of foreign financial institutions. Stationarity tests are conducted on these variables. 

We then test whether finance and growth move together and we try to measure this potential 

relation. Cointegration testing and estimation techniques are used in this regard and we find 

that finance and growth are cointegrated. Causality is then addressed using error correction 

models and vector autoregressions in levels. It is found that growth is the causal variable in 

this relationship.

The focus of the thesis then switches away from Ireland and back to the international lit­

erature on finance and growth. The two remaining empirical papers. Chapters Five and Six, 

attem pt to address imbalances in the literature.

Chapter Five examines the role of foreign finance in determining economic growth. The 

■'’A prrliiiiiiiary  pap er on thi.s topic wa.s prpspiitp<l at the  Irish Econoniic A.s.sociation A nnual Conforrnco in 

A pril 2(M)().
'’P rev io u s vor.sion.s of thi.s p ap er have been presented  at the .Urd Annual C onferen re  of the  Money M acro 

F inance  Research G rotip , Septem ber 2001, and a t th e  Irish Econnniic .‘\.s,sociation A nnual Conference, .April 2(M)2
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literature so far has concentrated on how domestic economic growth is influenced by institutions 

resident in the country. It has largely om itted the role of foreign institutions. Foreign finance, 

however, could aid growth through the same theoretical channels as domestic finance. Con­

versely, it could have a negative impact through exposure to  extreme currency movements. We 

test these theories using the same cross-country specification as in Chapter Three. We use a 

range of foreign finance proxies and different time periods in our analysis.

In this paper we find tha t foreign finance has a positive influence on economic growth. This 

result emerges for non-OECD countries. It seems th a t they use foreign liabilities to compensate 

for underdeveloped domestic financial systems. We also find evidence of a negative effect of 

foreign finance on growth. We interpret this to reflect the dangers of exposure to exchange rate 

risk.

Most of the existing empirical research has just focused on flnance’s effect on overall economic 

growth. C hapter Six adds to  the literature by using a sectoral approach. We employ data from 

the O EC D ’s Intersectoral Database (ISDB) for finance and a range of other sectors. F irst, we 

look at the cross-country evolution of productivity in finance by examining convergence. Then 

we look a t linkages between finance and the other sectors. We draw on the literature related 

to Baum ol’s cost disease and also test for positive spillovers. We find a number of results here. 

F irst, labour productivity in the financial sector leads to labour productivity in other industries. 

Second, cost disease does exist in this dataset but finance is not the causal industry. Third, 

financial labour productivity does not converge across countries. Finally, this paper highlights 

the role of financial centres.

C hapter Seven summarises the main results of the thesis.
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Chapter 2

Literature Review



2.1 Introduction

“Does finance make a difference?” Raymond W. Goldsmith (1969)'

A large body of literature exists on the role of the financial system in aiding overall economic 

performance. Since Walter Bagehot in the nineteenth century and Joseph Schumpeter at the 

start of the twentieth century, economists have considered this issue. There also exists a strong 

diversity of opinion among economists on the issue. Joan Robinson and Robert Lucas would 

hold the opinion that finance is of little importance to growth, in contrast to the literature that 

h£is emerged in the last two decades supporting the finance-growth link.

This chapter begins by reviewing the existing literature on the finance-growth nexus, fociasing 

mainly on the more recent contributions. Attention is then paid to the related question of what 

influences financial development. Section 2.4 concludes.

2.2 Financial D evelopm ent and Economic G row th

In this section we shall first examine the theoretical arguments concerning how the financial 

system can influence economic growth. The empirical work to date examining this hypothesis 

is then reviewed.

2.2.1 Theoretical R eview

We proceed by first examining a situation where finance has no influence on overall economic 

performance. Then, by relaxing assumptions made to establish that situation, we can identify 

specific channels where finance influences growth. These channels shall be examined in turn.

B enchm ark  The benchmark result in financial theory is the Modigliani Miller (1958) theorem. 

This states that for an individual firm the choice of financial arrangement is irrelevant for the 

determination of real factors. In the context of this study, the Modigliani Miller result implies 

that a country’s financial structure has no influence on its real rate of economic growth.

In such a world there is no need for financial intermediaries. Due to the assumption of 

symmetric information and the absence of transactions costs, efficient resource allocation is 

reached in direct and impersonal markets.^ In the real world, however, financial intermediaries 

play a large role in the economy. Thus, in the real world frictions must exist. Financial markets 

develop to overcome these frictions and thus increase the efficiency of resource allocation. Levine 

(1997) has identified five separate functions of financial intermediaries:

‘ p4()8.
^G alctovic (1996, p60).
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1. Facilitating risk amelioration

2. Information costs

3. Monitoring managers

4. Technological frictions

5. Specialisation and technology

We now investigate these specific functions.

F ac ilita tin g  risk  am elio ration  One function of financial markets is to ease the trading, hedg­

ing and pooling of risk. The main example of this is the role intermediaries play in overcoming 

the problem of liquidity risk. Investors are loathe to invest their savings in a project for a 

long time. This is because in the face of a shock they might use their savings for consumption 

purposes, or switch them to more profitable investment opportunities which have arisen.^ Some 

high return projects are long-term and thus will suffer from a lack of investment, damaging eco­

nomic growth. Both the stock market and financial intermediaries can decrease liquidity risk. 

The stock market enables investors to sell their investment to another investor, for liquidity 

purposes, while the company retains the original capital invested. Intermediaries such as banks 

can offer liquid deposits to customers while investing some of the capital in high return illiquid 

projects. Bencivenga and Smith (1991) develop a general equihbrium model which illustrates 

this result. The return on investment, and economic growth, is increased as less of an economy’s 

savings are held in unproductive liquid assets. This is a relative phenomenon. As stock markets 

and intermediaries become more efficient at these functions, risk decreases more and economic 

growth increases.

There are also possible disadvantages to liquidity. Shareholders have less incentive to monitor 

managers if it is easier to sell their shares. Large institutional shareholders, however, may 

continue to monitor and this should suffice. There is also a possibility that liquidity might 

decrease savings. Jappelli and Pagano (1994) present cross-country evidence for this effect. 

Liquidity constraints on households result in increased savings, cis they cannot borrow all the 

capital they desire. The relevant financial constraint for households, however, is the loan to 

value ratio for mortgages which Jappelli and Pagano use as their proxy for financial constraints. 

It is doubtful whether more liquid stock markets will decrease the liquidity constraints that 

households face. Levine and Zervos (1998) do not find any significant statistical relationship

'* In ri)rinat ioii c o s ts  in vnrifyiiig  w h o th o r iiii iiu liv id iia l h as r r o ’ivcil a  shock  p ro h ib it  th e  u.sr of s ta to -co iitiiigp iit 

c.oiitrac ts .
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between stock market liquidity and private savings.'* Bonser-Neal and Dewenter (1996) find 

similar results.

The hedging of risk is known as diversification. Financial markets, with professional expertise 

and experience, can diversify investments so as to decrease nonsystematic risk.^ This will lead 

to increased investment in more risky (now diversified risk) and thus productive Eissets, which 

will boost the growth rate of the economy. Furthermore, diversification leads to more stable 

growth which decreases the permanent damage that crises can cause (Acemoglu and Zilibotti, 

1997a).

In fo rm a tio n  C osts Asymmetric information about the potential /  likely profitability of projects 

results in capital not being directed to its most efficient use. The costs of acquiring the neces­

sary relevant information are likely to be prohibitive for individual investors. Thus, financial 

intermediaries emerge and perform the functions of information gathering and evaluation. As 

intermediaries improve in this function and information costs decrease, the cost of finance will 

decrease and more information will be used. Therefore, the efficiency and quantity of investment 

will increase. Greenwood and Jovanovic (1990) develop a model which shows that as intermedi­

aries collect and analyse information, funds flow to their most profitable use.® King and Levine 

(1993b) extend this theory by developing a model that includes entrepreneurship.^ Thus, re­

source allocation is improved by identifying both the best existing production technologies and 

the best entrepreneurial opportunities. This boosts overall economic growth.

The importance of information concerning specific projects and firms is highlighted in Stiglitz 

and Weiss’s (1981) paper on credit rationing. They show that, due to an adverse selection 

problem, the market interest rate may fail to achieve an efficient equilibrium position. The 

imperfection in the market is that different borrowers have different probabilities of repayment, 

which are only known to themselves. The interest rate fails as a screening device because it 

affects the riskiness of the pool of loans. Assuming the borrower defaults when the project 

fails (and thus pays no interest), only the higher return and higher risk projects remain feasible 

investments (for borrowers) when the interest rate is increased. Thus, for the lender, the 

expected return from the loan decreases when the interest rate is increased, as the loan is now 

less likely to be repaid. The result is that some form of credit rationing will prevail in the market 

''L rv iiic  Hiid Zcrvos (1998, p5-46).
'^NoiiHystriiiHlic risk i.s ri.sk tliat, is unique to  an  (i.s.srl and thus can be diversified away by the  judicious choice

of otlior a.s.set.s in th e  portfolio. S y stem atic  risk, on the otlier hand, cannot be e lim inated  by diversification. 
'’’G oldsm ith  (1969) is his sem inal s tu d y  arRued th a t  finance accelerated econom ic grow th “to  the extent th a t

it facilita te s  the  m igration  of fun<ls to  th e  best u se r” (p4(M))
^T hey  al.so argue th a t  good financial .systems a id  innovation by accurately  revealing th e  benefits of using new

technology.
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place, where information on specific borrowers will be used to determine lending. Consequently, 

firms with bad repayment records or entrepreneurs (possibly with no repayment records) may 

have worthwhile investment projects which are not undertaken due to a lack of funding. Thus, 

we can see that if more information is used in the decision making process, resource allocation 

will be more efficient.

Levine reviews the empirical evidence on asymmetric information and finds that for different 

ways of analysing the problem the results are similar; firms with bigger asymmetric information 

problems find it relatively more difficult to raise funds and thus rely more on internal sources 

of finance. Furthermore, firms with close relationships to financial intermediaries are less con­

strained in their investment decisions. Also evidence from stock price movements, when banks 

sign a new loan agreement with a firm for example, show that financial intermediaries have 

valuable extra information about firms.®

Stock m£u-kets play an ambiguous role with respect to this channel between finance and 

growth. It is possible that larger and more liquid stock markets stimulate the acquisition of 

information, because in such markets it is easier to disguise private information.® Conversely, 

stock markets disseminate information through share prices. This may decrease the incentive 

for investors to spend resources acquiring information.

M o n ito rin g  M anagers The above channel refers to the costs of acquiring information before 

any actual investment is undertaken, due to an adverse selection problem. The third channel 

refers to the costs of acquiring information after the investment has been undertaken. This is 

because a moral hazard problem exists. The borrower may have an incentive to misreport the 

results of the project in order to decrease his /  her repayment costs. Thus, the lender has to 

verify the result of the project, incurring costs.

It has been shown by Townsend (1979) that the optimal contract under this situation is the 

standard debt contract. This is where the borrower makes a fixed repayment or defaults. If the 

borrower defaults all the return from the project goes to the lender. Consequently, monitoring 

costs are minimized as the lender only has to verify when the borrower defaults and the borrower 

hcis an incentive to avoid default.

The main point of this analysis is that the overall cost of external finance will be higher due 

to this moral hazard problem."’ Thus, the quantity of external investment will be smaller and 

''L cviiic  (1997, p715).
’’Loviiio (1997, |>695). In tu itively , in larger m arkets individual agents a re  m ore anonym ous.

'" W h ile  tliis exposition  re la tes to  d eb t in strn m eiits  this point also holds for e<inity m arkets. Managers faced

w ith poor investm ent o p p o rtu n itie s  may prefer to  invest in these projects ra th e r  th an  re tu rn  the firm s cash How 

to sharelio lders (S tu lz, 2001). T h e  shareholders do  not have full access to  th e  inform ation about the p roject.
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firms will use retained earnings as a source of finance.”  Furthermore, firms that use more of 

their own internal resources in financing a project are more likely to receive external finance (or 

receive it a t a lower interest rate) because they are less likely to default. Thus, the quality of 

investment is decreased, as finance is not being directed to  the project with the highest potential 

return. Therefore, if financial intermediaries reduce monitoring costs, they increase the efficiency 

and quantity of investment.

Acemoglu and Zilibotti (1997b) argue that economies of scale exist in monitoring through 

relative performance evaluation. Banks have many clients and the many economic conditions 

th a t affect firm performance, and thus need to be monitored, will be common to these clients. 

Thus, banks reduce cost per unit by spreading out these m onitoring costs over their client base. 

Furtherm ore, as banks keep private much detailed information of projects the public good nature 

of this information is overcome. Levine notes evidence th a t stronger relationships with a bank 

results in lower interest rates for the firm and a decrease in the likelihood of the firm having to 

pledge collateral.'^ This evidence supports the existence of this channel as a mechanism where 

financial structure can influence economic growth.

T ech n o lo g ica l F r ic tio n s  The fourth channel Levine suggests is th a t financial intermediaries 

overcome technological frictions th a t are a barrier to the mobilization of savings. In the econ­

omy there are individuals who want to save (or inv'est) their money and there are firms who 

want capital. Therefore, economic growth will be boosted if these coincidental wsints can be 

m atched. This can be done by direct finance where firms issue very small securities to millions 

of consimaers.''* This is practically impossible at times, however, because securities issued by 

individual firms are not perfectly divisible. In addition, this can be inefficient, as economies of 

scale in transactions costs will be available. Thus, satisfaction of these wants is best achieved 

by the emergence of financial intermediaries. They can combine the savings of small investors 

and overcome the previous two technological frictions (problems caused by the nature of the 

security-issuing technology). In consequence, the existence of intermediaries increases economic 

growth.

Galetovic argues th a t once intermediaries exist technological frictions, under weak assump-

T hus, if it fails they  m ay a ttr ib u te  its  failure to  bad luc k 
“ M ayer’s (19'JO) s tu d y  of eight m ajo r in dustria l roiiiitrii's (oiifirins the im p o rtan ce  of re ta ined  earnings a.s a

source of funds.
Acem oghi atul Z ilib o tti (1997b) argv\e th a t th is  helps (<> oxplniii why stock m ark e ts  etuerRO lator in the proc ess

of Knancial developm ent as then  “m ore in form ation  becomes naturally  available.”
'■^Petersen & R a jan  (1994) and  B erger &: Udell (1995).

Hell wig (1991, p42). T here  has to  be a large num ber of coiisuiiu'rs as they  will be  anxious to  avoid Hrin-spe( ific

risk.
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tions, do not change the Walrasian benchmark results. If scale economies are “large enough 

to  justify intermediation, bu t small enough to  perm it competition, intermediaries allocate funds 

and risks efficiently, and financial arrangements do not affect real allocations.” *®

S p e c ia lisa tio n  a n d  T echnology This channel was identified by Adam Smith in the Wealth of 

Nations. He argued that specialisation, division of labour, was the key to increasing productivity. 

Lower transactions costs in the financial system will increase specialisation, as specialisation re­

quires more transactions. It is probable that more technologically advanced production processes 

use input goods which are more specialised.*® Thus, “lower transactions costs will increase the 

range of on the shelf production processes that are economically attractive.” *̂  This may result 

in more efficient production processes being used, boosting economic growth. Furthermore, new 

production processes may be invented.

O p e n  E co n o m y  T ra d e  in  F in an c ia l S erv ices The consequences of international trade in 

financial services are profound for this study. The analysis so far has implicitly assumed a closed 

economy in financial services. This means that economic growth in a country is dependent solely 

on the domestic financial system and is not influenced by the international financial system. This 

is not a valid assumption, however, and needs to be modified. Thus, Rajan and Zingales (1998) 

assume th a t world capital markets are not perfectly integrated. This is an implicit assumption 

for all work in this area, as it is only then th a t the domestic financial system and its shortcomings 

are relevant for domestic economic performance. This is a valid assum ption and this section 

shall provide evidence which suggests th a t capital can be immobile.

Gordon and Bovenberg (1996) examine various theories why capital is immobile internation­

ally. F irst, they present the following evidence for capital immobility:

• Additional savings in a particular coiuitry lead to a near equal increase in investment in 

th a t country. This conjecture is supported by the following papers: Feldstein and Horioka 

(1980), Penati and Dooley (1984), Dooley et al. (1987), Bayoumi (1990).

•  Real interest ra te  differentials may exist across countries (Mishkin, 1984; Cumby and 

Obstfeld, 1984; Cumby and Mishkin, 1986).

•  A strong domestic bias exists in individual portfolios (Adler and Dumas, 1983; French and 

Poterba, 1991; Tesar and Werner, 1994).

'^G alet.ovic (1996, p61). Lpvine om its th is poin t,
**’T h is  is H key a.s.suiiiptioii in th e  m odel G rw nw otxi and Smith (1997) u.se to  show how spiM'iali.satioii affects 

growth.
‘ ^Levine (1997, p701).
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They then proceed by outlining all the possible explanations th a t have been advanced in 

the literature. Shocks to a country that affect both  savings and investment might explain the 

observed correlation between the two variables, but they do not account for the  other two pieces 

of evidence presented above. Accounting for capital controls, transaction costs and exchange- 

ra te  risk does not empirically explain the phenomenon. Therefore, the authors explore the 

possibility th a t asymmetric information is the problem. Asymmetric information exists between 

foreign and domestic investors about specific firms, potential government policy changes and the 

domestic economy in general. This may lead to overpayment when foreigners acquire shares in 

a firm or, having acquired a firm, when they purchase inputs or services. Furthermore, this lack 

of information on the part of foreigners may lead to  poor m anagement decisions and resultant 

inefficiencies, due to  an inability to  predict market demand for example.

The model Gordon and Bovenberg (1996) develop, based on this asymmetric information 

problem, accounts for the three empirical regularities noted above. They also note some em­

pirical evidence for their case. According to  Grubert et al. (1993) foreign subsidiaries in the 

United States receive rates of return much lower than domestic US firms. Harris and Raven- 

scraft (1991) show th a t foreign investors pay a higher premium than  domestic investors when 

acquiring a publicly traded firm. During the Mexican devaluation of 1994, domestic investors 

moved their funds before the  devaluation while foreign investors waited.

In a development to the above study, Razin et al. (1998) assume th a t foreign direct investment 

(FDI) overcomes the asymmetric information problem. The actual exercise of control and 

m anagement gives foreign investors the same level of information th a t domestic investors have. 

Portfolio investment, debt and equity, still suffers from asymmetric information. This explains 

the fact th a t over 50% of private capital flows are in the form of FDI.*** This is pertinent to 

the Irish case where FDI flows are quite large and a definite factor in the economic boom. It 

allows for both international capital flows (in the form of FDI) and the domestic financial system 

(as capital meirkets can be assumed to be not perfectly integrated) to be contributors to Irish 

economic growth.

Theoretically these imperfections means that our previous domestic channels are still rel­

evant and that another channel exists whereby finance affects growth. Improvements in the 

international mobility of capital will increase the trade in financial services and thus increase the 

quality and quantity  of investment, boosting growth.

'^ R a z in  e t  al. (1998, p47). F igu res from tliR W orld Bank
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2.2.2 E m pirica l Review

We now review some of the empirical work in this area. First, we look at the literature that 

forms the historical background to the recent upsurge of empirical work in this area. Then we 

examine the more recent work in subsections defined by the econometric nature of the studies.*®

H is to rica l B ackground  The breakthrough empirical work in this area is Goldsmith’s (1969) 

work on national balance sheets. Goldsmith defines financial development as change in financisd 

structure. The main variable he uses to measure financial structure is the financial interrelations 

ratio. This ratio is the total value of all financial assets divided by the total value of national 

wealth. Much of the recent empirical literature follows this approach: the size of the financial 

system measures the extent of the financial system and is used as a proxy for the efficiency 

of the financial system. Khan defines the extent of the financial system as “the proportion 

of firms and households able to easily access the services provided by financial mEirkets and 

intermediaries.”

Goldsmith finds a positive correlation between his financial interrelations ratio and GNP.** 

On the key question of interest he notes “there is no possibility, however, of establishing with 

confidence the direction of the causal mechanism”, and he describes virtually all attempts to do 

so as “impressionistic" Overall his work suggests that “external finance was an integral part 

of the process of industrialization, and that modern financial systems developed during the early 

stages of industrialization and siustained economic growth, not after.”^̂

McKinnon (1973) and Shaw (1973) extend Goldsmith's work by looking at how public policy 

shapes finance and its effect on growth.*^ In particular, they focus on financial repression 

caused by policies such as interest rate ceilings, foreign exchange controls and other forms of 

interference in the financial system. These policies breakdown the natural functioning of the 

financial system whereby capital flows to its most productive use. In some cases this happens 

directly, as governments direct capital to fav-oured industries. In other cases banks have to 

allocate credit according to  transaction costs and perceived risks of default, as use of the interest 

rate as a price mechanism is effectively pnihibitwl. Thus, the quality of investment decreases.

A sclerl sutw y of tiino nrric* UlPtnluto is t«*orvo<l f«r out limp series analviiis in Chapter Four Thi« 

litPtBturp briMully mipport.i the m ntrntion th«t finiinrc roti.«r» growth, ulthouRh thi* m not true in all of thr

stmiirs o.xaininod. Indeed iwiinc atudieit eniphanirx* ho* thi.' link differs across rountri«i.
*"Khan (2000, |>4).

He finds, however, that this relationship is less strikinR when growth rates for both variables are rrapkiyed.
*^Gc.ldsmith (1969, |>48 and |>4aj)
*’ Galetovir (1996, p63).
■'^Earlier work by Shaw inrliides Gurley and Shaw (19,Vi) whirh is a seminal artirle in linking finanre and 

developinent. It is. however, more of a the<iretiral paper in ronlenl
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They also argue that these policies lead to  lower and even negative real interest rates, which 

depress savings and thus decrease the quantity of investment. Their empirical evidence is largely 

based on case studies and descriptive statistics.

C ross-S ectional S tudies Of the more recent work, one of the key references is King and 

Levine (1993a). Their study examines eighty countries for the time period 1960 to 1989. They 

attem pt to overcome the problem of measuring financisd structure by using four different mea­

sures. The first proxy follows Goldsmith, as it is a measure of financial depth, depth: the ratio of 

liquid liabilities of the financial system to GDP.^“ Further measures are also used, as the second 

and third channels, identified in the theoretical section, relate more to the assets of financisd 

intermediaries, than their liabilities. Furthermore, banks are more likely to provide information 

gathering and monitoring services. Thus, the second measure used is bank: the ratio of bank 

credit to bank credit plus central bank domestic assets.^® The allocation of credit is also im­

portant, as lending to the government may mean the financial functions being examined are less 

likely to be fulfilled. This is accounted for in the next two measures. Private is credit allocated 

to private enterprises, scaled by total domestic credit. Privy is credit allocated to private enter­

prises, scaled by GDP. The literature that follows, which this paper largely spawned, generally 

uses finance proxies of a similar ilk.^^

A further improvement on Goldsmith’s study is that four growth indicators are used.^* More­

over, other variables affecting long run growth are accounted for in the econometric study. The 

regressions are in the style of Barro (1991), where each country has one observation: an average 

over the time period. The results show positive and significant coefficients for all four of the 

financial development proxies. Furthermore, the size of the coefficients imply an economically 

important relationship. All these results are robust to sensitivity checks such as altering the 

control variables, using subsamples of countries and time periods, omitting outliers and Levine 

and Renelt’s (1992) extreme bounds analysis.

In an effort to overcome the causality problem the analysis was repeated using initial levels of

i.s th e  m ca.surr uswl for liquid liabiliti*^
’■*®Tho a u th o rs  n o te  th a t  f iir th rr  fiim iirial inlrriiio<liftrics arc rx rludod . hut th o  broAkdown they  u.sr i.s all that

is pn rm itlw l by th e  d a ta
■*^The shortcom ings o f these proxies have been well do«'<inipnte<l W achtel (2(X)la), for exam ple, notes th a t at 

tim es th ey  give m easu rem en ts which are  hard  to  un d erstan d  Perhaps they  pick u p  a  c<m ntry 's greater roliance 

on bank-ba.sed finance, ra th e r  th an  g rea te r overall financial sector developm ent F u rth e rm o re , high ra tios of 

c red it to  G D P can signal overlending and  declining loan <|uality. and sulxsinpient cri.sea (K am insky  and R einhart,

1999; G ourinchas e t a l., 2(K)1).
^"T hese  are  gyp: real per c ap ita  G D P grt)wth, gk  th e  ra te  of physical c ap ita l accum ulation , in r  the ra tio  of

g rass na tio n a l in vestm en t to  G D P ; an<l r f f  ti>tal p ro ductiv ity  growth m easureil by a Solow residual

14



financial development. The results support the finance-growth nexus and suggest that it is more 

that just a contemporaneous association. Overall King and Levine conclude that there results 

are “consistent with the view that financial services stimulate economic growth by increasing 

the rate of capital accumulation and by improving the efficiency with which economies use their 

capital.”

In Galetovic (1996)’s review of the literature he notes the following limitation of the above 

King and Levine study. When a subsample of OECD countries minus Japan is used there is 

no statistically significant relationship between the financial indicators and growth (Fernandez 

and Galetovic, 1994). Furthermore, the same pattern emerged in De Gregorio and Guidotti’s 

(1995) study, where the relationship is smaller (though still significant) for richer countries.^® 

Galetovic, however, notes that a sample of just OECD countries may not have enough variation 

to capture a positive effect of finance on growth. Furthermore, King and Levine found their 

results robust to use of an OECD subsample; what drives the results of Fernandez and Galetovic 

is the exclusion of Turkey, Greece and Portugal, in addition to Japan. The idea that OECD 

countries had mature financial systems, and thus exhausted their impact on growth, by the 

beginning of the twentieth century doesn’t seem to fit the evidence. The standsird indicators 

of financial development decrease after the Great Depression and the Second World War, and 

don’t  reach 1913 levels till the 1980s (Rajan and Zingales, 2001).

Levine and Zervos (1998a) extend the King £uid Levine (1993a) analysis by including measures 

of the functioning of stock markets, as proxies for financial development.^® Stock market 

liquidity is the most important measure of stock market development used. They find the other 

three indicators to be insignificant: stock market size, volatility and international integration. 

Two measures of liquidity are used. Turnover is the value of the trades of domestic sheires on 

domestic exchanges, divided by the value of listed domestic shares. Value traded is the value 

of the trades of domestic shares on domestic exchanges, divided by GDP.^* The main proxy 

for financial development is bank credit: the value of loans made by deposit-taking banks to the 

private sector, divided by GDP. This is similar to the pritry measured used by King and Levine 

(1993a).

^®Tlic a u th o rs  them selves no te  th a t  th is m aybe d u e  to  the  fact that their finaiire  mea.sure focuses on the  hankiiiK

sw to r ,  while m any tievelopetl coun tries a re  Hnancially developed outside th e  hanking  settlor
■̂“ Previously , A tje  an d  Jovanovic (1993) had  found a positive rtfe<t of stock  m ark e ts  on devrlopuient in a

(•r(>s.s-so( tiona l
V alue trad e d  is su h jc c t to  th e  pitfall o f th e  price effe«-l, w here the value of tran sac tiim s rise l»e««u.se of a price 

increase  iliie to  bullish ex p ec ta tio n s T hus, it a p p ea rs  th a t luiuidily has increaae<l even thouRh there  i.>. no chauge 

in th e  nu m b er o f tran sac tio n s  or in tran sac tio n s  co sts  Turnover, however, overcom es th is  pitfall as stock prices 

en te r b o th  th e  n u m era to r anil th e  denom inato r.
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T he regression results show that the initial levels of both stock market liquidity and banking 

development have statistically significant relationships with output growth, capital stock growth 

and productivity growth. Initial levels are again used in the regression showing the statistical 

relationship does not merely reflect contemporaneous shocks to both variables and tha t stock 

m arket and banking development do not simply follow economic development.^^ These results 

are robust to  changes in the data and are controlled for o ther factors which may contribute to 

long run economic growth. Furthermore, the relationships analysed are economically significant. 

The estim ated coefficients imply “tha t if a country had increased both stock market and banking 

development in 1976 by one standard deviation, then by 1994 real per capita GDP would have 

been 31 percent larger, the capital stock per person would have been 29 percent higher, and 

productivity would have been 24 percent greater.”^  ̂ Also the results show that financial de­

velopment affects growth mainly through productivity growth ra ther than  capital stock growth. 

This paper also suggests th a t banks and stock markets provide different financial services to each 

other, as both have significant relationships with economic performance.

Levine et al. (2000) is one of Levine’s most recent contributions. The paper has two 

related aims. T he first is to  further examine the standard finance-growth nexus. The second 

is to  evaluate whether cross-country differences in financial development are attributable to  

differences in legal and accounting system characteristics. We are interested in the first aim 

here, the relation between law and finance is discussed in Section 2.3.1. This question of the 

finance-growth link is analysed using two different techniques. The first econometric m ethod is a 

cross-sectional study of seventy one countries for the period 1960 - 1995, again using Barro style 

regressions but this time with GMM estimation. In an attem pt to overcome causality problems 

they use legal origin as an instrum ental variable for finance. The second econometric technique 

uses panel d a ta  and is discus.sed below. Both techniques produce the same result, “financial 

interm ediary development exerts a statistically significant and economically large im pact on 

economic growth.” '̂*

In a companion paper using identical econometric techniques. Beck et al. (2000), the authors 

investigate the channel through which finance affects growth. They find a robust, economically 

large and statistically significant relation l>etween thoir standard finance measures and total 

factor productivity. In contrast, the results for pri\-ate savings and physical capital accumulation 

are ambiguous: a significant relation only exists in certain specifications. Thus, they conclude 

tha t financial development prim arily affects the quality of investment, not the quantity.

^■^Lnviuc fe Zrrvos (1908, p544).
■’^Levinr k  Zcrvcw (1998, p547).
®''Li'viiio, L()ftvz«, and Bo<-k (2(KX), |>31).
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Wurgler (2000) uses the efficiency of capital allocation as his dependent variable. He measures 

this by first regressing the growth in industry gross fixed capital formation on the growth in 

industry value added. The slope estimate of this regression then measures the extent to which 

a country’s investment is moving to growing industries from declining industries.^^ The key 

result is that financial development, measured by credit claims and stock market capitalization, 

is a statistically significant independent variable explaining the efficiency of capital allocation. 

Developed financial markets are associated with a better allocation of capital.

P an e l S tud ies One of the first studies to incorporate panel techniques w£is Neusser and Ku- 

gler (1998) who examine the finance-growth hypothesis for thirteen OECD countries. The 

distinctiveness of their research is the data they use. They measure financial development by 

the GDP of the financial sector, including a wide range of institutions such as insurance compa­

nies. Manufacturing GDP is used as a growth measure reflecting their belief in the primacy of 

technical progress in stimulating economic growth. They also use manufacturing Total Factor 

Productivity (TFP), as a direct measure of technical progress. They use a range of biveiriate 

cointegration techniques and a panel cointegration test in the fashion of Pedroni (1997). They 

find that financial sector GDP is related to manufacturing GDP and also to manufacturing TFP, 

for most of the countries they study.

Levine et al. (2000) extends Levine’s previous empirical work on finance and growth by 

using GMM dynamic panel estimators. These help to solve the problems caused by unobserved 

country-specific effects and joint endogeneity of the explanatory variables. They use two different 

estimators. The first is a difference estimator developed by Arellano and Bond (1991) and Holtz- 

Eakin et al. (1990). As the cross-country relationship is eliminated here, they also use a systems 

estimator developed by Arellano and Bover (1995). This combines the regression in differences 

with the regression in levels. They use three different measures of financial development: liquid 

liabilities, commercial-central bank and Levine’s preferred measure private credit. All three 

are significant at the five per cent significance level in nearly all of the specifications. The 

shortcoming of this technique is the five-year periods used: these result in the study not being 

free from business cycle effects.

Benhabib and Spiegel (2000) use tw'o separate ba.se regressions in their analysis, a neoclassical 

model based on Mankiw, Romer and Weil (1992) and an endogenous model similar to Bt'nhabib 

and Spiegel (1994). These two equations are estimated using panel GMM methods in the

■’■'’T hpory  d ir ta t ra  th a t  nn ccoium iy a l lo c a te  capitHl cftirioiitly whon c ap ita l is investcil in the tx-st investm ent 

o p p o rtu n itie s . T h e  prem ise th a t vahie added  xrow lh refle<ls in vc .s iiuo iit o p p o rtu n itie s  is eviden<e<l by the hixh 

t'o rrclation  it has w ith sales g row th and th e  p rire  earning!* ra tio , in the  USA.
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fashion of Arellano and Bond (1991). T he indicators of financial development employed are 

taken from King and Levine (1993a). T he results show tha t finance still affects growth after 

accounting for differences in factor accumulation, suggesting finance affects TFP. The strongest 

results, however, are found for finance affecting growth through physical capital accumulation. 

Interestingly, the significance of financial development for growth is not robust to  the introduction 

of country fixed effects, which suggests tha t the financial variables may be acting as a  proxy for 

a number of other factors th a t are correlated with financial development.

Spiegel (2001) repeats the empirical analysis of Benhabib £ind Spiegel (2000) w ith a special 

focus on APEC countries.^® He finds tha t APEC countries are significantly more dependent on 

financial development th a t the rest of the sample.

Khan and Senheudji (2000) use pooled cross-section w ith five year averages. They do not 

include country fixed effects as first, they believe they dom inate other vsiriables and second, 

initial income is included in the growth regression. Only two of the  four financial variables they 

use are statistically significant, compared with all four in a straight cross country OLS.

T he relation between stock markets and growth is examined by Rousseau and Wachtel (2000), 

using adapted Arellano and Bond (1991) GMM estimators in a panel VAR approach. They find 

a joint role for liquidity and size in economic growth that is more than  twice as large as th a t 

a ttribu tab le  to  m arket capitalization alone. This is a causal result with no feedback from growth 

to finance.

Beck and Levine (2001) extend Levine et al. (2000) to include stock m arkets as well as 

banks. They claim to improve on the work of Rousseau and Wcichtel by v irtue of using systems 

estim ators such as Arellano and Bover (1995). They find that stock m arket development and 

bank development jointly enter all their growth regressions significantly. T he results are slightly 

less convincing when they analyse the independent impact of these financial variables.

Graff and Kewmann (2001), and Graff (2001), use a completely different panel technique, 

a 2-wave path  (LISREL) model. They use the following raw variables; share of the financial 

sector in GDP, share of the labour force employed in the financial sector and the  number of banks 

and branches per worker. They consider these real \’ariables to  be more exogenous than the 

monetary variables used elsewhere. They believe, however, tha t these raw d a ta  are unreliable, so 

they use principal com ponent analysis to identify the common variance of these three \-ariables. 

The individual scores for the first component are then used as the finance proxy. They find tha t 

from 1970 to 1990 finance caxised growth, although they can’t rule ou t m utual causation. Also 

the results are not as strong for the developing comitries subgroup and for the  second half of the 

1970s they find th a t finance is detrim ental to  growth ix>ssibly due to  the oil shock. Graff also 

'̂ •’APEC is an acronym for A.sia-Parifir Econoniii C<K)|>i'ralii>ii
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performs a standard  cross-country analysis, Graff (1999), with two interesting results. First, 

he finds th a t an interaction term for financial development and output is significant, implying 

th a t developing countries gain more from financial development. Second, an interaction term 

for literacy and finance is also significant. This variable seems is used to ensure th a t the finance 

proxy is measuring the quality of financial services.

The link between inflation, financial development and growth is examined by Rousseau and 

Wachtel (2001). They find a robust relationship between finance and growth. If the inflation 

ra te  is held constant the relationship remains. I t is only in high inflation scenarios, inflation 

greater than  forty per cent, that the relationship weakens. These results are based on a  simple 

panel of five-year averages from 1960 to 1995. Haslag and Koo (1999) do some related work 

where they use inflation, as well as the reserve ratio, cis a proxy for flnancial repression. They 

employ panel data , using decade long averages, as well as Barro style cross-county regressions. 

They reach a conclusion th a t financial repression is empirically linked to  financial development, 

which in tu rn  is linked to growth according to King and Levine (1993a).

Li et al. (1998) extend the literature by testing for a relation between finance and inequality. 

They postulate th a t credit constraints, due to asymmetric information, prevent the poor from 

making productive investments. Furthermore, their present poverty implies a lack of collateral, 

exacerbating the situation. Thus, a poor financial system can perpetuate poverty and inequality. 

Using instrum ental variables, on a panel of five-year period averages, they find a robust relation 

between finance and inequality. In addition, they find tha t this finance argument is more 

im portant than  a political economy argument which they also test.

M ic ro e c o n o m e tr ic  S tu d ie s  Jayaratne and Strahan (1996) use a completely different method 

in examining the finance-growth link. They examine the natural experiment th a t has taken place 

as states in the USA have deregulated their banking systems. Since the 1970s most states in 

the US have liberalised their banking laws in two main ways. F irst, they have allowed holding 

companies to convert subsidiary banks into branches. Second, they have allowed de novo 

branching, which is where banks can open new branches within the state.

The regression results show that bank deregulation has a statistically significant relationship 

to economic growth. They also show an economically significant relationship, the increase in 

annual growth rates is between 0.51 to 1.19 percentage points. Individually all but six of the 

states th a t deregulated after 1972 performed better than their respective control groups, showing

■’ ^T here  were also reform s in in te rs ta te  b ank ing  l>ut previous researcli suggests th a t  the  above in tra sta te  reform s 

are m ore im p o rta n t, thu.s .lay ara tn e  and S trah an  co n cen tra te  on tho.se in tra s ta te  reform s.
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th a t the results are not driven by a handful of states.^*

These results are also robust to changes in the  methodology, the inclusion of fiscal policy 

and tax  receipts as other regressors, and to  controlling for local business cycles. Furthermore, 

with regards to the causality issue, no evidence was found to suggest th a t liberalisation was 

implemented in anticipation of good future growth prospects.

The da ta  suggests that the quality of investment, not the quantity, is the main channel 

through which the banking reforms affected growth. The am ount of loan growth did not change 

after the reforms and the relationship between liberalisation and growth is consistent when loan 

growth is controlled for. Furthermore, three indicators of loan quality improved dram atically 

following liberalisation. F irst, the number of non-performing loans decreased. Second, the 

fraction of loans w ritten off during the year decreased. Finally, the number of insider loans to  

executive officers and principal shareholders decreased. This shows th a t the banks improved 

in the financial functions related to the second and third channels identified in the theoretical 

section. The authors propose three possible reasons why the reforms increased the performance 

of the banks. F irst, they propose a selection mechanism where the weaJcer banks failed, or 

were taken over, in the face of increased competition. This means only the better performing 

banks were left in the state. Second, perhaps the increased threat of takeover disciplined the 

m anagement into action. Finally, maybe the increase in the size of the banking companies led 

to scale economies in monitoring and information costs.

R ajan and Zingales (1998) attem pt to highlight a specific mechanism by which finance affects 

growth. They examine whether financial development reduces the cost of external finance to 

firms. Specifically, they test to see if industries tha t are more dependent on external finance 

grow relatively faster in countries with more developed financial systems. This is in effect a 

test of the third channel, monitoring managers, identified in the theoretical section. The cost of 

external finance is higher than  the cost of internal finance as the lender incurs monitoring costs 

due to the moral hcizard problem.

This study assumes th a t industries depend on external finance for a technological reason 

and th a t this reason persists across countries. Thus, the demand for external finance can be 

calculated from one country’s actual experience, in this paper USA is the benchmark country. 

Growth in value added is used to measure the economic success of the industry. Two measures 

of financial development are used. The first is the ratio of domestic credit plus stock market cap­

italisation to GDP, the capitalisation ratio.^® The second measure is the accounting standards 

•'^Fifty  statn.s were itieliulod in th e  overall .study, of which 35 dori'giilated a fte r 1972,
■*^This again  a.s,sunie.s th a t  th e  q uality  of financial .structure can I'c proxied by th e  size of tlie financial .system. 

As stock  m ark e t cap ita liza tio n  is no t a inea.sure o f the  actual aiuount of funding reccivetl, the regre.s,sions are
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in a country. It is easier for firms to raise funds from a broader pool of investors in a country 

w ith higher accounting standards. In relation to  the theoretical section, the  higher accounting 

standards are then the more information there is, and thus information costs are decreased and 

monitoring managers is probably easier. Therefore, accounting standards aid growth through 

the second and th ird  channels.

The regression results affirm the hypothesis tested and the economic magnitudes are sig­

nificant. Two thirds of the increase in growth is due to an increase in the size of existing 

establishments, with the remaining one third due to  an increase in the number of establish­

ments. This is significant as the creation of new firms is more likely to require external funds. 

The results are also robust to changes in some of the proxies. Thus, it seems that R ajan and 

Zingales have pushed “the causality debate one step further by finding evidence for a channel 

through which finance theoretically influences growth.”

A similar study is th a t of Demirguc-Kunt and Maksimovic (1998). First, they estimate the 

ra te  a t which a  firm could grow if it only availed of retained earnings and short term credit. 

They then  compare this with the realized growth rates. Then they find th a t the proportion of 

firms in a  country th a t grow faster than the  predicted rate is dependent on the country’s legal 

and financial system.^*

2.3 T he Evolution o f Financial Development

Thus far, we have examined how finance affects growth. We have seen th a t the literature 

a ttem pts to  address the causality issue, to show that finance does not merely follow growth. If 

th a t is true then what does affect finance: why do some countries have highly developed financial 

systems while others do not?

2.3.1 Law and Finance

La Porta, Lopez-de-Silanes, Shleifer and Vishny’s (1998) breakthrough paper (henceforth LLSV)

attem pts to  answer this question by highlighting the legal underpinnings of corporate finance.

They analyse finance by defining securities by the rights they bring to owners rather than their

cash flows. In particular, they focus on the rights of shareholders and of creditors. Their

rcpciitod, o in ittin g  stock m arket capitali.sation from the capitali.satioii ra tio , to  check for robustncs.s. Stock 

m ark e t cap ita lisa tio n , however, should  be  u.seful as a  m easure of the sto rk  m ark e t's  role in providinR liquidity 

and in form ation .
^®Rajan & Zingales (1998, p584).
'* 'T h e  role of th e  legal .system i.s dicnssed in m ore detail in Section 2 1 T h e  law and  o rder variable used here 

is taken  from th e  In tern a tio n a l C o u n try  Risk G uide , the  .same variable used by K nack and  Ki'efcr (1995) T he 

financial proxies used are  s ta n d a rd  bank c red it and  stock market < ap ita lisa tion  variables
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argument is that the breadth and effective power of these rights are determined by the relevant 

laws and their enforcement. As the supply of finance is a function of these rights we have a 

channel whereby law affects finance.

These rights measure the ease with which investors can exercise their powers against manage­

ment. For shareholders some of the rules they examine cover voting powers, ease of participation 

in corporate voting and legal protections against expropriation by management. For creditors 

they look at the respect for the security of the loan, the ability to grab assets in case of a loan 

default and the inability of management to seek protection firom creditors unilaterally.

They find a big difference in rights across countries. They explain these differences by 

focusing on legal origin: common-law versus civil-law. Common-law is modelled on English 

law and is formed by judicial decisions on specific disputes. Civil-law is older and more widely 

distributed. It originates in Roman law and is based on legal scholars’ interpretations of a 

multitude of statutes and codes. As most countries adopted their legal systems involuntarily, 

through conquest or colonization, it can be treated as an exogeneous variable.

The key result is that countries whose legal rules originate in the common-law tradition tend 

to protect investors more than those from a civil-law tradition. This is particularly true of 

countries from a French-civil-law tradition which offers the least protection.

They also look at legal enforcement which may work as a substitute for good legal rules. 

This includes analysing accounting standards which are needed to measure a firm’s income and 

assets. Again legal tradition influences the quality of law enforcement, even when per capita 

income is controlled for (richer countries have a higher quality of law enforcement). Common- 

law-countries are eclipsed here as German and Scandinavian-civil-law countries have the best 

law enforcement. French-civil-law countries, however, still come last.

Finally, the authors examine ownership. A lot of capital may be necessary to exercise control 

rights. French-civil-law countries have unusually high ownership concentration suggesting that 

it becomes a substitute for legal protection.

Levine (1998) extends LLSV (1998) by showing that these cross-country differences in the 

legal rights of creditors, and the efficiency of contract enforcement, explain over half of the cross­

country variation in the level of banking development.^^ Countries with a German legal system

French-civil-law  focn.sos m ore on the  righ ts o f th e  .slate than the indivichial because N apoleon (ievelopcnl it 

to prevail over jii(lge.s and th u s solidify s ta te  power. Germ an and Srandinavian-civ il-law  coun tries have stronger 

hnancial developnient th an  French-civil-law  countries h ^ a u sc  they were no t birthe<i in th e  sam e an ti-jud ic ia ry  

political a tm osphere  (Beck, D em irguc and Levine, 2()02) In contrast, B ritish-conin ion-law  evolve*! to  p ro tec t 

private  p ro p e rty  ow ners ag a in st th e  Crown.
■’^Levine provides fu rth e r evidence of th is  ilk in Levine el a! (2(KM)).
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tend to have b etter developed banks, even after controlling for the level of GDP.'*'* Thus, we 

have an intuitive result: countries with legal systems tha t give a higher priority to banks have 

better developed banks.

They then use this result to add to the standard  finance-growth literature by using law as 

an instrum ental variable for finance, thus addressing the causality issue. They find th a t this 

exogenous part of banking development has a statistically significant and economically large 

relationship with long-run economic growth. This is after controlling for a wide array of other 

factors.

Djankov et al. (2002) further research in this area by directly examining courts. For one 

hundred and nine countries they construct a measure of procedural formalism: the extent of 

regulation of dispute resolution. They do this by measuring the  exact procedures used by 

litigants and courts in two specific disputes. These are evicting a tenant for non-payment of 

rent and collecting a bounced check. They are typical examples of defaulting on an everyday 

contract which are comparable across countries.

They find two key results. First, legal origins alone explain approximately forty per cent of the 

variation in procedural formalism. Formalism is greater in civil-law countries, especially French- 

civil-law countries, than  in common-law countries. Second, formalism is nearly universally 

associated with a higher duration of dispute resolution and lower survey measures of the quality 

of the legal system.^® Legal origin, as noted above, is largely seen as exogenous in this literature. 

This means we have a causal chain whereby legal origin determines formalism which determines 

judicial quahty.

2.3.2 P o litic s  a n d  C o lo n isa tio n

Rajan and Zingales (2001) criticise these “structural” theories of financial development which 

focus on legal origin. They do not believe th a t these theories alone can explain the relevant 

empirics, such as why it took financial development until the late 1980s to  reach its 1913 levels. 

Surely the Great Depression and the Second World W'ar are insufficient to  explain such a delay.

They propose an insider /  outsider model which involves incumbents in industry as well as the 

financial sector. They are hostile to  arm ’s length  financial markets because they do not respect 

the value of incumbency and thus they breed competition.^^ B etter financial systems facilitate 

entry to the m arket place which results in lower profits for incumbents. Thus, incumbents

‘’"'The fconfc m easure  of Lcviue and  Zervos ( 1998) is useil lirrp
T hese GM M resu lts  are ro b u st to  using origin of the  legal system as th e  in stru m en ta l variable.

'**’T hese survey m easures include judicial efficiency, acce.ss t o  jnstico, honesty, consi.stency, im partiality , fairness 

and even hum an righ ts.
'*^As th e  ph rase  a n n ’x length  suggests, they  focus on stock market niea.sure.s o f financial developm ent.
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choose a pohcy of financial repression It is more attractive than direct entry restrictions, which 

is a more public process. Consequently, for financial development to take place it requires a 

change in the incentives of incumbents.

T he combination of trade openness and capital flows can change these incentives. Trade 

openness decreases the profits of industrial incumbents through increased competition. This 

makes them  more dependent on external finance. Concurrently, they may need to invest more 

to m atch foreign technologies and enter foreign markets. Open capital markets mean th a t these 

incumbents can look abroad for this investment. Thus, their need to control the domestic 

financial sector decreases. Furthermore, with the th rea t of foreign competition, the emergence 

of new domestic com petition becomes less threatening. This further decreases their incentive to 

oppose domestic financial liberalisation. W ith  these developments domestic financial institutions 

will want to seek new clients, domestic and foreign, which means they  too have an incentive to 

support liberalization.

In cross-section regressions they find th a t financial development is positively correlated with 

trade openness. This is true when capital flows are high, bu t holds to  a lesser extent, or not at 

all, when capital flows are low. They believe this explains the history of financial development 

in the twentieth century, in particular why it took financial markets so long to  recover after the 

Second World War. The Bretton Woods agreement implicitly endorsed the restriction on free 

capital movements so the incentives of incumbents were not in place till the 1980s.

The authors note, however, that this theory does not exclude the role of legal origin. In­

cumbents are more likely to  capture the governance system when it is centralized, i.e. a civil-law 

country. In a common-law country the judiciary can defy the political will of the  center. There­

fore, in this model legal structure filters the  impact of interest groups.

A different angle comes from Acemoglu, Johnson and Robinson (2001). They explain the 

nature of present day institutions by referring to the colonial past of the respective countries, a 

return to structuralism . Their theory is based on the following three premises. F irst, Europeans 

undertook different strategies of colonisation which created different sets of institutions. In 

“settler” states good institutions were set up by and for the settling Europeans (e.g. USA and 

New Zealand). In “extractive” states bad institutions were set up to support the extraction 

of resources back to  Europe. The second jjremisc is that these colonisation strategies were, at 

least partly, determ ined by the  feasibility of settlements, in particular the prevalence of disease. 

Third, these colonial institutions persist to the present.

Strong empirical evidence is then presented to support this theory. Various regressions 

find evidence of high correlations between m ortality rates and European settlements; between 

these settlem ents and early institutions; and between early and current institutions. In a direct
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regression settler m ortality rates, more th an  one hundred years ago, explain over a quarter of 

the variation in current institutions.

This theory can be easily applied to the financial sector. One of the institutions that an 

extracted colony will miss out on is a good financial system. To summarise, Acemoglu et al. 

focus on the conditions in the colonies, in contrast to  LLSV where the identity of the coloniser 

is param ount.

Berkowitz, P istor and Richard (2002) amend this approach by arguing the way the law was 

initially transplanted and received is the key. They build on the idea that the law is primarily a 

cognitive institution. Legality, the effectiveness of legal institutions and enforcement, depends 

on the knowledge and understanding of the law by social actors. Thus, when a whole legal 

system is transplanted into a foreign culture problems can arise. Receptivity, a country’s ability 

to give meaning to the new law, is crucial. If adaptions are made, or the receiving country is 

already familiar with parts of the system, receptivity and thus legality should increase. The 

au thor’s econometric results show th a t “the transplant effect is a more im portant predictor of 

legality than  the supply of a particular legal family.” *̂* Furthermore, it has a large negative 

impact on economic development through its impact on legality. Interestingly, this is directly 

linked to  the thesis of the Acemoglu et al. paper. Familiarity can be increased through migration, 

so settler states have higher receptivity to imported legal systems.

Beck, Demirguc and Levine (2002) consider simultaneously the legal and endowment views of 

financial development. Endowment refers to  the above theory of Acemoglu et al. which focuses 

on disease /  geographical endowments.

They find th a t both  theories have empirical power. Initial endowments help explain cross­

country variation in financial development when controlling for legal origin and vice versa. Fur­

thermore, they find th a t both  are still significant even when controlling for political structure. 

Conversely, their political competitiveness and openness measures are not significant after con­

trolling for endowments and legal tradition, contrary to the findings of R ajan and Zingales.

2.4 C onclusion

The literature seems to suggest tha t the financial structure of an economy does affect its overall 

economic performance. In the theoretical section, specific transmission mechanisms have been 

identified where finance influences growth. The empirical section has given some evidence for 

these channels and for an overall link. Furthermore, this growing acceptance of finance as a 

causal influence on growth has led to the emergence of a new research field: what causes financial

L egality  is raoa.surod using LLSV ’s d a tase t.
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development? Indeed a recent World Bank publication, which is the culmination of a research 

project in this field, concludes that “the widespread desire to see an effectively functioning 

financial system is warranted by its clear causal link to growth, macroeconomic stability, and 

poverty reduction.” ®̂

'‘'’Caprio ami Honohaii (2001, i>32).
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Chapter 3

Does F inance Explain Ire lan d ’s 

Puzzling G row th?



3.1 Introduction

A large body of theoretical literature exists which promotes finance as a factor in determining 

economic growth. If a country’s financial system is more developed, its rate of economic growth 

is likely to be higher. Furthermore, empirical evidence exists which supports this hypothesis. 

The aim of this paper is to extend the previous work in this area to include an analysis of 

Ireland in particular. Our study shall focus on Ireland and its performance relative to the other 

countries in the dataset. We investigate whether finance is a factor which helps explain Ireland’s 

puzzling growth performance. A standard cross-country approach is used, employing data from 

Levine, Loayza and Beck (2000).

We introduce the Levine, Loayza and Beck (2000) paper in Section 3.2. Some institutional 

background specific to Ireland is introduced in Section3.3 and we then review some literature 

on Irish economic growth in Section 3.4. Sections 3.5 and 3.6 look at financial indicators and 

descriptive statistics respectively. Our main regressions are presented in Section 3.7. We then 

repeat these regressions for a shorter time period and in a fixed effects setting. Section 3.10 

employs a counterfactual analysis and Section 3.11 concludes.

3.2 L evine, Loayza and Beck

The study by Levine, Loayza and Beck (2000) follows on, in particular, from recent work by 

Levine in this area.' The first aim of this paper is to evaluate whether the level of financial 

intermediary development exerts a causal influence on economic growth. They also examine 

whether these cross-country differences in financial development are attributable to differences in 

legal and accounting system characteristics. We are interested in their first goal. This question 

of the finance-growth link is analysed using two different techniques. The first econometric 

method is a cross-sectional study of 71 countries, with one observation (an average for the period 

1960 - 1995) used for each country. This method is the basis of our analysis in Section 3.7.^ 

The second econometric technique uses panel data, the data being assembled into seven five-year 

periods. Two Generalized Method of Moments (GMM) dynamic panel estimators are then used:

^Two earlier papers are Levine and  Zervos (1998) and King and Levine (1993a).
^We do  not follow Levine et al. in  th e  use of instrum ental variables for financial sector developm ent, as it is 

hard to  find convinc:ing instrum ents. Levine, Loayza and Beck (2000) use law as their m ain instrum ent. The 

main resu lt in the  lite ra tu re  with regard to  law and finance concerns the im portance of legal origin (La P orta  

et al., 1998). T h e  m ain types of legal origin are English common law, French civil law, G erm an civil law and 

Scandinavian civil law. Dum m ies for the  four m ain legal origins, however, will not explain tim e series variation 

in finance, or cross section variation w ithin a p a rticu lar legal origin. Rajan and  Zingales (2001) note th a t legal 

theories of financial developm ent can n o t explain why it took financial developm ent until the late 1980s to  reach 

its 1913 levels.
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a difference estim ator and a system estimator. This second technique is not used in our present 

study, as one consequence of the five-year time periods is the study is not free from business 

cycle effects. Both techniques produce the same result: “financial intermediary development 

exerts a statistically significant and economically large impact on economic growth.”  ̂ Our 

study, as stated above, aims to extend this work to include a particular focus on Ireland using 

the cross-sectional approach.

3.3 Irish Institutional Background

As we turn  to  the case of Ireland we first briefly introduce some relevant background details. 

The country’s first comprehensive national plan, Economic Development, was published in 1958 

and heralded a key change in national economic policy. Previously, from the 1930s on, Ireland 

practised a pohcy of protectionism which ran into obvious difficulties by the 1950s. The new 

economic strategy was outward-looking, focusing on policies of free trade and the attraction of 

foreign direct investment (FDI). Trade hberalisation began in the 1960s and in 1966 the Anglo- 

Irish Free Trade Agreement was signed. This was followed by membership of what become the 

European Union in 1973. The existing Industrial Development Authority (IDA) was given new 

impetus in its search for inward investment, offering capital grants and a zero corporate profits 

tax ra te on maunfactured exports. This tax  pohcy was later replaced in 1981 by a flat ten per 

cent tax  rate on all manufacturing. In 1973 the IDA launched a Service Industry Programme 

and FDI in the services sector grew in importance.

It was not until the 1990s th a t the real benefit of these policies was seen. The percentage 

of FDI flowing into the OECD countries tha t went to Ireland increased from an average of 0.06 

per cent for 1986 - 1990 to a comparable figure of 0.66 per cent for 1991 - 1997.'* The timing of 

this increase has been attributed to various factors such as the increase in investment in third 

level education in the 1980s and 1990s and the new macroeconomic stability of the country.

Ireland’s industrial development policy extended to the financial sector in 1987 with the 

launch of the International Financial Services Center (IFSC). This center benefits from the ten 

per cent tax  rate as well. Its success has also been attributed to the high priority it was afforded 

and the “wholly exceptional” united approach of the public and private sectors.^ A example of 

the government’s commitment to the IFSC is the Government Representative Group that was 

set up to  market the project a t the highest levels. This group consisted of an ex-Governor of the 

Central Bank, Tomas O Cofaigh, a former Chairman of the Revenue Commissioners, Seamus

■^Levine, Loayza, and Beck (2000, p31).
'•O’Sullivan (2000, p263).
^M acSliariy  and W hite  (2000).
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Pairceir, and a. former Second Secretary in the Department of Finance, Maurice Horgan. 6  

Cofaigh’s contacts alone led to personal introductions with the leading banks in Holland and 

Germany from the respective Presidents of their Central Banks. By 2001 eleven thousand people 

were employed at the IFSC, equalling a quarter of total financial sector employment in Ireland.®

3.4 Literature on Irish Growth

We now examine, in turn, two recent empirical studies of Irish economic growth: C> Grada and 

O’Rourke (1996) and de la Puente and Vives (1997).

3.4.1 O Grdda and O’Rourke

0  Grdda and O’Rourke (1996) examine Ireland’s growth performance in a cross-section study

of eighteen countries. Their approach focuses on the empirical observation that, in terms

of economic convergence, Irish growth from 1950 to 1988 was very poor. Convergence is an

empirical phenomenon where poorer countries grow faster than richer countries. There are

many possible reasons why economies converge to similar income levels. It can be due to

poorer economies not having reached their steady state growth path yet. Also poorer economies

have less capital per worker, and thus a higher rate of return on capital. Another possible

reason is lack of technological diffusion, where poorer countries fail to receive knowledge about

production methods and other technologies.^ In the dataset 6  Grada and O’Rourke examine,

a clear negative link exists between initial income and growth. Ireland is a clear outlier with

respect to this relationship. In 1950, Irish GDP per capita was 48 per cent lower than GDP

per capita in the UK and 15 per cent lower than GDP per capita in Western Europe. As

convergence is a feature of OECD economies, Ireland should have grown more quickly than

Western Europe as a whole, but it did not.® O Grada and O’Rourke conclude that “Ireland

was a clear underachiever throughout the post-1950 period.”®

The authors then proceed to examine possible reasons for this poor performance. They

regress growth, measured by GDP per capita, on initial GDP and a dummy variable for Ireland.

The dummy variable measures how Ireland’s performance differs from that of the other countries.

Specifically, the dummy variable measures the difference between the recorded Irish growth rate

and its predicted growth rate. This is because the residuals, ê , are zero when Ireland is the

cross section unit, i, due to the dummy variable. This can be seen by rearranging the regression

®Honohan and Walsh (2002, p31).
^Romer (1996, p27).
* 6  GrM a and O ’Rourke (1996, p392).

G iada and O ’Rourke (1996, p395).
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equation below,

Growthi =  c +  p^{initialGDPi) + P^^i[IRL) +  e, (3.1)

Pi^i(IRL) = Growthi — [c +  P^{initialGDPi)] — (3.2)

^i^i{IRL)  =  Growthiri — [c + ^^{initialGDPiri)] (3.3)

The predicted growth rate, [c +  ^-^{initialGDPiri)], is determined by Ireland’s initial level of 

GDP and its param eter value, which are derived in the model with the Irish da ta  excluded due 

to the dummy variable.^®

The equation is estimated for several different time periods with the result tha t is 2 per 

cent in 1950 - 1960, but decreases to the region of 1.2 per cent for the later periods. This reflects 

the poor growth performance during the 1950s, which economic historians call the lost decade, 

due largely to protectionist policies. More regressors are then added into the equation to see 

what effect the inclusion of these variables has on the size of , the coefficient of the dummy 

variable. The effect of the extra regressors is most clearly evident when the data  are pooled.

When the contribution of agriculture to GDP is included as an independent variable, is

reduced by roughly one third. The inclusion of secondary school enrolment rates also reduces 

but only by a further three per cent. A dummy variable for corporatism reduces by 

twelve to  thirteen per cent, but the authors are dubious about the accuracy of the variable as 

a proxy for industrial relations. Thus, the importance of the size of the agricultural sector in 

explaining poor Irish growth during the period 1950 to 1988 is a key econometric finding of this 

paper.

3.4.2 D e  la F uente and V ives

A second recent econometric study of the sources of Irish growth is tha t of de la Fuente and Vives 

(1997). They examine nineteen countries for the period 1970 - 1995. They undertake a growth 

regression to see how much of Ireland’s growth performance is explicable using standard factors. 

The Irish residual is then interpreted to show the extent to which “special explanations based 

on particular Irish features” are needed to explain Ireland’s growth performance.^^ They find 

that, for the overall period, conventional variables such as the convergence effect, labour market 

performance, factor accumulation and government size, explain Ireland’s economic growth very 

well. When the sample is split up into sub-periods, however, problems emerge. For the 

sub-period 1970 - 1985, Ireland underperforms by 0.54 percentage points per annum and for 

the sub-period 1985 - 1995 there is a large unexplained positive element in Ireland’s growth

“̂Kennedy (1998, p226).
la Fuente and Vives (1997, p l l2 ) .
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rate. In this period Ireland grew by 0.61 percentage points more per annum than is predicted 

by the model incorporating just the conventional variables listed above. Thus, the model 

has switched from overestimating to underestimating Ireland’s growth. This means that the 

model grossly underestimates the change in Ireland’s growth performance, by 1.14 percentage 

points per annum. It is possible that the contributions of the conventional variables, that are 

overestimated in the 1970 - 1985 period, are overestimated in the 1985 - 1995 period. Thus, 

‘special explanations’ may account for more than the 0.61 percentage points difference between 

Ireland’s actual growth rate and the one predicted by the model, in the 1985 - 1995 period.

Of the conventional variables included in the model, government size in particular played 

a prominent role in Ireland’s turn around.'^ This is in marked contrast to Ireland’s erstwhile 

neighbours in the OECD income distribution for whom government size is still a negative factor. 

This accords with the popular theory that Ireland’s fiscal rectitude in 1987, and since, has been 

crucial. Also the convergence effect predicted by the model has decreased hugely in the second 

period. Considering the sheer size of the change, it is possible this effect has been underestimated 

in the 1985 - 1995 period. The other statistic of note is the change in the labour market 

performance over the two periods, compared with the equivalent change in Spain and Portugal. 

This variable, however, while an influence on income per capita in an accounting sense, is itself 

largely influenced by overall economic performance.

Overall their results suggest “that factors not considered by (their) model have played an 

important role and points (them) towards specifically Irish characteristics.” '̂*

Both C) Grada and O’Rourke (1996) and de la Fuente and Vives (1997) omit the role of the 

financial system in their studies of Irish economic growth.

3.5 FinanciaJ Ind icators

One of the main problems encountered in examining the effect the of financial system on economic 

growth is measuring the quality of the financial system. In the literature we can see the channels 

through which finance affects growth. Ideally we would hke to directly measure the efficiency 

and quality with which each country’s financial sector operates in these channels. We want to 

measure how the respective financial systems reduce liquidity risk, information costs, monitoring
Government size is measured by the share of total exi>enditures in GDP. De la Fuente and Vives control 

for factor accumulation and employment, thus the goverment size measure will not pick up effects on investment 

and labour supply. Therefore, government size measures the efficiency of resource allocation and the possible

expansionary fiscal contraction.
^^De la Fuente and Vives use a unweighted average of Spain and Portugal with which to compare Ireland’s 

performance.
'̂‘De la Fuente and Vives (1997, p l25).
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costs and transaction costs. The quality and efficiency of these financial services, however, 

cannot be directly measured and thus the issue of proxies is crucial. The main proxies used in 

the literature are all related and have been developed by Levine during his continued work in 

this area.

The first proxy, ‘Liquid Liabilities’ is the traditional measure of financial depth. It equals 

currency plus demand and interest-bearing liabilities of banks and non-bank financial intermedi­

aries, divided by GDP. It effectively measures the size of the financial intermediary sector. The 

quality of financial services, however, is likely to depend on who allocates the savings of society; 

the central bank or commercial banks. The activities of the financial sector th a t stimulate 

economic growth, monitoring and information gathering etc., are more likely to  be performed by 

private commercial banks than by central banks. Thus, the second proxy ‘Commercial-CB’ is 

used. This equals the ratio of commercial bank assets divided by commercial bank plus central 

bank assets.

‘Private C redit’, the third proxy, is Levine’s preferred measure and is standard in the litera­

ture. I t  is the measure used in this paper. It equals the total value of credits issued by financial 

intermediaries to  the private sector divided by GDP.^^ Thus, as well as excluding credit issued 

by the central bank, it excludes credit issued to the public sector. The intuition is similar to 

before, the quality of financial services is likely to vary with who it is allocated to, as well as 

who allocates it. It is measured by line 22d and line 42d of the IM F’s International Financial 

Statistics (IFS). As these are stock variables and GDP, the scaling variable, is a flow variable 

we use Levine et al.’s deflating procedure.^®

3.6 D escriptive S tatistics

Descriptive statistics for the key variables are presented in Tables 3.1 and 3.2. At first glance

the evidence is mixed. Ireland has a higher economic growth rate than the average for the study

and records a higher value for private credit. This seems to support our thesis. W hen compared

Gregorio and Guidotti note that the use of GDP as a scaling variable helps to overcome possible endo­

geneity problems (1995, p441).
'®The end of year financial variable is deflated by end of year CPI and GDP is deflated by annual CPI. The

value of the financial variable for the year t is equal to the simple average of the end of year values for the years 

t and t — 1. The formula is as follows:

( 2 2 d t + 4 : 2 d t )  . ( 2 2 d | - l + 4 2 d t - l )  
CP/e,t

C P I a . t

where e indicates end of period, and a average for the period.

CPI and GDP are measured by line 64 and line 99b of the IFS respectively.
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Table 3.1: Summary Statistics for 1960 - 95

V ariab le Ire la n d E U  A v erag e O E C D  A verage F u ll S tu d y  A verage

GDP Growth 3.25 2.65 2.50 1.94
GDP p.c. in 1960 3,259 5,240 5,935 3,269
Private Credit 53.6 58.7 66.9 42.2
Private Credit in 1960 46.2 36.6 42.4 25.6

N ote: T h e s e  figures a re  based  on

Table 3.2:

th e  48 c o u n trie s  used  for in it ia l  finance  in S ec tions 3.8 a n d  3.9.

Summary Statistics for 1986 - 95

V ariab le Ire la n d E U  A verage O E C D  A v erag e Full S tu d y  A v e rag e

GDP Growth 5.00 1.93 1.64 1.58
GDP p.c. in 1986 7,083 11,436 12,281 6,406
Private Credit 64.0 76.0 88.1 55.4
Private Credit in 1986 59.5 74.8 77.8 51.3

N ote : T h e s e  figures a re  b a sed  on th e  48 co u n trie s  used  for in itia l finance in S ec tio n s  3.8  a n d  3.9.

to the EU and the OECD, however, Ireland has a higher GDP growth rate but its private credit 

is lower. This holds for both the complete time period, 1960 - 1995, and the shorter sample 

during which Ireland experienced its higher growth rates, 1986 - 1995. Interestingly, Ireland’s 

private credit in 1960 is higher than both the EU and the OECD average.

Of course finance is only one factor of many that may have an influence on economic growth 

and thus Ireland’s higher growth rate could be due to other factors. The regression analysis to 

follow accounts for other variables.

3.7 1960 - 1995 R egression

The d a ta  used in these cross-country regressions are averages of the respective variables, for the 

period 1960 - 1995. By taking average figures for such a lengthy time period business cycle 

effects are removed from the data. The ordinary least squares regression technique is employed. 

The dependent variable is economic growth, measured by the average annual growth rate of real 

GDP per capita. The independent variables used are the same as Levine et al. and are standard 

in growth econometrics. First, we include the initial level of real per capita GDP in 1960 and 

the average years of schooling in the total population in 1960. These are used to capture the 

convergence effect and the effect of human capital on growth respectively. Levine et al. call this 

the simple conditioning set.

The main regressions also use the policy set of control variables: inflation, fiscal policy, black
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market premium, and t r a d e . I n f l a t i o n  has been shown to have a negative relationship with 

economic growth, by reducing both capital accumulation and productivity growth. Inflation also 

serves as a proxy for the wider stability of the macroeconomic system.^* Fiscal policy is measured 

by the share of government expenditure in GDP and is used to capture the distortionary effects 

of certain government activities. Fischer (1993) has shown that the budget surplus has a positive 

correlation with growth, the effect mainly coming through the productivity channel. Thus, we 

expect government share to have a negative correlation with growth. The black market exchange 

rate premium is a good indicator of a distorted or controlled market for foreign exchange. Again 

we expect a negative relationship here. Finally, an economy’s openness to international trade 

is measured by the sum of exports plus imports as a share of GDP. It is expected th a t trade 

will have a positive correlation with growth. As average rates of these variables over long time 

periods are being used, they are more likely to be determined by structural factors than by short 

term shocks.^®

Each regression is performed twice, with finance (private credit) included as an independent 

variable in the second regression. This reveals whether finance is a significant explanatory 

variable for the overall model and gives estimates of its quantitative impact. The results (see 

Table 3.3) show th a t finance is statistically significant, judging both by its t-statistic and the 

increase in the reported R^. It is also economically important: for example if Brazil’s figure 

for private credit increased by 20%, it would have an extra 0.26 percentage points added to  its 

average annual growth rate.

The Irish residuals in the general model are then examined. The Irish residuals show how 

much higher Irish economic growth is over the period, compared to the model’s prediction. This 

can be seen from the following simple equation,

'^ i r l  ~  ^  ^ ^ i r l  ^ i r l  (^'^)

. ' .  £ i r l  =  Y i r l  -  (C + PXirl) (3.6)

where Yiri =  Irish growth performance and (c + PXiri) = Irish growth performance as predicted 

by the general model.

We can see th a t these residuals are positive in the case of Ireland, showing th a t it experienced 

some economic growth th a t is not explained by the general model. Maybe the influence of some 

of the independent variables are higher for Ireland than the param eters of the general model 

th e  independent variables are expres.sed in n a tu ra l logarithms. Fu rther details are presented in Appendix

3.A.
^^See Fischer (1993).
'**Fischer (1993, p489).
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Table 3.3; Regressions and Irish Residuals for 1960 - 1995

V ariab le g en e ra l finance g en era l fin an ce

GDP 1960 “1 01*** 
'- 3.29

-1.29***
- 4-31

-0.95***
- 3.00

-1.35***
- 4.94

School 2.23***
2.99 2.89

2.67***
4.25

2 08*** 
3.93

Government 0.77
1.20

0.51
0.69

Trade 0.18
0.46

0.39
1.12

Black market premium -2 17**
- 2.43

-1.35
- 1.15

Inflation -0.77
- 0.48

1.77
1.28

Private Credit 1 4]^**
2.43

1.56***
4.36

R2 0.38 0.47 0.26 0.43
Adjusted R^ 0.32 0.40 0.23 0.40
Irish Residuals 0.32 0.25 0.66 0.47
Cumulative Effect 11.83 9.13 25.89 17.83
- smaller for finance? -2.70 -8.06
Sample Size 63 63 63 63

N o te :  W h i t e  h e te ro sk e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors , t -S ta t is t ics  in ita l ics ,  *10%, **5%, ***1%.

suggest, or some im portant factor has been left out of the model. Our question is whether 

finance is one of these missing factors. Thus, we now examine the Irish residuals when private 

credit is included in the general model. Its inclusion as an explanatory variable in the model 

decreases the Irish residual. This means th a t more of Ireland’s economic growth is now explained 

by the model. In the regressions recorded in Table 3.3, with a sample size of sixty three, the 

original model explains Ireland’s performance quite well. Ireland’s actual performance was 0.32 

percentage points greater than  th a t predicted by the model. When finance is added, however, 

Ireland’s growth overshoots th a t of the model by only 0.25 percentage points. For the whole 

thirty five years these figures mean that the economy grew by 11.83 per cent more (general), and 

9.13 per cent more (with finance), than was predicted by the model. Therefore, these results 

seem to suggest th a t Ireland’s growth performance is less unusual when finance is included as a 

regressor: the addition of finance helps to solve the Irish growth puzzle.

The regressions are repeated using initial finance, measured by private credit in 1960, as 

a regressor. The sample size is reduced to  fifty three for this set of regressions due to data 

limitations. The results, presented in Table 3.4, show that initial finance is also a significant 

factor in explaining growth in the overall model. Moreover, here we find a very interesting
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Table 3.4: Regressions and Irish Residuals with Initial Finance for 1960 - 1995

V ariab le genera l finance in itia l g en e ra l finance in itia l

GDP 1960 -0.57**
- 2.20

-0.91***
- 3.01

-0.88***
- 2.91

-0.95***
- 3.00

1 37* * *

'- 4.94
-0.87**
- 2.66

School 0.87
1.29

0.68
1.27

0.97
1.54

2.67***
4.25

2.08***
3.93

1.98***
3.07

Government 0.99*
1.84

0.52
0.91

0.97*
1.70

Trade 0.28
0.70

0.44
1.29

0.43
1.09

Black market premium -2.89***
- 3.64

-2.02**
- 2.26

-2.83***
- 3.44

Inflation -0.24
- 0.16

1.82
1.46

0.52
0.35

Private Credit 1.32***
3.17

1.56***
4.36

Private Credit in 1960 0.56**
2.00

0.69**
2.41

R2 0.46 0.56 0.50 0.26 0.43 0.27
Adjusted R^ 0.38 0.49 0.42 0.23 0.40 0.22
Irish Residuals 0.44 0.33 0.04 0.84 0.58 0.38
Cumulative Effect 16.61 12.22 1.41 34.01 22.44 14.20
- smaller for finance? -4.39 -11.57
- smaller for initial finance? -15.20 -19.81
Sample Size 53 53 53 53 53

f v C r /  * * r c /  * *

53
* 1  0 ?Note-. W h ite  l ie te ro s k e d a s tic ity -c o n s is te n t s ta n d a rd  e r io is , t -S ta tis t ic s  in ita lic s , *10% , **5% , ***1% .
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result for the Irish residuals. At 0.04 percentage points, they are significantly smaller than 

the residuals w ith no finance, 0.44, or with contemporaneous finance, 0.33. Thus, it seems 

that finance does help to explain Ireland’s puzzling growth and it is initial finance th a t is most 

im portant. This fits in with the descriptive statistics in Table 3.1. Ireland had a high level of 

finance in 1960: nearly twice the average in the study and four percentage points larger than 

the OECD average. Irish finance, however, did not grow significantly over the period and was 

outstripped by the EU and OECD average, judging by the average value for the period 1960 - 

1995. This explains why using average private credit gives notably different results.

The second method of examining the effect of finance in Ireland involves the use of a dummy 

variable for Ireland, see Tables 3.5 and 3.6. This follows the 0  Grada and O’Rourke study noted 

above. As we saw in Equation 3.3, the dummy variable measures the difference between the 

recorded and predicted Irish growth rates. The predicted growth rate is derived in the model, 

with the Irish d ata  excluded due to the dummy variable. The more significant the dummy 

variable, economically and statistically, then the more Ireland’s growth performance, in relation 

to the model, differs from th a t of the other countries. It uses a similar logic to  our above residual 

analysis and as such it provides us with a similar set of results. They are simply presented in 

a different manner. Whenever private credit is added to the regression the coefficient for the 

Irish dummy variable decrecises. Moreover, a larger decrease again emerges when initial finance 

is used. This is highlighted when just initial GDP and human capital, Levine et al.’s simple 

conditioning set, is used. The dummy variable for Ireland is significant at the 1% level w ith no 

finance, or contemporaneous finance, but when initial finance is added to  the regression it loses 

its significance. Therefore, before initial finance is considered, Ireland has an economically and 

statistically different growth performance, in relation to the model. This is no longer true when 

initial finance is added to the model as another possible explanatory factor.

3.7.1 R ob u stness A nalysis

We test the robustness of these results by looking for leverage points in the regressions. Leverage 

points are observations which are influential in determining the statistical significance of key 

results. We determine the leverage points of the regression by using observation-specific dummy 

variables. This is where a dummy variable is used for country i, effectively excluding its data 

from the dataset for th a t regression.^® This is then repeated for each country in turn. In our 

context, these regressions tell us how the result for private credit changes when each country’s 

data are in turn  excluded from the regression.

■̂“K ennedy (1998, p226).
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Table 3.5; Regressions with Dummy Variable for 1960 - 1995

V ariab le g en e ra l finance g en e ra l fin an ce

GDP 1960 -1.29***
-4.28

-0.95***
-2.97

-1.37***
-4.88

School 2.22***
2.95 £ S 5

2.65***
4.15

2.06***
3.84

Government 0.78
1.20

0.51
0.69

Trade 0.17
0.42

0.38
1.06

Black market premium -2.16**
-2.38

-1.34
-1.13

Inflation -0.78
-0.48

1.76
1.27

Ireland 0.34
1.04

0.27
0.81

0.68***
2.75

0.49**
2.19

Private Credit 1.40**
2.41

1.55***
4.30

R2 0.38 0.47 0.26 0.43
Adjusted 0.31 0.39 0.22 0.39
Sample Size 63 63 63 63

Note :  W h i t e  h e te ro skec las t ic i ty -cons is ten t  s t a n d a r d  errors , t -S ta t i s t i cs  in italics,  *10%, **5%, ***1%.

In the policy regression presented in Table 3.3, private credit remains significant when the 

biggest leverage point is removed. I t is also robust to using just the simple control set. Our main 

interest, however, is the effect of finance in Ireland which leads us to  examine the robustness of 

the Irish residuals. The residuals decrease when finance is added to  the regression and this holds 

when the simple conditioning set is used. This result, however, is not robust to  the exclusion 

of Belgium from the sample. W hen Belgium is excluded, the Irish residuals change to 0.32 

(no finance) and 0.34 (finance). Thus, in this adjusted sample, the Irish growth performance 

becomes more unusual when finance is added to the equation. These results are presented in 

Appendix 3.B.

The key result of this section is the effect of initial finance on Ireland’s growth performance. 

In the policy regression in Table 3.4 the Irish residuals experience a notable decrease when finance 

is included in the regression. This key result is robust to the exclusion of any one country from 

the dataset.^^ Furthermore, it is robust to  the exclusion of the two, and also the four, biggest 

leverage points.^^ Our result on the insignificance of the Irish dummy variable using the simple

should  be no ted  th a t  the  significance of in itia l Enance itself, in the policy regression in Table 3.4, is not

robust to  th e  removal of Bolivia from the  da tase t.
^^The two biggest leverage po in ts in term s of th e  Irish residuals are Bolivia and Haiti. W hen they are bo th

exclvided th e  Irish residuals have th e  following values: 0.42 (no finance), 0.32 (finance), 0.27 (initial finance). T he
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Table 3.6; Regressions with Dummy Variable and Initial Finance for 1960 - 1995

V ariab le g en e ra l finance in itia l g en e ra l finance in itia l

GDP 1960 -0.57**
- 2.16

-0.91***
- 2.96

-0.88***
- 2.80

-0.43
- 1.31

-0.99***
- 3.21

-0.86**
- 2.55

School 0,86
1.26

0.68
1.23

0.97
1.51

1.76**
2.37

1.28**
2.19

1.96***
2.96

Government 0.99*
1.83

0.52
0.91

0.97*
1.69

Trade 0.27
0.63

0.42
1.20

0.43
1.04

Black market premium -2.87***
- 3.55

-2.00**
- 2.22

-2.83***
- 3.37

Inflation -0.25
- 0.16

1.80
1.43

0.52
0.35

Ireland 0.46
1.39

0.35
1.04

0.04
0.10

0.87***
3.45

0.60***
2.58

0.40
1.31

Private Credit 1.32***
3.10

1.60***
5.50

Private Credit in 1960 0.55*
1.89

0.68**
2.27

R2 0.46 0.56 0.50 0.20 0.48 0.27
Adjusted 0.37 0.48 0.41 0.15 0.43 0.21
Sample Size 53 53 53 53 53

*  1 n o r  * *  c  cv

53
* * * 1  WN o te :  W h i t e  h e te ro sk e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors,  t -S ta t i s t i cs  in ita lics ,  *10%, **5%, ***1%.
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control set, however, is not robust. In Table 3.6 the Irish dummy variable, using the simple 

control set, is significant with no finance variable and with the contemporaneous finance variable. 

When the initial finance variable is used the Irish dummy is no longer significant. This result 

does not hold when M alta is excluded from the dataset. The Irish dummy variable is now 

significant when initial finance is a regressor. This new result is itself robust to the exclusion of 

any one country from the dataset.

A caveat on the interpretation of these results is the quality of the Irish datum  for initial 

finance. The Irish data, for the variable private credit, are taken from the IM F’s IFS 2001 

Yearbook, due to  an error on the IFS CD-Rom.^^ The problem is these da ta  only go back 

to 1971. Thus, for 1960 - 1971 the IFS CD-Rom data have to  be used. We correct these 

by multiplying them  by the average ratio of the two series during their overlap period. This 

procedure can be viewed with confidence as this average figure of 1.46 varies within a small range 

of 1.42 to  1.53, during the period 1971 - 1981.

We re-run our analysis for initial finance using the unconected d ata  from the IFS CD-Rom, 

as a further robustness check on our results.^"* We know that these data are inaccurate and 

underestimate the true value of private credit. As such they give a minimum value for Irish 

private credit in 1960. This new value is equal to 31.76.

Our general results on the significance of finance do not change, as only one observation out 

of fifty three has changed. We pay particular attention to our analysis of the Irish residuals and 

the Irish dummy variable, as the changed datum  is of direct relevance to these results. For the 

Irish residuals we find that our key result still holds, just at a lower magnitude: the residuals 

decrease when initial finance is included. Their new value is 0.24 which compares favourably 

with our previous results for no finance (0.44) and average finance (0.33). Again this result is 

robust to  the removal of any one country from the sample, see Appendix 3.B, and also to  the 

exclusion of the two and four biggest leverage p o in ts .N e v e rth e le ss , the size of the decrease is 

smaller as previously the residuals decreased to 0.04.̂ ®

When we look at the dummy variable for Ireland we notice a change; when we use the

four biggest, leverage po in ts in th is regard are B oliv ia , Haiti, .Japan and M alta. W hen these countries are all

om itted  from the sam ple th e  Irish residuals are 0 .69  (no finance), 0.624 (finance), 0 .617 (in itia l finance).
^■^This error affects the L evine e t  al. (2000) d ataset which we are using.
^■^Our average finance resu lts are less affected by this data problem, as on ly  tw elve o f the thirty  six years in

our average finance figure have to b e  constructed  in this manner.
^®The tw o biggest leverage p o in ts in term s of th e  Irish residuals are again B o liv ia  and H aiti. W hen they are 

b oth  excluded  the Irish residuals have th e  follow ing values: 0.42 (no finance), 0.32 (finance), 0.35 (initial finance). 

T he four b iggest leverage po in ts in th is regard are B olivia, Haiti, Japan and B elgium . W hen these countries are

all om itted  from the sam ple the  Irish residuals are 0 .42  (no finance), 0 .39 (finance), 0.39 (initial finance).
^®For th e  sim ple se t th e  new  residuals have a value o f 0.63, still sm aller than  th e  residuals w ithout finance.
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uncorrected datum  the dummy variable is now significant in the initial finance regression, with 

the simple set. Nonetheless, the coefficient on the dummy variable still decreases when initial 

finance is included. These new results follow much the same pattern as the new results for the 

Irish residuals. For the full policy set regression the coefficient on the Ireland dummy is 0.25, 

which is still a decrease from the 0.46 (no finance) and 0.35 (average finance) recorded previously.

To summarise, the key result that finance, and initial finance in particular, helps to  explain 

Ireland’s growth performance seems robust. Unfortunately, the size of this effect cannot be 

precisely calculated due to the aforementioned data problem. We believe the tru th  is closer 

to the original results presented in Tables 3.4 and 3.6 with the corrected data, th an  to the 

uncorrected da ta  results just described. This is on account of the steady relationship between 

the IFS 2001 Yearbook data  and the IPS CD-Rom data, illustrated by the narrow range of their 

ratio.

3.8 1986 - 1995 Regression

In this section the regression analysis in Section 3.7 is repeated for the smaller time period, 1986 

- 1995, during which Ireland’s growth performance improved.

The results in Tables 3.7 and 3.8 show tha t private credit is statistically significant only for 

the smaller sample size. Both this result and the insignificant result for the larger sample are not 

robust to the removal of leverage points from their respective samples. Indeed no robust result 

for private credit emerges in either regression: private credit switches between significance and 

insignificance as each leverage point is omitted in turn. In both cases, however, the insignificant 

results for private credit are more robust than the significant results.^* Thus, we do not have a 

consistent relation where finance affects growth in this time period. A different picture emerges 

when we look at initial finance. It is strongly significant and this is robust to the exclusion of 

any one country from the dataset.^®

The results for Ireland echo those for the longer time period in Section 3.7. I t should be 

noted, however, th a t the concern th a t business cycle effects are present in this data, due to

'̂ ’’The sample for initial finance decreases to forty eight in this section, and the next, due to data contraints.

Brazil, Guyana, Spain, Sudan and Zimbabwe are the countries no longer in the sample.
^*The significant result for private credit with the smaller sample size, regression (4) in Table 3.7, has sixteen

leverage points. Thus, the exclusion of any one of these sixteen countries, out of the forty eight in the sample,

will result in a regression where private credit is insignificant. Malaysia is the biggest of these leverage points.

When it is excluded from the sample private credit is insignificant. This subsequent regression has only one

leverage point: Kenya. W hen the full sample is used, regression (2) in Table 3.7, we get an insignificant result

for private credit. Botswana is the only leverage point for this regression. When it is omitted from the sample

private credit becomes significant. This subsequent regression has two leverage points; Thailand and Korea. 
^®These general effects of finance are also robust to use of the simple set of control variables.
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Table 3.7; Regressions and Irish Residuals for 1986 - 1995

V ariab le g en era l fin an ce general fin an ce in it ia l

GDP 1960 -0.60
- 1.48

-0.83*
- 1.68

-0.40
- 1.05

-0.67*
- 1.69

-0.73*
- 1.80

School 2.50**
2.09

2.08*
1.93

0.54
0.48

0.25
0.24

0.79
0.72

Government -0.02
- 0.02

-0.15
- 0.13

-0.02
- 0.02

-0.09
- 0.08

-0.25
- 0.23

Trade 0.84
1.38

0.92
1.55

0.84
1.59

0.95**
2.02

0.98**
2.13

Black market premium -0.77
- 0.56

-0.46
- 0.33 \ 

1 * -6.49**
- 2.03 1 

1 * *

Inflation 0.53
0.36

1.73
1.11

2.91
1.21

4.72*
1.84

4 .37*
1.95

Private Credit 0.90
1.26

0.90*
1.73

Private Credit in 1986 0.65***
3.10

R2 0.17 0.20 0.27 0.32 0.38
Adjusted R^ 0.08 0.10 0.17 0.20 0.27
Irish Residuals 2.43 2.49 2.46 2.51 2.31
Cumulative Effect 27.14 27.88 27.51 28.13 25.66
- smaller for finance? 0.74 0.62
- smaller for initial finance? -1.85
Sample Size 63 63 48 48 48
Note :  W h i t e  h e te ro sk e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors , t -S ta t i s t i cs  in ita lics ,  *10%, **5% , ***1%.

the shorter time period, is especially pertinent for Ireland given this tim e period coincides with  

Ireland’s economic improvement. This time the Irish residuals increase when finance is added 

as a regressor. Nevertheless, when initial finance is added to the regression we again find a 

decrease in the Irish residuals. Therefore, again it is initial finance that is important. In this 

shorter, and later, time period the effect is not as big.

The results for the second technique are similar. The dummy variable is slightly larger 

when finance is added to the regression, and slightly smaller when initial finance is added. It 

is interesting to note the strong statistical and economic significance of the dummy variable for 

Ireland in these results This highlights that the Celtic Tiger emerged at a time when other 

economies were struggling.
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Table 3.8: Regressions with Dummy Variable for 1986 - 1995

V ariab le g en e ra l finance g en era l finance in itia l

GDP 1960 -0.63
-1.58

-0.87*
-1.76

-0.39
-1.06

-0.67*
-1.69

-0.72*
-1.80

School 2.51**
2.09

2.09*
1.93

0.41
0.37

0.12
0.11

0.66
0.61

Government 0.09
0.08

-0.04
-0.03

0.18
0.16

0.12
0.11

-0.05
-0.05

Trade 0.72
1.18

0.80
1.35

0.67
1.25

0.78
1.66

0.82*
1.75

Black market premium -0.77
-0.57

-0.45
-0.33

-6.67**
-2.01

-6.21*
1.93

-7.15**
-2.29

Inflation 0.53
0.36

1.76
1.12

2.89
1.19

4.74*
1.80

4.31*
1.88

Ireland 2.58***
4.37

2.65***
4.90

2.68***
5.26

2
5!97

2.52***
5.21

Private Credit 0.91
1.25

0.92*
1.72

Private Credit in 1986 0.63***
2.93

R2 0.19 0.22 0.32 0.37 0.42

Adjusted 0.08 0.10 0.21 0.24 0.31
Sample Size 63 63 48 48

: + * 1  ncz

48
** co y  * * * 1  wN ote :  W h i t e  h e te ro sk e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors, t -S ta t is t ics  in ita lics ,  *10%, **5%, ***1%.
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3.9 F ix ed  Effect R egression

The next analysis is a fixed effects regression. Here we examine the finance-growth relationship 

by looking at the changes in variables, rather than the levels of these variables. This uses the 

same OLS framework as above, with the same variables, but the d ata  used is the difference 

between the average level for 1986 - 1995 and the average level for 1976 - 1985. We can see, by 

looking at a panel dataset with two time periods, t =  1 (1976 - 1985), 2 (1986 - 1995), tha t this 

is the same as a fixed effects regression,

yt  =  a t +  Pxt  +  €t (3.7)

y i  =  a i + P x i + e i  (3.8)

J/2 =  «2 +  PX2 +  €2 (3.9)

.'. 2/2 -  2/1 =  (Q2 -  a i )  +  P{x2 -  x i )  +  (C2 -  ei) (3.10)

This regression is also repeated including a dummy variable for Ireland. The results are reported 

in Tables 3.9 and 3.10. We find a similar pattern of results to Section 3.8: average finance is not 

significant bu t initial finance is significant. Both results are robust to the exclusion of any one 

country from the dataset and to the use of the simple conditioning set. Therefore, differences 

in finance within countries (fixed effects regression) are important in addition to differences in 

finance across countries (Section 3.7 and 3.8).

When we turn  to  our analysis of Ireland, we find that the above result holds: initial finance, 

not average finance, is im portant. There is a substantial decrease in bo th  the residuals and the 

dummy variable for Ireland when initial finance is added to the regression.

3.10 C ounterfactual

The results so far suggest tha t the Irish growth puzzle is partially explained by the finance effect.

Specifically, when initial finance is added to the standard model we employ, the model gives a

better explanation of Ireland’s growth performance. This section gives growth predictions for

Ireland with different values for private credit, the finance proxy.

The results, see Table 3.11, illustrate th a t if Ireland’s value for private credit in 1960 was

equal to the full sample average, Ireland’s average annual economic growth rate would be thirty

six percentage points lower. A better comparison may be with an EU or an OECD average. In

addition, a value for Spain and Portugal may be useful, as they had reasonably similar income

levels to Ireland at the start of the period.^*^ W ith all of these values the model underestimates

^®The figure used here is an unweighted average of the Spanish and Portugese levels of private credit, following 

de la Fuentes and Vives (1997).
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Table 3.9: Regressions and Irish Residual for Fixed Effect

V ariab le general finance g en e ra l finance in itia l

GDP 1960 -5.58***
-3-47

-5.94***
-3.38 1 

1 * * * 7 07***
'-4.08

-7 84*** 
-5.97

School -4.85
-1.49

-4.48
-1.36

-6.36
-1.63 1 

1 -5.70
-1.58

Government -2.10
-0.91

-1.74
-0.79

0.56
0.25

0.45
0.20

0.13
0.06

Trade -0.23
-0.18

-0.27
-0.20

-0.91
-0.61 1 

> -0.82
-0.51

Black market premium -0.52
-0.73

-0.37
-0.52

-0.33
-0.54

-0.42
-0.69

-0.93
-1.18

Inflation 0.30
0.20

0.73
0.41

-0.18
-0.12

-0.60
-0.40

0.90
0.49

Private Credit 0.78
0.86

-0.50
-0.73

Initial Private Credit 1.29**
2.32

R2 0.31 0.32 0.50 0.50 0.57
Adjusted R^ 0.24 0.23 0.43 0.42 0.50
Irish Residuals 2.44 2.62 3.34 3.25 2.81
Cumulative Effect 27.26 29.52 38.89 37.69 31.93
- smaller for finance? 2.26 -1.20
- smaller for initial finance? -6.96
Sample Size 63 63 48 48

* 1  c\W *
48

Note :  W h i t e  h e te ro s k e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors, t -S ta t i s t i cs  in ita lics ,  *10%, **5%, ***1%.
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Table 3.10: Regressions with Dummy Variable for Fixed Effect

V ariab le g en e ra l finance g en e ra l finance in itia l

GDP 1960 -5.63***
-3 4 6

-6.05***
- 3.42

-7.69***
- 4.77

_7 4 4 ***
- 4.46

-8 .0 0 ***
- 5.94

School -4.71
-1 4 6

-4.27
- 1.31

-6.58*
- 1.74

-6.64**
- 1.72

-5.97*
- 1.68

Government - 1 . 6 6
- 0.70

-1 . 2 0
- 0.54

1.69
0.74

1.60
0.69

1.15
0.53

Trade -0.35
- 0.27

-0.40
- 0.31

-1.28
- 0.89

-1.32
- 0.89

-1.16
- 0.74

Black market premium -0.50
- 0.72

-0.33
- 0.48

-0.14
- 0.22

-0 . 2 0
- 0.34

-0.69
- 0.85

Inflation 0.28
0.18

0.78
0.43

-0.36
- 0.25

-0.62
- 0.41

0.62
0.34

Ireland 2.63***
3.86

2

4.41
3.76***
4.62

3.69***
4.58

3.23***
3.72

Private Credit 0.90
0.99

-0.32
- 0.49

Initial Private Credit 1.13*
1.87

R2 0.33 0.34 0.56 0.57 0.62
Adjusted 0.24 0.24 0.49 0.48 0.54
Sample Size 63 63 48 48 48

N o te : W h ite  h e te ro sk e d a s tic ity -c o n s is te iit  s ta n d a rd  erro rs, t-S ta tis t ic s  in ita lic s , *10% , **5% , ***1% .



Table 3.11: Regression Results for 1960 - 1995 using different values for Private Credit

M o d el P r iv a te  C re d it G ro w th  R a te R e s id u a l

Recorded Irish Growth - 3.25 -

Ireland Finance 1960 46.2 3.22 0.04
Sample Average Finance 1960 25.0 2.89 0.36
EU Finance 1960 36.9 3.10 0.16
OECD Finance 1960 42.3 3.17 0.09
Spain /  Portugal Finance 1960 42.8 3.18 0.08
USA Finance 1960 77.7 3.46 -0.21
Ireland Finance 1986 59.5 3.34 -0.08
Sample Average Finance 1986

TVip e r r n w t h  r a t e  a n d  r e s i d u a l  a r e  f o r  I r e l a n r

51.3
1 l is in p '  t h p  flifFprpnf- v a l '

3.27
iif»«5 f n r  n r i v n t p  r rp H it .

-0.01
in fhA  a tflnr?  n r r l  i

Ireland’s growth rate. The lowest residual is eight percentage points for Spain and Portugal.

This suggests th a t it is not just the magnitude of Ireland’s private credit in 1960 th a t is 

important. The Irish residuals would decrease considerably when private credit is included, 

even if Ireland’s value for private credit in 1960 was equal to the OECD average. Thus, it is the 

inclusion of initial private credit in the regression that seems to be crucial.

3.11 Conclusion

This paper follows Levine et al. (2000) in showing, in a cross-country analysis, th a t finance is a 

significant determ inant of economic growth. This fact is then used to  try  to  explain Ireland’s 

puzzling growth performance. The inclusion of initial finance as a regressor in our model 

decreases the size of the Irish residuals and the size of the Irish dummy variable. Thus, the 

addition of initial finance aids the explanation of Ireland’s growth performance. The exact size 

of this effect, however, cannot be determined due to a data problem. This result seems to hold 

best for our longer time period: 1960 - 1995. When Ireland’s growth ra te increases, during the 

period 1986 - 1995, the result still holds but it is of a smaller magnitude. Thus, the financial 

sector has played a role in the Celtic Tiger. This is confirmed by a fixed effects regression. 

Improvements in Ireland’s financial system help to explain improvements in Ireland’s growth 

rate.

The cross-section m ethod, however, imposes common coefficients across countries. To reach 

more definite conclusions the next chapter will use a time series analysis. This will also address 

the causality issue: does finance cause growth or merely follow growth? Presently we are left 

with the tentative conclusion th a t when the finance effect is accounted for, which it should be, 

the Irish growth puzzle is partially explained.
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3.A  D ata  A ppendix

The data employed in this paper are taken from the dataset of Levine, Loayza and Beck (2000), 

which we thank them for sharing. The original sources of their data are as follows:

• Growth in GDP and initial GDP are based on GDP per capita from the World Bank’s 

World Development Indicators 2001 (WDI).

•  Human capital is the variable “Average years of schooling in the total population over age 

25” from Barro and Lee (1993).

• Trade is expressed as a percentage of GDP and is from the WDL

• Government Size is also expressed as a percentage of GDP and taken from the WDL

• Inflation is based on the consumer prices and is the log difference of line 64 from the IFS.

• Black market premium is the ratio of the black market exchange rate and the official 

exchange rate minus one. Its original sources are Pick’s Currency Yearbook and the 

World Currency Yearbook.

As stated previously the Irish data  for the variable private credit are actually taken from the 

IFS 2001 Yearbook, due to an error on the IFS CD-Rom which affects Levine et al.’s dataset. 

These IFS CD-Rom d a ta  only go back to 1971. Thus, for 1960-1971 the IFS CD-Rom data are 

used and are corrected by multiplying them by the average ratio of the two series during their 

overlap period.*

3.B R obustness A ppendix

The Tables presented here relate to  the robustness analysis of Section 3.7.1.

^This average figure is 1.46 and varies w ithin  a sm all range of 1.42 to 1.53 during the period 1971-1981.
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Table 3.B.1: Robustness of Irish Residuals

C oun try  o m itted  
from  th e  sam ple

general

Value of Irish  R esiduals

corrected  
finance general in itia l finance

u n co rrec ted  
in itia l finance

Argentina 0.32 0.25 0.44 0.04 0.24
Australia 0.30 0.25 0.43 0.04 0.24
Austria 0.36 0.29 0.46 0.06 0.26
Belgium 0.32 0.34 0.44 0.04 0.27
Bolivia 0.28 0.22 0.39 0.09 0.25
Botswana 0.43 0.37
Brazil 0.28 0.23 0.41 0.01 0.20
Cameroon 0.32 0.25
Canada 0.32 0.26 0.44 0.04 0.24
Chile 0.31 0.23 0.44 0.03 0.23
Colombia 0.32 0.25 0.44 0.04 0.24
Costa Rica 0.31 0.25 0.44 0.02 0.22
Denmark 0.28 0.25 0.41 0.01 0.20
Dominican Republic 0.33 0.27 0.46 0.05 0.25
Ecuador 0.32 0.26 0.45 0.04 0.23
El Salvador 0.32 0.25 0.44 -0.01 0.21
Finland 0.33 0.27 0.45 0.05 0.25
Prance 0.34 0.26 0.44 0.04 0.24
Germany 0.30 0.22 0.43 0,01 0.21
Ghana 0.26 0.18 0.36 -0.08 0.13
Greece 0.34 0.27 0.46 0.06 0.25
Guatemala 0.32 0.26 0.44 0.04 0.24
Guyana 0.29 0.19 0.43 0.01 0.21
Haiti 0.35 0.26 0.47 0.19 0.33
Honduras 0.31 0.25 0.42 0.04 0.23
India 0.32 0.25 0.42 0.02 0.21
Israel 0.32 0.25 0.44 0.04 0.24
Italy 0.34 0.27 0.45 0.06 0.25
Jamaica 0.29 0.22 0.40 -0.01 0.19
Japan 0.32 0.26 0.43 0.09 0.26
Kenya 0.32 0.24 0.42 -0.04 0.18
Korea 0.36 0.30
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Table 3.B.1 continued

C ountry om itted  Value o f Irish residuals
from th e  sam ple

corrected uncorrected  
general finance general in itia l finance in itia l finance

Lesotho 0.26 0.21
Malaysia 0.39 0.30 0.51 0.07 0.30
Malta 0.52 0.44 0.74 0.35 0.54
Mexico 0.34 0.28 0.45 0.05 0.25
Netherlands 0.34 0.24 0.44 0.04 0.24
New Zealand 0.25 0.22 0.38 0.01 0.20
Niger 0.37 0.30
Norway 0.38 0.30 0.48 0.08 0.27
Pakistan 0.29 0.23 0.42 0.03 0.22
Panama 0.27 0.21 0.38 0.01 0.19
Papua New Guinea 0.32 0.25
Paraguay 0.33 0.27 0.46 0.05 0.25
Peru 0.32 0.25 0.43 0.01 0.22
Philippines 0.28 0.21 0.40 -0.05 0.16
Portugal 0.38 0.29 0.49 0.14 0.31
Senegal 0.29 0.22
South Africa 0.26 0.14
Spain 0.33 0.26 0.45 0.06 0.25
Sri Lanka 0.32 0.25 0.46 0.06 0.25
Sudan 0.25 0.14 0.44 -0.01 0.20
Sweden 0.30 0.22 0.41 -0.01 0.20
Switzerland 0.32 0.19 0.43 -0.03 0.18
Thailand 0.35 0.27
Togo 0.33 0.26
Trinidad and Tobago 0.31 0.25 0.43 0.03 0.23
United Kingdom 0.30 0.25 0.42 0.04 0.23
United States 0.32 0.25 0.44 0.04 0.24
Uruguay 0.30 0.23 0.42 -0.01 0.20
Venezuela 0.31 0.24 0.43 0.07 0.25
Zimbabwe 0,32 0.26 0.44 -0.02 0.21

51



Chapter 4

A Tim e Series Analysis of F inance 

and G row th  in Ireland



4.1 Introduction

It is now widely accepted in macroeconomics th a t finance is a factor in determ ining economic 

growth. A large body of theoretical literature suggests this and, moreover, there is empirical 

evidence to  support this hypothesis. Levine (1993, 1998, 2000), in particular, has produced 

a number of papers which have found evidence tha t a better financial system results in higher 

economic growth. This topic is of particular interest to  Ireland given the high profile role of the 

financial sector in the country’s recent economic success.

The aim of this paper is to address this question using a time series approach. We find 

th a t finance and growth move together in Ireland over time and th a t finance seems to  follow 

growth. T he rest of the paper proceeds as follows. Some theoretical issues are examined in 

the next section. Section 4.3 reviews previous time series analyses of finance and growth, and 

our empirical strategy employed is outlined in Section 4.4. The dataset which is constructed 

for Ireland is presented in Section 4.5 and Section 4.6 examines the issue of stationarity. S tan­

dard cointegration testing and estim ation techniques are then employed in Sections 4.7 and 4.8, 

respectively. Section 4.9 investigates the issue of causality and Section 4.10 looks at robustness. 

Finally, Section 4.11 concludes.

4.2 Theoreticcil Background

As stated  previously, a large body of theoretical and empirical literature exists on th is topic. The 

existing theory says th a t the financial sector affects economic growth by overcoming market fric­

tions and thus increasing the efficiency of resource allocation. Financial intermediaries decrease 

liquidity risk for individual investors while channeling funds to profitable investment opportu­

nities, regardless of their liquidity. Furthermore, financial intermediaries avail of economies of 

scale to  reduce information costs, transactions costs and monitoring costs. The net result of 

these effects is an increase in the efficiency and the quantity of investment.

Empirically there are m ajor issues with trying to test and measure this theory. F irst, one 

cannot directly measure the success of financial institutions at these functions. Consequently, 

proxies have to be employed. Second, theory also supports the idea of growth causing finance. 

Joan Robinson has said th a t “where enterprise leads finance follows.” ' The idea here is that as an 

economy grows so does the dem and for financial services. As existing companies grow, and new 

companies emerge, there will be an  increase in investment which has to be financed. Therefore, 

the financial sector will grow in an effort to  keep up witli overall economic performance. This 

competing theory means tha t empirical work has to deal with the thorny issue of causality.

* Q u () t« l  ill Lpvii ir  (1997,
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To address the first issue this paper employs both new and old proxies for the efficiency of 

the financial sector. With regard to the second issue, the time series approach is more adept 

at handling causality issues. This paper departs theoretically from the existing literature by 

examining the effect foreign financial systems may have on domestic economic performance. 

This is particularly relevant for Ireland as a small open economy.

There are a number of channels through which Ireland might increasingly benefit from foreign 

financial systems. First, improvements in foreign financial systems themselves. Second, when 

Irish firms increase their importation of foreign financial services, for instance by raising overseas 

loans. Third, when Irish financial institutions lend more abroad. The domestic economy 

will benefit through the last channel as financial institutions acquire knowledge, improving the 

efficiency of their resource allocation. Also diversification of their portfolios enables them to 

lend more domestically. Theoretically, all these channels could affect the quality and quantity 

of domestic investment and thus affect economic growth.

This approach is different from that of De Gregorio (1998), who includes financial integration 

in a Levine-type cross country format. De Gregorio was mainly looking for the effect of portfolio 

diversification. He finds that financial integration has no direct impact on economic growth, 

once financial depth is held fixed. He finds, however, that financial integration has a positive 

relationship with financial depth.

4.3 P revious Literature

This section reviews some recent literature, see Table 4.1, which uses the time series approach to 

analyse the finance-growth link. Demetriades and Hussein (1996) examine the finance-growth 

relationship within sixteen developing countries.^ The first financial proxy they use is the ratio 

of bank deposit liabilities to GDP. The second is the ratio of bank claims on the private sector 

(loans) to nominal GDP, which is close to Levine’s private credit measure. They focus their 

analysis on the issue of causality. To do this they first test for cointegration utilising both the 

Engle and Granger (1987) and Johansen (1988) procedures. They then test for causality using 

both error correction models (ECMs) and Granger tests on vector autoregressions (VARs) in 

levels.

Their results suggest that there is, in general, a relationship between finance and growth, 

but that it varies across countries. The Johansen technique finds cointegration for thirteen of 

the sixteen countries, for at least one of the finance indicators. The Engle-Granger method 

^Tlio exHct rriln rio n  i.s th a t  tlir  ro iin try  mii.st no t ho liiglily d rv rlo p rd  in 1960, acconlinR  to  the  WorI.l B ank 

definition.

54



only finds cointegration in five countries. As regards causality, the results are again mixed. 

The main result is that seven of the sixteen countries have a bi-directional relationship. In six 

countries it is found that finance follows growth and in only three countries does finance seem 

to cause growth.

Hansson and Jonung (1997) study the link between finance and growth in Sweden from 1834 

- 1991. Levine’s private credit measure is again used to proxy finance. They also employ 

Johansen (1988) cointegration analysis. In their initial model, which includes only GDP and 

finance, a unique cointegrating relationship is identified. It seems that this relationship is not 

stable, as the coefficients for finance are significantly different for different sub-periods. They 

also test for multivariate cointegration using a range of other variables, including investment, 

human capital and technological progress.

Arestis and Demetriades (1997) test the finance-growth relationship using the Johansen coin­

tegration analysis for Germany and the US. Four variables are used: a growth variable, stock 

market capitalisation, stock market volatility and a Levine-type finance variable (M2 as a ratio 

of GDP for Germany and bank credit as a ratio of GDP for the US). The results highlight that 

the finance-growth relationship need not be similar across countries. For Germany it appears 

that there is uni-directional causality from financial development to GDP, but the reverse seems 

to be true for the United States. They also examine the effects of financial repression in South 

Korea using a weighted index of five banking sector controls. This variable has a positive effect 

on financial development, which the authors find consistent with a monopoly banking model.

The finance-growth nexus in Taiwan between 1960 and 1995 is examined by Ford (1997). 

He uses standard proxies for the development of the financial system. He also constructs some 

new indices which measure the development of the banking sector, using principal components 

analysis aided by information from principal factor analysis. He uses Johansen cointegration 

analysis, Engle-Granger ECM modelling and Granger causality tests on VARs. It is found that 

finance causes growth. Ford and Agung (1999), us«! similar techniques to examine the case of 

Japan. For the sub-period 1984 Q3 to 1995 Q2, finance is found to Granger cause growth. In 

general, however, the causality results vary according to the type of causality test.

Neusser and Kugler (1998) examine the finance-growth hypothesis for thirteen OECD coun­

tries. The distinctiveness of their research is the data they use. They measure financial 

development by the GDP of the financial sector, including a wide range of institutions such as 

insurance companies. Manufacturing GDP is usetl as a growth measure, reflecting their belief in 

the primacy of technical progress in stimulating economic growth. They also use manufacturing 

Total Factor Productivity (TFP), a direct measure of technical progress. They use a range of 

cointegration techniques including a panel cointegration test in the fashion of Pedroni (1997).
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They find that financial sector GDP is positively related to manufacturing GDP, and also to 

manufacturing TFP, for most of the countries they study.

Rousseau and Wachtel (1998) undertake a time series analysis of the finance-growth relation­

ship for five countries: the United States, the United Kingdom, Canada, Norway, and Sweden. 

They believe disappointing results from existing tim e series studies are due to  the  recent time 

periods studied, when countries were already quite sophisticated financially. Therefore, they 

examine the period 1870 - 1929 which was a time of rapid industrialization for all the countries 

in the study, reflected in the declining share of the agricultural sector. Standard proxies are 

used for finance in the regression analysis. One innovation is th a t the monetary base is included 

as a benchmark so th a t movements in money are excluded from the measured finance-growth 

relationship. The causality issue is addressed using a VECM and VARs in levels. The results 

for the United States and the United Kingdom are in favour of finance causing growth.

Much of the above literature is criticised by Luintel and Khan (1999) for its bivariate nature. 

They believe th a t a time series study in this field which omits the real interest ra te  and the 

capiteil stock is mis-specified. They correct for this by using a multivariate VAR analysis. They 

find cointegration according to the Johansen technique. In the ten countries analysed, the 

authors find bi-directional causality. We do not employ a multivariate approach in our study 

due to  our small sample size. Furthermore, a bivariate approach places our analysis w ithin the 

existing literature.

The rest of the above literature seems to support the contention th a t finance causes growth, 

although this is not true in all of the studies examined. Some studies emphasize how this link

differs across countries. Thus, a  study particular to Ireland is definitely worthwhile. A range

of econometric techniques have been employed in the previous literature, most of which we will 

use in this paper. These include unit root tests, Engle-Granger and Johansen cointegration 

techniques, ECMs, VECMs, and Granger causality tests. The literature also highhghts the 

im portance of the proxies used to  measure the quality of the financial system. Nonetheless, 

none of these studies include proxies for the role of foreign financial systems. Such proxies are 

developed in this study and are presented in Section 4.5 below.

4.4 Empirical Strategy

The paper proceeds by first describing the data  that is used as we apply the issue of finance and 

growth to  Ireland. We then ask the following questions:

1. Is there a relation between finance and growth?

2. If there is a relation, which variable is the causal factor?
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Table 4.1: Previous Literature Summary Table

A u th o r ( s ) M e th o d F in a n c e  M ea s u re

D e m e t r i a d e s  an d  H usse in  (1996) J o h a n s e n  +  EG  C o in te g ra t io n  
E C M .  VAR G r a n g e r  causa l i ty

b an k  d e p o s i t s  /  G D P  
pr iva te  c r e d i t  /  G D P

H ansson  a n d  J o n u n g  (1997) J o h a n s e n p r iv a te  c r e d i t ,  p e r  c a p i t a

A rcst is  a n d  D e m e t r i a d e s  (1997) J o h a n s e n stock  m a r k e t  c a p i ta l i s a t io n  
s tock  m a r k e t  vo la t i l i ty  
p r iva te  c re d i t  /  G D P  
b a n k  d e p o s i t s  /  G D P  
ex -a n te  rea l  d ep o s i t  i n te r e s t  r a t e  
financia l rep re s s ion  in d ex

Ford  (1997) J o h a n s e n
E C M
V'AR G ra n g e r  cau sa l i ty

currency  to  M2
to ta l  f inanc ia l  a sse ts  to  G N P
index ba sed  on n u m b e r  o f  b a n k  b ra n c h e s
index ba sed  on  P C A  a n d  P F A

A gung  a n d  Fo rd  (1998) J o h a n s e n
ECM

liquid l iab il it ies  /  G D P  
P r iva te  C re d i t  /  G D P
% of to ta l  c r e d i t  a l l o c a t e d  by  c o m m ,  b a n k s  
currency to  M2

N eusser  a n d  K u g lc r  (1998) J o h a n s e n  + EG  C o in te g ra t io n  
G r a n g e r  Lin /  G ra n g e r  causa l i ty

G D P  of th e  f ina nc ia l  s e c to r

R o u ss e au  a n d  W a c h le l  (1998) J o h a n s e n
V E C M ,  VAR G r a n g e r  causa l i ty

priva te  c r ed i t ,  p e r  c a p i t a
M o n e ta ry  s t o c k - m o n e ta r y  b a se ,  p e r  c a p i t a

A gung  a n d  Fo rd  (1999) J o h a n s e n
E C M
G r a n g e r  c au s a l i ty

M 2 / G D P
Pr iva te  C re d i t  /  G D P

of to ta l  c re d i t  a l l o c a t e d  by  c o m m ,  b a n k s  
cu rrency  to  M2

Lu in te l  a n d  K h a n  (1999) m u l t i v a r i a t e  VAR hank  d e p o s i t s  /  G D P
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Before we can do this, we first examine the statistical properties of the d a ta  in terms of sta- 

tionarity. Then we answer the above questions by looking at the two key issues of cointegration 

and causality.

4.5 D ata

4.5.1 E conom ic G rowth

The consensus from the existing literature is to use real GDP as the indicator of economic 

development.^ Real GDP is employed here also as this seems a judicious measure.

4.5 .2  F inancia l D evelopm ent

The main finance measures used in the literature are Levine-type proxies. Levine’s preferred 

measure is private credit and an amended version is used in this study. It is defined as

• “DC” =  Domestic credit =  The total value of credits issued by resident financial interme­

diaries to the government and the private sector."*

In effect it measures the activity of the banking sector. The da ta  are taken from the IM F ’s 

International Financial S tatistics (IFS) Yearbook 2001.

The lim itation of this measure is that, effectively, it measmes the size of the financial sector. 

Thus, our analysis relies on the assumption that bigger financial sectors provide more efficient 

financial services. This assumption is unavoidable, seems to be reasonable and is standard in the 

literature. It makes sense th a t domestic credit will increase as the quality of financial services 

improves.

We repeat our econometric analysis using other measures of domestic finance in Appendix 

4.B, as a  robustness check on our results.

•’ T he difference, in th e  case of Ireland , is tlia t si/.eahle net factor income has resulted  in a  gap  betw een G D P

and GN P. G D P  is still chosen as, theoretically , finance should influence dom estic econom ic activ ity .
^T his nien.sure is e<iiial to  “line 22A +  line 22D + line 42A.K +  line 42D .K ” in In tern a tio n a l F inancial

S ta tistics . W hereas Levine et a l. 's  (2(KK)) private  cred it ju st uses “line 22D +  line 42D ", o m ittin g  credit to  the

governm ent. We u.se <lonuwtic c red it as it is m ore consistent with some of our foreign financial variablej^ whi<h

also include cred it to  th e  governm ent. In the  rohustnejts section, we repeat th e  em pirical analysis using private

crw lit.

T he am alg am atio n  of linra 22A +  22D w ith lines I2A.K + 421). m eans th a t  b o th  bank and  non-bank financial 

in te rm ed iaries a re  include»l. T h is i,<< pa rticn la rly  im p o rtan t in the ca.se of Ireland  as in 1995 building societies, 

s ta te  spoiiHore<l financial institiiti<m s, and  tru stees .savings banks where re<'la.ssified as banking  institu tions, having 

previously been cla-ssifiiMl as nonbank  financial in stitu tions.
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4.5.3 F inancia l In teg ra tio n

In view of the fact that Ireland is a small open economy, it is likely that foreign financial systems 

affect domestic economic growth as discussed in Section 4.2. Hence, suitable proxies axe needed 

to account for this.

The first measure is talcen from Table 6B of The Quarterly Review of the Bank of International 

Settlements (BIS):

•  “FC” =  Foreign credit =  The external positions of reporting banks with the Irish non-bank 

sector.

It measures foreign lending that comes to Ireland and thus serves as a proxy for the second 

channel identified in Section 4.2.

This foreign credit measure can be combined with domestic credit to give an overall figure 

for the volume of credit reaching the Irish private and governmental sectors:

• “TC” =  Total credit =  “DC -t- FC” =  Domestic credit +  foreign credit.

The next measure is also taken from The Quarterly Review of the BIS (Table 2B):

• “ILA” =  Irish lending abroad =  The external assets of Irish banks vis a vis the non-bank 

sector in all currencies.

It measures the lending of Irish banks abroad and is therefore a proxy for the third channel. 

The fourth me£»sure is similar but also includes lending to foreign financial institutions, whereas 

ILA deals solely with the non-bank sector.

• “FA” =  Foreign Assets =  Total foreign assets of deposit money banks and non-bank finan­

cial institutions

It is the sum of line 21 and line 41 from the IMF’s International Financial Statistics.

The remaining measure is also taken from the IFS:

• “FL” =  Foreign Liabilities =  Total foreign liabilities of deposit money banks and non-bank 

financial institutions.

It is the sum of line 26c and line 46c. This proxy measures the foreign lending to, and foreign 

deposits with, Irish financial institutions. Both FA and FL experience a decrease in 1982 due



to a definitional change.®

The econometric analysis is conducted on the natural logarithms of the variables in volume 

terms. This has no effect on the results, as the correlation rates between volume and per 

capita are over 0.99 for all the variables. All the variables used are of annual frequency and are 

transformed into 1995 Irish pounds; they are deflated by the GDP deflator.® The respective 

time periods of the variables are noted in Table 4.2.

4.6 Stationarity

The first step in the statistical analysis is to examine the stationarity of all the data series.

Stationary variables fluctuate around their mean with a finite variance. A series is weakly

stationary if its mean, variance, and autocovariance are time invariant.^ We examine stationarity

by testing for unit roots. The presence of a unit root means that the series is non-stationary.

The standard test that is employed here, the augmented Dickey-Fuller (ADF) test, uses a null

hypothesis that the series contains a unit root.* The ADF test, Table 4.2, finds that all the

variables employed here are non-stationary.®

^Froin 1982, d a ta  is recordtnl on a  re.sideiicy-of-c>istomer basi.s. According to  th e  IFS Y earbook 2001 (p l0 9 3 ),

“th e  activ ities  of nonresiden t offices a re , therefore, exchided from th e  d a ta , and accounts of nonresiden ts a t

re.sident offices are  classified under FA and  FL.” In private correspondence, th e  IM F confirm ed th a t  th e  first

consequence o f th is  change, th e  exclusion of the  activ ities of nonresident offices, causes a  d ro p  in FA an d  FL.

T h e  Z ivot-A ndrew s tes t performe<l in Appenilix 4 .A, however, does not find th a t  1982 co n stitu te s  a s ta tis tica lly

significant s tru c tu ra l b reak  for these series. Nevertheless, to check our resu lts , we still correct for th is  in the

econom etric  analy.sis. We do  th is by including a dum m y variable for 1982.

T h e  .second no ted  conso<iuence of th is change is a shift in the classification of th e  accoun ts of nonresiden ts

a t resi<lent offices from  DC to  FA and FL. T he C entral Bank of Ireland A nnual R ep o rt 1983 (p59) no tes th a t

“th e  exclusion of lending to  nonresiden t private sector entities by resident offices o f A ssociated  B anks from th e

<lefinition o f p rivate  se<’to r crw lit has little  im pact on the  series.” Thus, this second conseqvience of th e  defin itional

change is n o t significant em pirically . T herefore, th e  variable DC can be used w ith confidence.
*’A11 th e  financial variables a re  stock  \'ariables and  thus are m easured a t th e  end of a  period . In consequence,

we use sim ple averages of tw o years o f d a ta ,  which are in effe< t the value a t  th e  s ta r t  of th e  periotl and th e  value

a t th e  end of the  period , to  ensu re  th e  variables are measured over th e  period. T h is  is in line w ith Levine e t al s

co nstruction  of p rivate  cre<lit.
^G u ja ra ti (1995, p713).
^W e also pprform  Zivot-Auclrcws tes t which allows for tlic presence of a  s tru c tu ra l b reak  in th e  d a ta . The

resu lts o f th is  tes t a re  p resen ted  in A ppendix  4 .A.
’*.Iohn C ochrane  has no ted  th a t th e re  is a m ajor problem  with such tests for s ta tio n a rity , "in finite sam ples, unit

roo ts and sta ticm ary  processcjt canno t be  d i s t i n g u i s h e < l ” (Cochrane, 1991, p202). We .should no t place confidence

in u n it ro o t tes ts  iluc to  th e  inipos.sibility of p roperly  handling <leterm inistic trends. Furtherm ore, C ochrane

notes th a t  for m ost series we a lready  know if a variable is sta tionary  or not; variables in volume term s are  non-

s ta tio n a ry  and  variables expresse<l in ra tio  term s a re  stationary  As all th e  variables used in th is paper a re  in

volum e terin.s, they  are  d<'riiie<l n.>n-st«tionary by C ochrane 's apj.roach which is in accor.l w ith the  above resu lts 
from .standard A D F tests .
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Table 4.2; Unit Root Tests

Series T im e S p an A D F  te s t 
k =  1 k =  3

GDP 1972 - 2001 2.26 1.74
DC 1972 - 1998 1.43 1.44
FC 1983 - 2001 0.26 1.09
TC 1983 - 1998 2.48 1.78
ILA 1983 - 2001 -0.65 -1.26
FA 1972 - 1998 0.13 -0.15
FL 1972 - 1998 1.19 1.01

Note: T he ADF test for unit roots include a con stan t. 

♦ \ 0% level. ** 5% level, *** 2.5% level, **** 1% level

4.7 C ointegration

We are now in a position to ask the first key question: are finance and economic development 

related?* ° To do this we test for cointegration, which is a long-run equilibrium relationship 

between two or more variables. Although two variables themselves may be non-stationaxy, they 

may move closely together over time and a linear combination of the variables may be stationary. 

We use two different cointegration techniques here: the Engle-Granger and Johansen tests.

4 .7 .1  E n g le -G ra n g e r

We test for cointegration in this section using the standard augmented Engle-Granger (1987) 

method. This involves a standard OLS regression of the two variables concerned,

y t -  00 +  Pi Xt  +  et (4.1)

and then an  ADF test of the residuals, S f  The lag length of the ADF test is determ ined using 

the general to specific methodology employed by Ben-David and Papell (1995), starting  at a lag 

length of 3. If the residuals are stationary, 1(0), given that the variables are non-stationary, 

1(1), we say tha t the two variables are cointegrated. The tests are repeated with the lag length 

set a t zero and a t one, for comparison purposes. Since the residuals are estimates of the 

disturbance term , the  asym ptotic distribution of the test statistic differs from the distribution 

used for ordinary series. Thus, the normal critical values are not appropriate. The correct 

critical values are provided by Davidson and MacKinnon (1993, Table 20.2).

‘“ To bo pm -isi!, wc a rc  B,sking i.s th e  level of finance relaKnl to  th e  level of incom e, GD P. Some endogenous 

growth m odels anggest th a t  th e  level o f finance affe< t,s the  growth ra te  of o u tp u t. We <lo no t test for th is la tte r  

relation.
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Table 4.3: Engle-Granger Cointegration Results

C ointegrating R egression A D F  Statistic  
G to  S k k =  0 k =  1

GDP =  /  (DC) -2.32 1 -1.73 -2.32
GDP =  /  (TC) -1.94 0 -1.94 -2.11
GDP =  f  (DC, FC) -1.81 0 -1.81 -2.18
GDP =  /  (DC, ILA) -1.74 1 -0.88 -1.74
GDP =  /  (DC, FA) -2.27 1 -1.58 -2.27
GDP =  /  (DC, FA, 1982) -1.74 0 -1.74 -2.01
GDP -  /  (DC, FL) -2.20 1 -1.53 -2.20
GDP == /  (DC, FL, 1982) -2.27 1 -1.58 -2.27

Note: All the cointegrating regressions include a constant.  

The ADF tests  for unit roots have no constant  and no t rend. 

* 10% level, ** 5% level, *** 1% level

This method is also performed on multivariate regressions using our different proxies for 

foreign finance. The results are recorded in Table 4.3.“ ’^̂  Estimation of the cointegrating 

relationships will take place in Section 4.8.

4.7.2 Joh an sen

The other main test for cointegration is the Johansen procedure. It is effectively a multivariate 

generalization of the Dickey-Fuller test.

Following Enders (1995) consider a VAR of order 1;

xt =  A \ X t - \ + U  ("̂ -2)

so that

A lt  = -  xt_i +  £f (4-3)

Alt = (^1 -  + ft (4-4)

Ax(  =  7rXf_i +  ft

where Xt and tf are (n x 1) vectors of non-stationary 1(1) variables, A\  is an (n x n) matrix of

parameters, I  is an (n x n) identity matrix and tt is defined to be (Aj — I).  The rank of tt

“ O nly oiio of those roRrr-s,si.>ns, [GD P, F IN G D P , FL, 1982 dm iim yl, i.s dociinxi to  have nonnorraal e rrors by 

th e  .la rquc-B era  tt!st.
'■^The resu lts  are  ro b u st to  reversiiiR th e  or.ler of th e  un.lerlying cointeRratmR regression (reverse norm alisation). 

T hese result.s are rw o rd e d  in Appen<lix 4 B.

62



Table 4.4: Johansen Cointegration Results

V ariab les T race M ax

GDP DC 17.48 14.12
GDP TC 17.19 12.12
GDP TC (2 lags) 44.75*** 40.21***
GDP DC FC 48.77*** 25.87**
GDP DC ILA 34.96** 23.13**
GDP DC FA 39.14** 18.89
GDP DC FA 1982 65.97*** 31.20**
GDP DC FL 35.84** 17.09
GDP DC FL 1982 59.54** 29.70**

Note: ** 5% level, *** 1% level. The critical values are taken from Case 1* in Osterwald-Lenum (1992). For the 

bivariate regressions’ trace statistic the \% value is 24.60 and the 5% value is 19.96. For the max statistic  the 1% 

value is 20.20 and the 5% value is 15.67. For the multivariate regressions’ trace statistic  the 1% value is 41.07 and the 

5% value is 34.91. For the max statistic the 1% value is 26.81 and the 5% value is 22.00.

equals the number of cointegrating vectors. The rank of a matrix is equal to  the number of its 

characteristic roots (eigenvdues) tha t differ from zero. We use the two standard test statistics 

based on the eigenvalues, A, race and A„,ax, to test for the number of cointegrating vectors. The 

A, race Statistic tests the null of no cointegration against a general alternative of cointegration. 

The An,ax statistic  uses a specific alternative of a set number of cointegrating relationships. This 

procedure can be extended to include further lags.

The Johansen technique is performed on the same sets of variables as for the Engle-Granger 

technique. Our main concern is whether there is cointegration present. As such, we report the 

test statistics for when the null hypothesis is that of no cointegrating equations. This is rejected 

if the test statistics are bigger than  the critical values, indicating th a t cointegration exists. For 

the bivariate regressions the same lag lengths are used as in the Engle-Granger analysis. In 

the m ultivariate regressions, the results reported are for a lag length of one, as the Johansen 

procedure requires at least one lag.*^ The results are reported in Table 4.4.

**For tho third and fifth nm ltivariate wiuatioiis, (GDP; DC; FA] and [GDP, DC; FL], extra da ta  permit ii.s to 

extend the lag length to four. The results reported for both e<niations arc for a lag length of 1 where the test 

statistic  is significant a t 5%. Cointegration is found at the 1% level when the lag length is set at two, three or 

four for both  equations.

63



Table 4.5; Summary of Cointegration Results

V ariab les E n g le- G ra n g e r J o h a n s e n

GDP DC X X

GDP TC X /
GDP DC FC X /
GDP DC ILA X /
GDP DC FA X /
GDP DC FL X /

4 .7 .3  R e su lts

The results of the two tests are collated in Table 4.5. According to  the Engle-Granger m ethod­

ology, there is no cointegration. The results from the Johansen analysis, however, strongly 

imply th a t cointegration is present between finance and growth. We resolve th is conflict by 

following recent reseeirch which favours the use of Johansen tests in small samples, due to  the 

low power of the Engle-Granger methodology (Haug, 1996). Focusing on Johansen, we see 

th a t the biveiriate analysis of domestic credit and GDP is deemed not cointegrated.^‘‘ In  the 

multivariate regressions, however, when the foreign financial variable is included, cointegration 

exists. An explanation for this could be that in bivariate analysis the equation is misspecified 

and the om itted variable, foreign finance, is included in the residual term . This om itted variable 

is non-stationary, and thus so are the residuals, deeming the variables unrelated. W hen the 

variable is included, the equation is correctly specified and considered cointegrated. In all four 

regressions of [GDP, domestic finance, foreign finance] cointegration is present. Furtherm ore, 

cointegration is also present in a bivariate relation when we use to tal credit, the sum of domestic 

credit and foreign credit.

4.8 E stim a tio n  and  E con om ic Significance

In the previous section we have found that finance and growth are related, according to  Johansen.

In this section, we estim ate this cointegrating relationship to see its economic significance. Stan­

dard OLS coefficient estim ates are consistent in regressions with 1(1) variables. In finite samples, 

however, they can have quite a large bias and the asymptotic distribution of their t-statistics 

depends on nuisance param eters.'^  This is due to the endogeneity of the regressors and residual 

autocorrelation. Thus, the use of standard OLS is inappropriate in our study.

‘■•tGDP, DC] is rointograK xl a t  « 1«r length g r ra tr r  than  four. In th e  robnstne-s.s section wo fin<l th a t  th e

eqnation  [GDP, PC ) is also  ro in teg rato ii a t  a lag length greater th an  fonr.
‘^H ayashi (2(KX), p W l) .
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We correct for this problem by employing Dynamic OLS (DOLS).^® This method adds past, 

current and future changes of the regressor to the regression. These results are presented 

in Table 4.6. They are in close agreement with the results from both Phillips-Hansen Fully 

Modified OLS (FMOLS) and simple OLS.^®

We perform these regressions on equations where both foreign and domestic finance are 

included. The first equation is a bivariate regression of GDP on TC. Here we see tha t the total 

amount of credit and GDP have a sensitive relationship: the coefficient has a value of 0.78. In 

the next regressions we include our individual foreign finance proxies with DC, to estimate how 

this impact is split between domestic and foreign finance.

In the six multivariate equations, the domestic finance proxy is nearly always significant with

the coefficient ranging between 0.69 and 1.10.'® This shows that the relationship is economically

Isirge, as well as statistically significant. Foreign finance is significant in only one of the equations,

with an economically smaller impact. The respective coefficients of this equation are 0.80 and

0.04, suggesting that domestic and foreign finance are not perfect substitutes in the development 
20process/ ^

We examine this vector, [GDP; DC; FA], in more detail, as it also has a relatively large 

sample size. Domestic credit has a coefficient of 0.80. This means that if domestic credit was 

ten per cent higher in 1998, GDP would have been £4.2 billion, or 7.9 per cent, larger. The 

level of Irish lending abroad (FA) has a coefficient of 0.04, so in 1998 GDP would have been 

£180 million (0.3 per cent) larger if FA were ten per cent higher.

‘®Tliis approHc'li i.s ii.smi in profcrcnce to  the .Joliaii.sen procedure which has lim ited efficiency in sm all sam ples.

F u rtherm ore , system s estim a to rs  are  prone to  specification bias.
‘^Haya-slii (20()(), p655).
***FMOLS applies n o n p aram otric  corrections to  the  OLS estim ator. T here  a re  eight eq uations w here the  

DOLS result.s a re  d ifferent from th e  FM OLS results . All of these occur when th e  two regressors a re  them selves 

cointegrate<J (.see Appen<lix 4.B) which violates an  assum jition of both the  m odels. T h ere  seem s to  b e  no 

econtim etric research , a t p resen t, in to  th e  relative robustness of these two techniciues to  th e  v io la tion  of th is 

assum ption . Dr. Jo n a th a n  H. W righ t, Board of Governors of th e  Federal R eserve System , confirm ed th is  in 

private co rrcspondance. In general, however, th e  sim ulation evidence favours DOLS (M ad d ala  and  K im , 1908, 

p l84 ).

T here  is only one DO LS regression, [GDP, D C , FA, 1982], which has nonnorm al erro rs , accord ing  to  Jarque- 

Bera. Thr«!c FM O LS and  one SOLS regre.s.sions have nonnorm al errors and again  all of these  a re  when a dum m y 

variable is included.
‘®The exception  is w hen FC Is included w ith DC. Further results in th e  nex t section  suggest this regression

may be untriistWf>rthy.
W’ald  test o f th e  e<ju«lity o f th(',sp two coefficients is rejected at a 1% significance level.
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Table 4.6: Dynamic OLS

D o m e s tic  F in a n c e C oefficient F o re ig n  F in a n c e C oeffic ien t S a m p le

TC 0.78***
10.84

13

DC -0.31
- 1.36

FC 0.59***
5.62

13

DC 0.78***
5.^7

ILA -0.01
- 0.82

13

DC 0.80***
33.87

FA 0.04*
1.87

24

DC 0.69***
5.02

p ^ l 9 8 2 0.06
1.61

24

DC 0.83***
17.01

FL -0.01
- 0.17

24

DC 1.10***
5.13

F L 1 9 8 2 -0.08
- 0.78

24

Note: T h e re  is one lag in these equations. T he  time period is 1983-1998 for the first three  equations and  1972-1998 for 

the last four equations; all the da ta  arc annual .  T h e  t-stat is t ics  are in italics, * 10% level, ** 5% level, *** \% level. 

E qua t ions  with 1982 beside the  foreign finance variable name include a dummy variable for 1982.

4.9 Causality

After discovering th a t economically im portant long-run relationships do exist among the vari­

ables, the next issue we want to  examine is causality. Is finance causing growth or is it simply 

following growth?

4.9.1 E r r o r -C o r re c t io n  M o d e ls

We first test for causality using error-correction models (ECMs).^^ The Granger Representation 

theorem states th a t if a set of variables are cointegrated of order one, then there exists a valid 

error-correction representation of the data  (Engle and Granger, 1987). We can use the residual 

from the cointegrating regression as an instnnnent for the error-correction term  so the ECMs 

take the following form:

,=i .=1 •=!

Axf =  Q2 -I- a ^ e t- i  +  ^  a a n - i  A i(_ i +  ̂  o:22(-i A i/t-i +  ^  « 2 3 t-iA :(_ i +  C2( (4 7)
i=i .=1 *=i

u.sc ECM.s in ou r tr iv a ria te  fointoR ratinR  o.,UHli(.ns instra.i of vector c rro r-correctiou  hkxIp Is (V E C M s)

<lup to  o u r .small sa m p lr  «i/.c au<l th e  rfata-in teusive n a tu re  of VECM s. T h e  tw o techniques are ha.seil on th e  

sam e eq uation  b u t th e  V E C M s are  estim ale<i jo in tly  T he results from some tria l V E C M s were couuter-in tu itive .

66



n n n

A zf =  a s  +  a^et_i +  ^  Q3u_i A xt_j +  ^  a ^ 2 t - i ^ y t - i  +  ^  a ^ ^ t - i A z t - i  +  eat (4.8)
i = l  1= 1  i = l

It is evident that these equations are Granger causahty equations which include an error-

correction term. As such we can test for Granger causality on these relationships. If the

error-correction term is significant then a causal relationship exists; the dependent variable

is being driven by the deviation from the long-run cointegrating relationship.^^ The Hendry

general-to-specific methodology is again employed to decipher the appropriate lag length for the

lagged variables in the error-correction models.^® We start with a lag length of one for each

variable due to the sample size.

In order to check the robustness of these standard ECMs, we run a different specification  

where the residual is replaced by the difference of the variables, i.e. GDP minus the financial 

variables. Lags of the independent variables are also added to the equation so we can indirectly 

estim ate the beta coefficient of the cointegrating equation.^'* This is illustrated by first examining 

a basic error-correction model which includes the error-correction terra, j/t-i —

A y t = Q i + a u [ y t - i - P i X t - i \  + et (4.9)

We can see that this includes the coefficient on X(_i, The standard Engie-Granger method, 

however, employs the residuals from the cointegrating equation as the error-correction term, e.g. 

equation 4.6. Thus, a value for cannot be determined. This new specification solves this

problem by re£irranging equation 4.9 to give

Ayt =  a i  -I- a ii[y t - t  -  +  (1 -  I 3 i ) a n x t - i  +  €t (4.10)

Thus, it provides an estim ate of )3j. This specification for the trivariate case is as follows:

Ayt =  a i  -I- a n [ y t - i  -  ~  ^t-i] + av2Xt-i  +  o t ^ z t - i  +  cu  (4-11)

A xt =  0 2  +  0 2 1  [yt-i -  X t - i  ~  2 t- i| +  O l 2 2 ^ t - i  +  Ol2 3 ^ t - i  +  ^ 2 t  (4.12)

A z t  =  « 3  Q 3 i [ y i _ i  -  X t - i  -  ~(-tj +  0 : 3 2 ^ 1 - 1  +  (4.13)

“ III (h P ck iiiK  fo r tlin  .s iK iiif ican re  o f  t h e  e rro r-c o rn M  tio n  te rm , w o usp  th o  s t u d e n t ’s t  d i s t r i b u t i o n  a n d  a c c o u n t

fo r t l ie  s m a l l  a n d  v a r y in g  s a n ip io  ,sizr.
” D uo to  t h e  s m a l l  s a m p le  s iz e ,  w e  im p o s e  a  s ig n  re s tr ic t io n  o n  th e  la g g e d  v a r ia b le s :  w e d o  n o t  in c lu d e  lag s

w h ic h  im p ly  a  n e g a t iv e  r e la t io n s h ip  b e tw e e n  f in a n c e  a n d  g ro w th  T h is  is c o u n te r - in tu i t i v e  a n d  is in te r p r e te d  to  

•signify a n  o v e rs p e c if ie d  m o d e l .

W e  a ls o  u s e  t l i e  g e n e r a l  t o  s p e c if ic  m e th o d o lo g y  t o  d e c id e  w h e th e r  to  in c lu d e  th e  c o n te n ip o r a r e o u s  < h a n ^ e s  in  

• h e  in d e p e n d e n t  v a r ia b le s .
^ ' 'T h i s  s p e < if ic a t io n  is r u n  w i th o u t  la g g tn l f ir s t  d if fe re n c e s  o f th e  o th e r  v a r ia b le s  d u e  to  i t s  d e g re e s  o f  f r e e d o m , 

*4s It in c lu d e s  tw o  e x t r a  re g re s s o r s .
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Table 4.7: Error-Correction Models

Y X EC term R2 DW X,X,Y lags D (X i), D(X2)

GDP TC 0.01
0.02

0.18 1.92** - Yes

-0.25
- 0.97

0.22 2.34** 0,1 No

TC GDP 0.88***
3.70

0.38 0.67 0,0 No

GDP DC, FC 0.01
0.03

0.47 1.72** - Yes, No

0.07
0.25

0.22 1.96** 1,0,0 No, No

DC GDP, FC 0.39**
2.55

0.55 0.76 - Yes, No

0.13
0.99

0.84 2.13*** 0,0,1 Yes, No

FC GDP, DC 0.67
0.76

0.07 1.19* - No, No

-0.17
- 0.39

0.47 2.01** 1,0,1 No, No

GDP DC, ILA 0.06
0.35

0.47 2.23** - Yes, No

0.09
0.49

0.23 2.01** 0,1,0 No, No

DC GDP, ILA 0.20
0.92

0.50 0.94 - Yes, No

0.54***
3.62

0.90 2.13** 0,0,1 Yes, Yes

ILA GDP, DC 3.80***
3.98

0.58 1,69** - Yes, No

4.41***
8.84

0.75

on

1.87**

Rr* tprni

0,1,0 

: t-statistics in ita

No, No

lies, cr it ical  values from

stuclpnt’s t-cl is tributi(in. th e  cooffiriont noods to bo iioRatlvr wlion Y — GD P and posi tive when Y — a financial variable 

to restore  enHilbri.ini, * lO^f level. •* i'X  level, **• I")? level D\V stati.stic. *• m eans  d > d u  (no autocorre la tion) .  * 

means d l < d < d u  (inconclusive). T he  t ime period is 1983-1998 and the data  are annual .  Both the  cointesrat ing 

equations and the ECM equat ions  include a constant and are estiniate.l by ordinary  least squares. T he  result with no 

lags is shown first, then  the  result with G to S laRs If these two results are the sam e then only one result is shown.
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Table 4.7 continued

Y X EC term R2 D W  X ,X ,Y  lags D(Xi),  D(X2)

GDP DC, FA 0.01
0.01

0.52 1.89** - Yes, Yes

0.01
0.03

0.22 2.01** 0,0,1 No, No

DC GDP, FA 0.22
1.33

0.42 0.90 - Yes, No

0.30**
2.30

0.75 1.99** 0,0,1 Yes, Yes

FA GDP, DC 2.58***
2.75

0.48 1.50* - Yes, No

2.48**
2.53

0.53 1.53* 0,1,0 Yes, No

GDP DC, FL 0.01
0.06

0.52 1.82 - Yes, Yes

0.06
0.42

0.24 1.53* 0,1,0 No, No

DC GDP, FL 0.25*
1.79

0.44 0.90 - Yes, No

0.16
1.57

0.71 1.69** 0,0,1 Yes, No

FL GDP, DC 1.25**
2.67

0.54 1.29* - Yes, No

.. 1,

1.03**
2.16

_ r* 6 « c fr A ti f etc

0.62 

k t t r ln r r i  n r r

1.49*

n r s  F .C  t o r n i ;  t

0,1,0 

- s ta t i s t ic s  in  i

Yes, No

ta l ic s ,  c r i t i c a l  va lues  from

s t u d e n t ' s  t -< l is t r ibu t ion .  t h e  r^iefficienl n e ed s  to  be  ne jja tive  when Y — G D P  ftn^i pos i t ive  w h en  Y — a f inanc ia l  va r iab le  

to  re s to re  e q i i i lb r iu m .  * lO*;? level . ** 5 ^  level. *** 1^  ̂ level. D\V s ta t i s t ic .  ** m e a n s  d > d u  (n o  a u t o c o r r e l a t i o n ) .  * 

m e a n s  d l < d < d u  ( inco n c lu s iv e ) .  T h e  t im e  p e r io d  is 1972-1998 an d  th e  d a t a  a rc  a n n u a l .  B o th  t h e  c o in t e g r a t in g  

e q u a t io n s  a n d  th e  E C M  e q u a t io n s  in c lu d e  a c o n s ta n t  and  are  e s t i m a te d  by o r d in a r y  le ast s q u a r e s .  T h e  re su l t  w i th  no 

lags is s h o w n  f ir s t,  t h e n  th e  re su l t  w i th  G to  S lags.  If these  two resu l ts  are  th e  .same th e n  on ly  one  re su l t  is shown.
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The coefficient a j 2  contains an estimate for that is retrieved using the formula

/3i =  1 -  —  (4.14)
(Xji

We also estim ate P2  using

P 2  =  - ^ - —  (4.15)a j i

These estim ates serve as a robustness check on the regression results of the previous section. 

The results are similar to those in Section 4.8, again some of the results involving foreign credit 

appear to  be counter-intuitive.

The main part of this section is the results of the ECMs themselves, which are shown in 

Tables 4.7 and 4.8.^^’̂ ® The results are very similar for the different regressions. The financial 

variables always act to  bring the relationship back to equilibrium: when one of them  is the 

dependent variable, the error-correction term  is significant with the correct positive sign. Our 

second ECM specification, which is used to check robustness, finds the error-correction term  to be 

significant less often but again a financial variable is always the equilibrating factor. Therefore, 

it seems th a t GDP causes finance.

4.9.2 Vector Autoregressive M odels

This result is checked by conducting Granger causality tests on Vector Autoregressive models 

(VARs) in levels. Usually non-stationary variables have to be differenced in order to  conduct

such tests. Sims, Stock and W atson (1990), however, have shown tha t this is unnecessary in

trivariate VAHs where cointegration is p r e s e n t . W e  set the lag length equal to one for the 

VARs as it is at th a t lag length th a t the equations are cointegrated under the Johansen technique. 

The results are recorded in Table 4.9.̂ ** They suggest that growth Granger causes finance.

'^^Of t l ic  re su lts  in T a b le  4 .7 , th e  regre.ssioii [G D P , TC] has n o n n o rm al e rro rs , a c c o rd in g  to  th e  Ja rq u e -B e ra

te s t ,  w h e n  T C  i.s th e  d e p o n d e n t v a ria b le . [G D P, D C , FA] also  has u o n n o rm al e rro rs , w h en  FA is th e  d e p e n d e n t

v a riab le . T h e  e r ro rs  a re  n o rm a l, how ever, w 'hen D C  is th e  d e p e n d e n t variab le . In  th e  E C M s in th e  ro b u s tn e ss

.section th e m  a re  tw o  fu r th e r  regre-ssions w h ere  n o n n o rn ia l e rro rs  o ccu r w hen a  G nancial v a r ia b le  is th e  d e p e n d e n t

variab le : [G D P , F IN G D P , FC] a n d  [G D P , P C , FA). A gain , how ever, we g e t n o rm a l e r ro rs , a n d  a  s ta tis tic a lly

•significant e rro r -c o rre c tio n  te rm , w hen  th e  o th e r  financia l variab le  is th e  d e p e n d e n t v a r ia b le . T h u s , we can  still

c o n c lu d e  t h a t  g ro w th  c au ses  finance .
All b u t  th re e  o f  th e  reg re ssio n s for th e  ro b u s t  E C M  sp ecifica tion  (T a b le s  4.8 a n d  4 .B .10 ) have n o rm ally

d istrib u te< l e rro rs : [G D P , D C , FA ], [G D P , D C , FL] an d  [G D P, P C , FA).
” VVe fo llow  nou,s.seaii a n d  W ach te l (1998) in em p lo y in g  th is  ap p ro ach . I t  sh o u ld  b e  n o ted  th a t  T o d a  an<l

P h illip s  (1 9 9 3 ) arg«ie t h a t  th is  a p p ro a c h  is on ly  va lid  if th e re  is su f f ir icn t  c o in te g ra tio n .
^ '^The o n ly  cases o f  .la rq u e -B e ra  n im n o rm a l e r ro r s  in th e  \'A H  an a ly s is , a t  a  lag  len g th  o f  on e , o c c u r for th e

reg re ss io n s  [G D P, D C , FA] a n d  (G D P , D C , FL] w h en  foreign finance is th e  d e p e n d e n t va riab le . W h en  d o m e s tic
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Table 4.8: Error-Correction Models - Robustness

Y X EC te rm 01 /32 R2 D W D (X i), D(X2)

GDP TC 0.01
0.03

0.38 1.96** No

TC GDP -0.53**
- 2.52

0.67 1.34* No

GDP DC, FC 0.21
1.05

0.56 2.56** No, Yes

DC GDP, FC 0.43**
2.21

-0.27 0.58 0.80 1.84* No, Yes

FC GDP, DC 0.78**
2.13

-0.49 0.78 0.69 1.97** Yes, No

GDP DC, ILA 0.03
0.21

0.38 1.99** No, No

DC GDP, ILA 0.04
0.18

0.75 1.20* Yes, No

ILA GDP, DC 3.87***
8.25

0.70 0.03 0.81 2.18** No, No

GDP DC, FA 0.01
0.06

0.54 2.00** Yes, Yes

DC GDP, ILA 0.17
1.14

0.61 1.25* Yes, No

FA GDP, DC 2.58**
2.47

0.74 0.05 0.51 1.50* Yes, No

GDP DC, FL 0.01
0.03

0,56 1.96** Yes, Yes

DC GDP, FL 0.19
1.51

0.66 1.35* Yes, No

FL

 ̂ I.

GDP, DC 1.33*
1.93

0.70

»•»! o r T « '» r s

0.05

t. s ti i ti s t

0.52

irs  in ital

1.34*

ics, * 10%

No, Yes

level . ** 5% level.  *** 1

D\V f l t a t i s t i r :  ** m e a n s  < i> du  (n o  a u to c o r r e l a t i o n ) .  * m e a n s  ( inconclus ive) .  T h e  E C M  e q u a t io n s  inc lude  a

c o n s t a n t  a n d  a re  €s tiniate<i by o rd ina ry  least sq u ares .
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or, as is customary, finance follows growth. GDP Granger causes both domestic and foreign 

finance and there is no case where finance Granger causes growth.^®

Interestingly, it was also found that foreign and domestic finance are in competition. A rise

in domestic finance causes a decline in Irish lending abroad, i.e. when more credit is lent at 

home less is lent abroad. This is confirmed by a similar result for foreign credit. The results 

for foreign assets and foreign liabilities, however, do present some evidence to the contrary.^® 

The possibility of a change in causation over the period, or even a change in the long-run

relationship, cannot be adequately tested here due to the size of the data set.

4.10 R obustness

All of the econometric analysis (stationarity, cointegration and causality) is repeated for different 

proxies of domestic finance as a robustness check. The other variables are private credit, value 

added of the financial sector and employment in the financial sector. These results largely 

confirm our existing findings.^ ̂  The only differences are that one case of bi-directional causality 

emerges in the ECM analysis and four cases of bi-directional causality emerge in the VAR 

analysis.^^

fin an ce  is th e  d e p e n d e n t v a ria b le , th e  e r ro rs  a re  n o rm ally  d is tr ib u te d . T h e re fo re , w e c a n  s t i l l  co n c lu d e  w ith

co n fid en ce  th a t  g ro w th  G ra n g e r  ca u se s  finance. T h e  sam e d iag n o stic  re su lt o ccu rs  in th e  ro b u s tn e s s  se c tio n  for

(G D P , P C , FA] a n d  [G D P , F IN G D P , FA ]. T h e  o th e r  d iag n o s tic  re su lt in th e  ro b u s tn e s s  se c tio n  is w h en  F IN G D P

is th e  d o m e s tic  fin an ce  v a riab le . W h e n  it  is used  in con ju c tio n  w ith  FA or F L  w e c a n n o t c o n c lu d e  t h a t  fin an ce

d o es  n o t  G ra n g e r  c a u se  g ro w th , a s  th o se  reg ressio n s have n o n n o rn ia l erro rs.
^®Thc e x c e p tio n s  to  th is  a re  w h en  a  d u m m y  v ariab le  for 1982 is included  in th e  re g re ss io n s  fo r FA a n d  F L .

T h e  r e su lts  in T a b le  4 .9  show  t h a t  b ire c tio n a l c a u sa lity  ex is ts  in these  ca.ses. W e d isc o u n t th e s e  r e su lts , how ever,

as th e y  h a v e  a  c o u n te r - in tu it iv e  n e g a tiv e  coeffic ien t. T h e  negative  coefficient im p lies  t h a t  p r iv a te  c re d it  m a y  be

a c tin g  a s  a  p ro x y  for o v e rle iu iin g  (G o u rin c h a s  e t  a l., 2001; K am insky  and  R e in h a r t ,  1999). T h is  seem s p la u s ib le

as th e  in c lu s io n  o f  th e  d u m m y  v a r ia b le s  m ean s  t h a t  we are , in effect, only  e x a m in in g  th e  f in a n c e -g ro w th  link

befo re  1982 a n d  a f te r  1982, a n d  p r iv a te  c re d it  is m o re  likely to  p roxy for o v e rlen d in g  in a  s h o r te r  t im e  p e r io d .

For th e  m u lt iv a r ia te  e q u a tio n  [G D P ; D C ; FA] th e  follow ing causal re la tio n sh ip s  ho ld  a t  o th e r  lag  le n g th s : G D P

- * -*  D C  (2 ,3  lag s), G D P  - » - *  FA (2 la g s ), FA D C (2,3 lags). For th e  e q u a tio n  [G D P ; D C ; FL] so m e  of

th e  c a u sa l re la t io n sh ip s  a lso  ho ld  a t  o th e r  lag  le n g th s : G D P  —*—* D C (2,3 la g s ), F L  — * — * D C  (2 ,3  lags).
^®It sh o u ld  b e  n o te d  th a t  so m e  o f  th e se  d ire c tio n a l re su lts  arc  n o t ro b u s t to  th e  use  o f  d iffe re n t p rox ies for

d o m e s tic  fin an ce  (see  A p p e n d ix  4 .B ).
■’ 'T h e y  a re  p re se n te d  in ftill in A p p e n d ix  4.B .
®'^The b id ire c tio n a l c a u s a lity  in th e  E C M  a n a ly s is  is for th e  eq u a tio n  [G D P, F IN E M P , IL A ], I t  is b id ire c tio n a l 

for th e  ro b u s t  E C M  sp e c ific a tio n  b u t  in th e  s ta n d a rd  sp w ifica tio n  finance c a u se s  G D P .
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Table 4.9: Vector Autoregressive Models

GDP DC FC
GDP DC ILA

GDP DC FA

C ointegrating Equation Causal Relationships p value Sign

FC DC 0.04
GDP ILA 0.01 +
DC ILA 0.01
GDP DC 0.05 +
GDP FA 0.02 +
DC FA 0.03

GDP DC FA 1982 GDP DC 0.10 +
GDP FA 0.02 +
DC FA 0.05
FA DC 0.08 +

GDP DC FL GDP DC 0.03 +
GDP FL 0.02 +
FL DC 0.03 +
DC FL 0.02

GDP DC FL 1982 GDP DC O.Ol +
DC GDP 0.05
GDP FL 0.03 +
FL DC 0.01

N o te :  T h e  s y m b o ls  + '  am i in th e  sign co lu m n  signify pos i t ive  and n e g a t iv e  coeff ic ients  re spec t ive ly .

W h i t e  h e te ro sk e d a s t ic i ty -co n s is ten t  s t a n d a r d  e rro rs .
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4.11 C onclusion

This paper provides strong evidence tha t finance and growth move together in Ireland. It is 

found th a t growth and finance have a long-run equilibrium relationship: they are cointegrated. 

Furthermore, foreign financial systems play an im portant role in the process.

It is also found th a t growth is the causal variable in this relationship. Finance does not 

Granger cause growth in Ireland: finance follows growth. While the financial sector is im portant 

in itself as part of the economy in Ireland, it does not seem to be a major spur to overall economic 

growth. Nevertheless, we can say that finance does not hinder growth in Ireland. Instead 

finance plays a supportive role. This includes foreign financial systems so the second theoretical 

channel seems to  be im portant. Likewise the third channel is significant but again with causality 

reversed: as ou tput increases surplus savings are invested abroad by Irish institutions.

This causality result echoes Demetriades and Hussein (1996), who find th a t growth is the 

causal factor more often than finance. I t is possible, however, th a t a t an earlier period in Irish 

history the causation is reversed and th a t finance caused growth during th a t phase.

Future research in this area could increase the range of financial proxies. Stock market 

measures such as stock market capitaUsation, liquidity and volatility could be used.
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4 .A  Z ivot-A ndrew s A p p en d ix

In a seminal paper, Nelson and Plosser (1982) are unable to  reject the null of a unit root for most 

of the long-term macroeconomic series in the US. Perron (1989), however, was able to reject the 

null for most of those series by allowing for a one-time exogenous change in either the intercept 

or the slope of the trend function. Thus, there is now a consensus in the literature th a t the 

standard  unit root tests find it hard to discriminate between unit roots and structural breaks. 

In our analysis we follow Ben-David and Papell (1995) in using the  sequential Dickey Fuller test 

approach of Zivot and Andrews (1992). This approach endogenizes the breakpoint selection. 

Perron, in contrast, picked what he deemed the obvious trend breaks of the Great Crash, 1929, 

and the oil price shock, 1973. Ben-David, Lumsdaine and Papell (1999) extend the work of 

Ben-David and Papell by using unit root tests th a t allow for two shifts in the deterministic 

trend: these techniques were developed by Lumsdaine and Papell (1997). Papell et al. (1999), 

however, do not use these techniques in another study as “the short time span of the data  makes 

application of these methods problematic.”^̂  For similar considerations, the use of such tests 

is prohibited here.

Following Ben-David and Papell, we employ Model C from Zivot and Andrews (1992). This 

allows a brecik in both  the intercept and the slope of the trend function and takes the form:

A ut — n + ODUt +  P-t  +  'yDTt  -l- c i y t - i  +  cj  A y t - j  +  £t- (4.A.1)

The period at which the change in the parameters of the trend function occurs will be referred 

to as the time of break, or T b - The break dummy variables have the following values: DU( =  1 

if t > T b ,0 otherwise, and DTt =  t -  if t > Tb, 0 otherwise. This equation is estim ated 

sequentially for T s  =  2 ,..., T -  1, where T  is the number of observations after adjusting for those 

lost by using a lag length k and first-differencing.

The time of break for each series is selected by choosing the value of Tb  for which the Dickey- 

Fuller f-statistic (the absolute value of the t-statistic for q) is maximized. The null hypothesis, 

that the series {j/t} is an integrated process without an exogenous structural break, is tested 

against the alternative hypothesis that { y t }  is trend stationary with a one-time break in the 

trend function which occurs a t an  unknown time.^^

Ben-David and Papell select the lag length by using a general-to-specific methodology utililised 

by Campbell and Perron (1991). As our da ta  covers a much shorter time period, we have per­

formed our vmit root tests for a lag length of one and also for a lag length of three. These were

” Papoll ct, »1. (1999, p l l ) .
■̂‘Beii-D avul Hmi P apcll (1995, p457).
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Table 4.A.1: Zivot-Andrews Unit Root Tests

S eries T im e  S p an B re a k  Y e a r ZA t - s ta t
k =  1 k  =  3 k  =  1 k  =  3

GDP 1972 - 2001 1993 1994 -2.55 -2.02
DC 1972 - 1998 1994 1993 -3.02 1.59
FC 1983 - 2001 1989 1989 -3.16 -3.96
TO 1983 - 1998 1992 1995 2.01 -2.01
ILA 1983 - 2001 1987 1994 -3.65 -3.25
FA 1972 - 1998 1982 1983 -4.52 -4.35
FL 1972 - 1998 1992 1992 -3.07 -2.65
PC 1972 - 1998 1994 1991 -3.79 -2.28
FINGDP 1980 - 2000 1990 1990 -5.01* -3.86
FINEM P 1985 - 2000 1997 1996 -5.37*** -3.97

N ote: * 10% level, ** 5% level, *** 2.5%  level, **** 1% level

chosen a p r i o r i . T h e  results are shown in Table 9.

FINGDP and FINEM P are the only variables that are found to  be stationary (trend station­

ary w ith a structural break) by reference to the Zivot-Andrews test. FIN G D P’s break occurs 

in 1990, the da ta  at which a definitional change occurs in the data  and two series are spliced 

together. The rest of the variables are all non-stationary even allowing for a structural break.

■’^T liis follows tl.n work of K a ta r in a  .I.isoliu.s who, in lior workiuR J.aper “Mo<iels and Relations in Econom ics 

ami E rononiP trir.s” (A pril 1999), asfiumrs  th e  lag length.
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4.B  R obustness A ppendix

This appendix includes econometric results tha t are supplementary to those already presented. 

The results are for regressions with the same specification as those presented before using a 

different proxy for domestic finance. The following proxies are used;

• “PC ” =  Private credit =  The total value of credits issued by domestic financial interme­

diaries to  the private sector.^®

This is similar to DC except it excludes credit to the  government.

•  “FINGDP” =  Financial GDP =  GDP of credit and insurance institutions.

T his directly measures the size of the financial sector in term s of value added and national 

income. This measure was used as an indicator of financial development in Neusser and Kugler 

(1998). It is available from 1980 to 2000 from Ireland’s Central Statistics Office (CSO). A 

new definition was used for financial sector value added in 1990. We extend this backwards by 

multiplying the old figiures by the ratio of the new and old definitions.^^

•  “FIN EM P” =  Financial employment =  The to tal persons engaged in banking, insurance, 

and building societies.

This proxy is available from 1985 to 2001, again from Ireland’s CSO. This exact series 

actually only starts in 1988, so we extend the series backwards for the first three years using a 

broader industry variable: insurance, finance and business services.^*

T he following tables are presented in the same fashion, and following the same order, as those 

in the main body of the paper.

•*®Tlio i)rivatfi crtnlit, measure used here for Ireland i.s e<iual to “lino 22D +  line 42D.K” in International Financial

Statistics whereas Levine et al. (2000) u.se “line 22D + line 12D". Line 42D =  claims on rest of domestic economy,

and line 42D.K =  claims on private sector. Line 42D is iinavailablo for Ireland for the tim e period required and,

furtherm ore, it seems probable th a t Levine et al. do not use line 42D.K due to  da ta  constraints, as their paper

refers to credit to the private sector.
" T h i s  ratio was derived from the most re< ent five years of overlap between the two definitions; a simple average

of th is ratio  was used.
wr uso H siniplo avoraKO of the two series to form a ratio. In the four year overlap period used the 

ratio is 1.G3 and moves within a small rang^^ of 1.56 to 1.68
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Table 4.B.1: Unit Root Tests

Series Time Span ADF test 
k = l  k = 3

PC 1972 - 1998 1.37 1.05
FINGDP 1980 - 2000 0.98 1.54
FINEMP 1985 - 2000 -1.05 1.18

N ote :  T h e  A D F  te s t  for u n i t  roo ts  inc lude  a c o n s t a n t .

* 10% level, ** 5% level, *** 2.5% level, **** 1% level

Table 4.B.2: Engle-Granger Cointegration Results

Cointegrating Regression ADF Statistic
G t o S  k k = 0 k = l

GDP = /  (PC)
GDP = /  (FINGDP)
GDP = /  (FINEMP)
GDP = /  (PC, FC)
GDP = /  (PC, ILA)
GDP = /  (PC, FA)
GDP = /  (PC, FA, 1982)
GDP = /  (PC, FL)
GDP = f  (PC, FL, 1982)
GDP = /  (FINGDP, FC)
GDP = /  (FINGDP, ILA)
GDP = /  (FINGDP, FA)
GDP = /  (FINGDP, FA, 1982) 
GDP =  /  (FINGDP, FL)
GDP = /  (FINGDP, FL, 1982) 
GDP = /  (FINEMP, FC)
GDP = /  (FINEMP, ILA)

-2.11 1 -1.53 -2.11
-3.04* 0 -3.04* -2.83
-3.01 1 -2.15 -3.01
-2.10 0 -2.10 -1.94
-1.59 2 -1.09 -1.33
-2.26 1 -1.44 -2.26
-2.24 1 -1.46 -2.24
-2.13 1 -1.35 -2.13
-2.14 1 -1.64 -2.14
-2.75 0 -2.75 -2.57
-2.01 0 -2.01 -2.05
-3.24 0 -3.24 -2.93
-2.96 0 -2.96 -2.01
-3.16 0 -3.16 -2.81
-2.59 0 -2.59 -1.98
-2.46 0 -2.46 -2.93
-2.04 0 -2.04 -2.12

Note :  All th e  coi i i teRra t ing  rrgros.sicnis in r ludc  a  c o n s t a n t .  

T h e  A D F  to s ts  for u n i t  roo ts  have  no  constan t  anc! no  t r e n d .

* 109( level, ** 59{ level. ***
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Table 4.B.2 continued

C oin teg ra ting  Regression
G to  S

A D F S ta tistic  
k k =  0 k =  1

GDP =  /  (FC) -3.51** 2 -2.37 -3.13*
GDP =  /  (ILA) -3.27* 3 -1.92 -1.79
GDP = /  (FA) -1.65 1 -1.34 -1.65
GDP =  /  (FA, 1982) -3.33 0 -3.33 -2.61
GDP =  /  (FL) -1.64 1 -0.86 -1.64
GDP =  /  (FL, 1982) -2.54 2 -2.08 -1.82
DC =  /  (FC) -2.72 1 -1.18 -2.72
DC =  /  (ILA) -1.67 1 -2.06 -1.67
DC =  /  (FA) -1.75 1 -1.51 -1.75
DC =  /  (FA, 1982) -3.46* 0 -3.46* -3.07
DC =  /  (FL) -1.89 1 -1.19 -1.89
DC =  /  (FL, 1982) -3.04 0 -3.04 -2.81
PC =  /  (FC) -3.01 1 -1.33 -3.01

PC =  /  (ILA) -2.00 1 -1.57 -2.00

PC =  /  (FA) -1.60 1 -1.39 -1.60

PC =  /  (FA, 1982) -3.76** 0 -3.76** -2.93

PC =  /  (FL) -1.95 3 -1.09 -1.67

PC =  /  (FL, 1982) -3.22 0 -3.22 -2.52

FINGDP =  /  (FC) -3.23* 1 -2.39 -3.23*

FINGDP =  /  (ILA) -3.96*** 0 -3.96*** -3.26

FINGDP =  /  (FA) -2.37 0 -2.37 -3.22*

FINGDP =  /  (FL) -1.94 0 -1.94 -2.59

FINEMP =  /  (FC) -4.82*** 2 -2.24 -4.80***

FINEMP =  /  (ILA) -3.95*** 1 -2.18 -3.95***

FA =  /  (FL)
o  ft M • All A V« A 1

-2.41
i l l  a  r r » < rr PK Si ni i :

3
5 inchi<

-1.38
le a c o n s t a n t .

-1.92

TliP A D F  t e s t s  fo r luiit ro o t s  h a v r  iu> c ons ta n t  an d  no  t r e n d .  

• 10*;( level, • •  5̂ /5 level. *** I'X Ifvel
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Table 4.B.3: Engle-Granger Cointegration Results (reverse normalisation)

Cointegrating Regression A D F Statistic
G t o S  k k =  0 k = l

GDP = / ( DC) -2.37 1 -1.78 -2.37
GDP / ( TC) -1.79 0 -1.79 -1.94
GDP /  (DC, FC) -1.50 1 -0.58 -1.50
GDP - /  (DC, ILA) -1.98 1 -0.96 -1.98
GDP - f  (DC, FA) -2.35 1 -1.65 -2.35
GDP f  (DC, FA, 1982) -2.56 1 -1.86 -2.56
GDP /  (DC, FL) -2.23 1 -1.70 -2.23
GDP : /  (DC, FL, 1982) -2.67 0 -2.67 -3.09
GDP / ( P C ) -2.13 1 -1.57 -2.13
GDP -- /  (FINGDP) -3.09* 0 -3.09* -2.84
GDP -- /  (FINEMP) -3.81** 1 -2.63 -3.81**
GDP - /  (PC, FC) -1.15 2 -1.04 -1.05
GDP - /  (PC, ILA) -2.95 2 -0.63 -1.93
GDP = /  (PC, FA) -2.27 1 -1.47 -2.27
GDP = /  (PC, FA, 1982) -1.98 0 -1.98 -2.17
GDP = /  (PC, FL) -2.16 1 -1.47 -2.16
GDP = /  (PC, FL, 1982) -2.87 0 -2.87 -2.58

GDP = /  (FINGDP, FC) -2.78 0 -2.78 -2.59

GDP = /  (FINGDP, ILA) -3.92** 0 -3.92** -3.32

GDP = /  (FINGDP, FA) -3.25 0 -3.25 -3.00

GDP = /  (FINGDP, FA, 1982) -3.22 0 -3.22 -2.91

GDP = /  (FINGDP, FL) -3.27 0 -3.27 -3.08

GDP = /  (FINGDP, FL, 1982) -3.27 0 -3.27 -3.08

GDP = /  (FINEMP, FC) -3.98** 1 -2.60 -3.98**

GDP = /  (FINEMP, ILA) -2.66 0 -2.66 -3.31
Notr:  AU the coiiitpgraliiiR roKrpssions incliKlP a constant.

T h e  ADF tes ts for unit  toots  have no constant and no trend. 

♦ 109( level. *• 59, level, *** level
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Table 4.B.3 continued

C oin teg ra ting  R egression A D F S ta tis tic  
G to  S k k =  0 k =  1

GDP = /  (FC) -3.73** 2 -2.36 -3.24*
GDP = /  (ILA) -3.89** 3 -1.84 -1.84
GDP = /  (FA) -1.46 1 -0.38 -1.46
GDP = /  (FA, 1982) -2.94 0 -2.94 -2.20
GDP = /  (FL) -1.35 1 -0.09 -1.35
GDP = /  (FL, 1982) -2.23 2 -1.51 -1.39
DC =  /  (FC) -2.65 1 -1.47 -2.65
DC -  /  (ILA) -1.82 1 -2.02 -1.82
DC =  /  (FA) -1.56 1 -0.41 -1.56
DC =  /  (FA, 1982) -2.97 0 -2.97 -2.45
DC =  /  (FL) -1.63 3 -0.06 -1.49
DC =  /  (FL, 1982) -2.53 0 -2.53 -2.28
PC =  /  (FC) -2.84 1 -1.65 -2.84

PC =  /  (ILA) -3.03 2 -1.60 -2.12

PC =  /  (FA) -1.71 3 -0.37 -1.43
PC =  /  (FA, 1982) -3.29 0 -3.29 -2.39

PC =  /  (FL) -1.68 3 -0.03 -1.31

PC =  /  (FL, 1982) -2.75 0 -2.75 -2.05

FINGDP =  /  (FC) -3.43 1 -2.19 -3.43**

FINGDP = /  (ILA) -3.53** 0 -3.53** -2.66

FINGDP =  /  (FA) -1.84 0 -1.84 -2.64

FINGDP = /  (FL) -1.20 0 -1.20 -1.94

FINEMP =  /  (FC) -3.77** 1 -1.86 -3.77**

FINEMP = /  (ILA) -3.07* 1 -1.71 -3.07

FA =  /  (FL)
A* A 11 f  A 1 f  A ̂  ̂  n  f  1 VI fT

-1.60
r o c r r P S S I O I l S

1
inchuil

-1,17
? a c o n s ta n t .

-1.60

T h e  A D F  t e s t s  for u n i t  roo ts  iiavc no  ro n s ta n t  an t i  no  t r e n d .  

* 10% leve l,  ** 59? level, *** l ‘/i level

81



Table 4.B.4: Johansen Cointegration Results

V ariables Trace M ax  k

GDP PC 17.66 13.45 1
GDP FINGDP 21.67** 15.50 1
GDP FINEMP 32.54*** 25.28*** 1
GDP PC FC 75.12*** 42.28*** 1
GDP PC ILA 45.01*** 26.32** 1
GDP PC FA 35.50** 18.25 1
GDP PC FA 1982 68.09*** 34.21*** 1
GDP PC FL 36.26** 18.58 1
GDP PC FL 1982 60.17*** 27.11 1
GDP FINGDP FC 42.47*** 23.06** 1
GDP FINGDP ILA 31.02 16.51 1
GDP FINGDP FA 45.81*** 24.90** 1
GDP FINGDP FL 46.62*** 25.39** 1
GDP FINEMP FC 54.09*** 32.30*** 1
GDP FINEMP ILA 48.65***

r ^ ____1 *

28.51*** 1

b ivar ia tc  regressions'  t race s ta t is t ic  tlie 1^  value is 24.60 and the 59J value is 19.96. For the  m ax  sta t is t ic  the  1% 

value is 20.20 and the  value is 15.67. For the  multivariate regressions' t race s ta t is t ic  the 1% value is 41.07 and the 

5% value is 34.91. For  the max statis tic the 1^ vahie is 26.81 and the  5% value is 22.00.
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Table 4.B.4 continued

Note

Variables T race M ax  k

GDP FC 25.77*** 17.44** 1
GDP ILA 11.95 8.48 1
GDP ILA 23.02** 16.98** 2
GDP FA 16.19 12.38 1
GDP FA 1982 32.61 21.43 1
GDP FL 16.21 12.27 1
GDP FL 1982 26.45 15.06 1
GDP FL 1982 59.92*** 32.64** 2
DC FC 20.69** 13.04** 1
DC ILA 7.19 4.13 1
DC FA 14.50 11.00 1
DC FA 1982 36.83** 20.56 1
DC FL 14.56 10.67 1
DC FL 1982 33.97 21.30 1
PC FC 27.44*** 19.72** 1
PC ILA 7.93 5.41 1
PC FA 11.22 7.71 1
PC FA 1982 32.78 17.26 1
PC FL 12.40 8.78 1
PC FL 24.33** 19.99** 3
PC FL 1982 26.45 15.06 1

FINGDP FC 24.52** 13.02 1
FINGDP ILA 18.40 12.81 1
FINGDP FA 29.01*** 22.08** 1
FINGDP FL 26.50*** 20.83*** 1
FINEMP FC 27.56*** 22.79*** 1

FINEMP ILA 26.08*** 19.20** 1

FA
1 r /  1 __ 1 T ' u  „

FL 18.83
tal fOTi f r n n i  L

16.85** 1
ase 1* in Osterwald

b ivariate  rcRrcssions’ trace s ta t is t ic  the 1% valvio is 24.60 and tho value is 19.96. For the  max sta tis t ic  the 1??

value i8 20.20 and tlie 59< value Is 15 67 For the  multivariate regressions' t race  s ta t is t ic  the  \% value is 41 07 and the

5% value is 34 91. For the max statis tic the l7c value is 26.81 and th e  59? value is 22.00.
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Table 4.B.5: Summary of Cointegration Results

Variables Engle-Granger Johansen

GDP PC X X

GDP FINGDP / /
GDP FINEMP / /
GDP PC FC X /
GDP PC ILA X /
GDP PC FA X /
GDP PC FL X /
GDP FINGDP FC X /
GDP FINGDP ILA X X

GDP FINGDP FA X /
GDP FINGDP FL X /
GDP FINEMP FC / /
GDP FINEMP ILA X /
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Table 4.B.5 continued

Variables E ngle-G ranger Johansen

GDP FC
GDP ILA
GDP FA
GDP FA 1982
GDP FL
GDP FL 1982
DC FC
DC ILA
DC FA
DC FA 1982
DC FL
DC FL 1982
PC FC
PC ILA
PC FA
PC FA 1982
PC FL
PC FL 1982

FINGDP FC
FINGDP ILA
FINGDP FA
FINGDP FL
FINEMP FC
FINEMP ILA

FA FL

/ /

/ /

X X

X X

X X

X /

X /

X X

X X

/ /

X X

X X

X /

X X

X X

/ X

X /
X X

/ /
/ X

X /

X /

/ /
/ /

X /
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Table 4.B.6: Dynamic OLS

D om estic Finance Coefficient Foreign Finance Coefficient Sample Size

PC 0.02 FC 0.46*** 13
0.20 5.94

PC 0.65** ILA -0.01 13
2.91 -0.35

PC 0.60*** FA 0.05** 24
36.15 2.88

PC 0.59*** F ^ 1 9 8 2 0.07 24
4.68 1.74

PC 0.61*** FL 0.02 24
18.03 0.31

PC 0.86*** F L 1982 -0.04 24
5.37 -0.42

FINGDP 0.40*** FC 0.20** 15
2.14 0.91

FINGDP 0.64 ILA -0.02 15
1.86 -0.19

FINGDP -0.11 FA 0.24** 16
-0.61 3.58

FINGDP 0.72*** FL -0.05 16
3.00 -O.48

FINEMP 1.63 FC 0.13 14
1.75 0.39

FINEMP 1.38*** ILA 0.05* 14
5.90

1 n r p  i ll  i t a l i c S .

2.13
* 10% level, ** 5% level. *** 1% level.

Equation!! witli 1982 beside the foreign finance variable naiue inchuie a diitum y variab le  for 1982.
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Table 4.B.7: Phillips-Hansen Fully Modified OLS

D o m estic  F inance Coefficient Foreign F inance Coefficient S am p le S ize

TC 0.84***
20.32

15

DC 0.61***
1 3 2

FC 0.26**
2.66

15

DC 1.07***
6.^2

ILA -0.02
- 0.71

15

DC 0.80***
26.33

FA 0.04**
2.72

26

DC 0.49***
5.57

p ^ l 9 8 2 0.12***
4-76

26

DC 0.80***
15.80

FL 0.04
1.22

26

DC 0.69***
4.82

F L 1 9 8 2 0.08
1.38

26

PC 0.52***
6.14

FC 0.22**
2.90

15

PC Q

7.56
ILA -0.02

- 0.79
15

PC 0.61***
26.30

FA 0.05***
3.38

26

PC 0 42***
5.49

P ^ 1 9 8 2 0.11***
3.99

26

PC 0.61***
15.54

FL 0.06*
1.79

26

PC 0.60***
5.36

F L 1 9 8 2 0.07
1.11

26

FINGDP 0.32***
3.08

FC 0.31**
2.78

17

FINGDP 0.50**
2.66

ILA 0.03
0.60

17

FINGDP 0.49***
7.67

FA 0.03
1.02

18

FINGDP 0.25***
3.93

py^l982 0.14***
3.40

18

FINGDP 0.54***
6.97

FL 0.02
0.38

18

FINGDP 0 42*** 
4.38

F L 1 9 8 2 0.10
1.46

18

FINEMP 0.82***
3.02

FC 0.37***
3.68

16

FINEMP 0.94***
10.28

ILA 0.09***
9.64

16

N o te :  B a r t l e t t  WciRhta .  2 lags ,  no  t r e n d .  Ther t-stati.stic.s a rr in italics. • 10% level, ** 5%  level. *** 1% level.

E q u a t i o n s  w i th  1982 b e s id e  th e  fo reign fiiiancc variable name include a dum m y variaible for 1982.

87



Table 4.B.8: Simple OLS

D om estic  F inance Coefficient Foreign F inance Coefficient Sam ple  Size

TC 0.85***
23.91

16

DC 0.69***
5.43

FC 0.20**
2.28

16

DC 0.98***
5.05

ILA -0.01
- 0.05

16

DC 0.80***
27.19

FA 0.05***
3.33

27

DC 0.68***
7.67

P j^ l9 8 2 0.08***
2.92

27

DC 0.79***
18.35

FL 0.06*
2.11

27

DC 0.82***
6.42

F L 1 9 8 2 0.05
0.87

27

PC 0.58***
6.54

FC 0.18**
2.36

16

PC 0.86***
6.16

ILA -0.02
- 0.60

16

PC 0.61***
29.05

FA 0.06***
4.22

27

PC 0.59***
7.96

p y ^ l9 8 2 0.06**
2.28

27

PC 0.60***
19.22

FL 0.07***
2.93

27

PC 0.71***
714

F L 1 9 8 2 0.02
0.42

27

FINGDP 0.31***
2.92

FC 0.33**
2.87

18

FINGDP 0.42***
3.39

ILA 0.06
1.46

18

FINGDP 0.51***
8.59

FA 0.03
1.06

19

FINGDP 0.34***
4.52

p ^ l 9 8 2 0.11***
3.05

19

FINGDP 0.51***
7.81

FL 0.04
0.91

19

FINGDP 0.39***
4.82

F L 1 9 8 2 0.12*
2.10

19

FINEMP 0.71***
2.97

FC 0.38***
3.99

17

FINEMP 0.81***
7.60

* inr:£

ILA

»• i«vnl *** level.

0.10***
8.31

E q u a tio n s  w ith

17

1982 beside th e  foreign

fin a n c c  v a riab le  tiaiiip  inrlu< ir h <!uinniy variabit* fo r 1982.
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Table 4.B.9: Error-Correction Models

Y X EC  term R2 D W X ,X ,Y  lags D (X i) , D(X2)

GDP PC, FC -0.11
- 0-46

0.64 2.55** - Yes, No

0.03
0.09

0.35 2.07** 1,0,0 No, No

PC GDP, FC 0.51***
4.22

0.70 1.15* - Yes, No

-0.14
- 0.42

0.90 1.65* 1,0,1 Yes, No

FC GDP, PC 0.63
0.62

0.04 1.20* - No, No

0.16
0.14

0.46 1.76** 1,0,0 No, Yes

GDP PC, ILA -0.04
- 0.25

0.64 2.67** - Yes, No

0.10
0.57

0.37 2.20** 0,1,0 No, No

PC GDP, ILA 0.34
1.34

0.67 1.36* - Yes, No

0.62***
3.48

0.91 1.82* 0,0,1 Yes, Yes

ILA GDP, PC 4.73***
3.89

0.64 1.65** - No, Yes

4.78***
6.63

0.73 1.73** 0,1,0 No, No

GDP PC, FA -0.01
- 0.04

0.59 1.95** - Yes, Yes

0.07
0.37

0.19 1.42* 0,1,0 No, No

PC GDP, FA 0.19
0.75

0.41 0.98 - Yes, No

0.48**
2.71

0.80 1.63* 0,0,1 Yes, Yes

FA GDP, PC 2.51*
1.88

0.46 1.48* 0,0,0 Yes, No

GDP PC, FL 0.02
0.22

0.58 1.88** - Yes, Yes

0.09
0.58

0.24 1.55** 0,1,0 No, No

PC GDP, FL 0.24
1.19

0.43 0.95 - Yes, No

0.32**
2.15

0.75 1.52* 0,0,1 Yes, Yes

FL GDP, PC 1.04*
1.73

0.51 1,29* - Yes, No

\ in

0.45
0.83

0.63 1.88* 
r»ir« P.( tr

0,0,1 
rni; t-sta t is t ics  in

Yes, No
ital ics, cr it ical  values from

s tu d e n t ' s  t -di»tril)i i l ion. the roettic irnt npeds to  b r  nogativi- when ^ - GD P and posi tive when Y a finanrial variable 

to restore  e<niilbriiiin. * llW level, ** level. *** \% level. DW ** d x i i i  (no autocorre la tion) .  * d l < d < d u

(inconeliiflive). Doth the  ro i i i t rg ra l ing  equations and the  ECM equations include a constant  and are es t in ia t id  by OLS.
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Table 4.B.9 continued

Y  X EC term DW  X,X,Y lags D (X i), D(X2)

G DP FINGDP -0.13
- 0.90

0.37 2.49** 0,1 No

FINGDP GDP 1.06**
2.51

0.31 1.68** 0,0 No

GD P FINGDP, FC 0.05
0.24

0.01 1.09 - No, No

-0.16
- 0.68

0.28 2.52** 0,0,1 No, No

FINGDP GDP, FC 0.86*
1.97

0.15 2.16** 0,0,0 No, No

PC GDP, FINGDP 1.33***
7.02

0.53 1.08 - No, No

1.03***
4.05

0.59 1.32* 1,0,0 No, No

GDP FINGDP, FA -0.03
- 0.26

0.47 1.92** - No, Yes

-0.03
- 0.20

0.48 1.96** 0,1,0 No, Yes

FINGDP GDP, FA 1.34***
2.90

0.41 1.83** 0,0,0 No, No

FA GDP, FINGDP 0.15
0.21

0.01 0.81 - No, No

1.49**
2.72

0.66 2.02** 0,1,0 Yes, No

GDP FINGDP, FL -0.01
- 0.13

0.58 2.16** - No, Yes

0.04
0.27

0.38 2.07** 0,1,0 No, No

FINGDP GDP, FL 1.33**
3.09

0.49 1.99** 0,0,0 No, Yes

FL GDP, FINGDP 0.04
0.08

0.58 1.67** - Yes, No

0.68
1.49

0.70 1.99** 0,1,0 Yes, No

_i ... *1.̂N o te :  W h i tp  l ip te rosko .las l ic i ty -ronsi . s ten t  s t a i i . l a n l  errors.  EC terra: l - s t a t i s t i c s  in ita l ics ,  c r i t i c a l  va lues  from the

s t u d e n t ’a t - . l l s l r i b u t i o n ,  t h e  coeffic ient n e e d s  t o  be  negat ive  when Y = G D P  an d  p o s i t iv e  w h en  Y =  a financ ia l  variable 

to  r e s to re  e q u i lb r iu m ,  • lO'K level . ** 5"^ leve l.  *•* level DW s ta t is t ic :  ** d > d u  (n o  a u to c o r r e l a t i o n ) .  * d l < d < d u  

( inco n c lu s iv e ) .  B o th  t h e  coin tO Rrating  e q u a t io n s  an.l  th o  ECM equat ions  inc lude  a c o n s t a n t  a n d  a re  e s t im a te d  by OLS.
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Table 4.B.9 continued

Y  X  E C  te r m  D W  X ,X ,Y  lags D ( X i ) ,  D ( X 2 )

G D P FINEMP, FC 0.08
0.65

0.02 1.53* 0,0,0 No, No

FINEM P GDP, FC 0.29**
3.18

0.26 1.28* - No, No

0.31**
2.W

0.49 1.21* 0,0,1 No, No

FC GDP, FINEMP 1.06***
2.91

0.34 1.20* - No, No

1.21***
3.52

0.48 1.86** 0,0,1 No, No

G D P FINEMP, ILA -0.51***
-3.38

0.22 1.22* - No, No

-0.80***
-5.54

0.59 2.36** 0,0,1 Yes, No

FINEM P GDP, ILA 0.34
1.36

0.52 1.64* 0,0,0 Yes, Yes

ILA GDP, FINEMP -2.07
-0.88

0.43 1.73** - No, Yes

-1.99
-1.13

0.69 2.39** 1,1,0 No, Yes

G D P FC 0.12
0.91

0.07 1.26* - No, No

-0.05
-0.29

0.23 2.35** 0,1 No, No

FC G D P 0.97***
4.63

0.45 1.23* - No, No

1.08***
5.53

0.62 2.33** 0,1 No, No

G D P ILA 0.01
0.11

0.01 1.07 - No, No

-0.06
-0.50

0.25 2.31** 0,1 No, No

ILA G D P 1.48***
2.80

0.23 0.50 - No, No

1.03*
2.07

0.63 2.42** 0,1 No, No

__ - _ i _______________  r ______N o te :  W h i te  hctcro«k. '<last iri ty-c<>.isis tent s t a i u l a n i  errors.  E C  terra: t-sta ti.Mics in it a l ic s ,  e r i t i c a l  values  from the

s t u d e n t ’s t - d i s t r i b u t i o » ,  th e  coeffic ient needs  to  h e  negat ive  when Y = G D P  a n d  p o s i t iv e  w h en  Y =  a f inancia l variable  

to  r e s to r e  eq u i lh r iu in .  * lO-^ leve l.  ** 59( level, *** level. DW  s ta t is t ic :  ** d > d u  (no  a u to c o r r e l a t i o n ) .  * d l < d < d u  

( inconc lus ive) .  B o th  t h e  c o in teRra t inR  e q u a t io n s  a n d  th e  ECM  equat ions  inc lude  a  c o n s t a n t  a n d  are  e s t im a te d  by OLS.
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Table 4.B.10; Error-Correction Models - Robustness

Y X E C  te rm /3i /?2 R2 D W D (X i) ,  D (X 2)

GDP PC, FC -0.12
- 0.73

0.74 2.94** Yes, No

PC GDP, FC 0 47* + *
3.11

-0.06 0.49 0.94 2.41** Yes, Yes

FC GDP, PC 1.66***
5.72

-0.01 0.49 0.81 2.84** No, Yes

GDP PC, ILA 0.05
0.39

0.71 3.09** Yes, No

PC GDP, ILA -0.03
- 0.19

0.87 1.96** Yes, No

ILA GDP, PC 4.04***
6.20

0.57 0.02 0.78 1.82** No, No

GDP PC, FA -0.01
- 0.05

0.61 2.04** Yes, Yes

PC GDP, FA 0.32
1.65

0.64 1.09* Yes, Yes

FA GDP, PC 2.55*
1.91

0.57 0.06 0.49 1.49* Yes, No

GDP PC, FL 0.01
0.08

0.62 2.01** Yes, Yes

PC GDP, FL 0.18
1.16

0.62 1.20* Yes, No

FL

IM. 1.

GDP, PC 1.01*
1.71

0.57

*•#1 orr<\rc

0.01 

t . « t  Mt  I S t

0.56

i r s  i n  i t a

1.39*

l ie s .  * 109?

Yes, No

level. ** 5% level. *** 1'

D\V  s ta t i s t i c :  *♦ nic«iis  d X l i i  ( n o  a u to c o r r e l a t i o n ) ,  * m e a n s  d l « l < ( l i i  ( inconclus ive) .  T h e  E C M  e q u a t io n s  inc lude  a

roii.sfaiit aiui  a rc  e s t i n ia t r d  by o rd in a ry  least  squares .
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Table 4.B.10 continued

Y X EC te rm /3i 02 R2 D W D (X i) , D(X2>

GDP FINGDP 0.02
0.23

0.56 2.01** No

FINGDP GDP \
2.85

0.54 0.38 1.92** No

GDP FINGDP, FC 0.36
1.50

0.60 2.61** No, Yes

FINGDP GDP, FC 0.94*
1.73

0.74 -0.20 0.40 2.08** No, No

FC GDP, FINGDP \  47***
6.94

0.20 0.65 0.76 2.00** Yes, No

GDP FINGDP, FA 0.03
0.22

0.51 2.04** No, No

FINGDP GDP, FA L34***
2.87

0.48 0.04 0.44 1.99** No, No

FA GDP, FINGDP 0.29
0 .4 1

0.71 1.89** Yes, No

GDP FINGDP, FL -0.01
- 0.10

0.58 2.15** No, Yes

FINGDP GDP, FL 1.33***
2.82

0.47 0.05 0.43 2.03** No, No

FL

t  1* * A M _  A ^

GDP, FINGDP -0.47
- 0.93

tiKtirs in

0.83

italics. *

2.26**

10% level.

Yes, Yes

** 5% level, *** I 7t lev.

DW sta tis t ic :  •* mean!. d X l u  (no au lororre la l ion),  * means d K . K i l u  (inconchisivc). T he  ECM equa t ions  include a

cons tan t  and arc est imated by ordinary least squares.
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Table 4.B.10 continued

Y X EC te rm -Si 02 D W R2 D (X i) , D(X2)

GDP FINEMP, FC 0.09
0.83

0.23 2.00** No, No

FINEMP GDP, FC 0.27**
2.66

1.41 0.19 0.43 1.33* Yes, No

FC GDP, FINEMP 1.07***
3.17

0.21 0.53 0.48 1.42* No, No

GDP FINEMP, ILA -0.59***
-i.69

0.92 0.10 0.56 1.81* Yes, No

FINEMP GDP, ILA 0.55***
3.38

1.11 0.07 0.50 1.45* Yes, No

ILA GDP, FINEMP -1.80
-0.74

0.48 1.78* No, Yes

GDP FC 0.31**
2.28

0.59 2.59** Yes

FC GDP 1.15***
8.97

0.53 0.67 2.02** Yes

GDP ILA 0.06
0.59

0.45 1.99** No

ILA GDP I  72*** 
3.88

0.14

i t  irR it)

0.47

i t a l i c s .  *

0.76

10% lev e l .

No

** 5% le v e l ,  ***  19E lev .

D W  s t a t i s t i c :  • *  n i r a n s  <l>. lu  ( n o  a . i t o r o r r r l « t i o i i ) ,  * iiioa iis < i l O l « i u  ( i n r o n r l u s i v e ) .  T h e  E C M  e q u a t i o n s  i n c l u d e  a

r o n s t a i i t  anci a r e  e s t i m a t e d  b y  o r d i n a r y  le a s t  s q u a r e s .
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Table 4.B.11; Vector Autoregressive Models

Cointegrating Equation Causal R elationships p value k sign

GDP PC PC PC PC 0.03 1 +
GDP PC ILA GDP ILA 0.01 1 +

PC ILA 0.01 1
GDP PC FA GDP FA 0.05 1 +

GDP FA 0.06 2 +
PC FA 0.07 1
PC FA 0.08 2
FA PC 0.02 3 +

GDP PC FA 1982 GDP FA 0.03 1 +
GDP -4-> FA 0.07 2 +
GDP FA 0.08 3 +
PC GDP 0.08 1
PC FA 0.06 2

GDP PC FL GDP ->-> PC 0.06 1 +
PC GDP 0.08 1
PC GDP 0.10 3 +
GDP ->-> FL 0.05 1 +
FL PC 0.06 1 +
FL PC 0.06 2 +
FL PC 0.02 3 +
PC FL 0.06 1

GDP PC FL 1982 GDP PC 0.02 1 +
P C  GDP 0.01 1
P C  GDP 0.02 2
P C  -4 -. GDP 0.03 3
GDP FL 0.06 1 +
CDP -»-» FL 0.09 2 +
FL GDP 0.05 3 +
FL PC 0.04 1 +
FL PC 0.07 3 +

Note: Tho symbols -f' «nd -■ in thn sign cohiinn siRnify positive and  negat ive coefficients respectively.

WMiite heteroskedasticity-consistcnt s tandard  errors.
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Table 4.B.11 continued

C o in te g ra tin g  E quatii 

GDP FINGDP PC

GDP FINGDP FA

GDP FINGDP FL

GDP FINEM P FC

GDP FINEM P ILA

N o te :  T h e  R y in b o l s  ' - f  ‘ an<l in t 

W h i t r  h r

1 C ausal R e la tio n sh ip

GDP FINGDP
GDP FC
GDP FC
GDP FC
FINGDP FC
FINGDP FC
GDP FINGDP
GDP FINGDP
FINGDP GDP
GDP FA
FINGDP FA
FINGDP FA
FA FINGDP
GDP FINGDP
GDP FINGDP
FINGDP GDP
FINGDP FL
FINGDP FL
GDP FINEMP
GDP FINEMP
GDP FC
GDP FC
GDP FINEMP
FINEMP GDP
GDP ILA
ILA GDP
ILA — - GDP 
FINEMP ILA

p s ig n  c o l u m n  s ig n i fy  p o s i t i v e  ani

m ^ s k c d a s t  i c i t y - c o n s i s t c n t  s t a n d a :

p value k sig n

0.10 1 +
0.01 1 +
0.01 2 +
0.01 3 +
0.01 1 —

0.01 2 —

0.01 1 +
0.01 2 +
0.07 2 +
0.01 3 +
0.07 1 +
0.02 2 +
0.01 2 -

0.01 1 +
0.03 2 +
0.07 2 +
0.07 1 +
0.01 2 +
0.02 1 +
0.01 2 +
0.01 1 +
0.01 2 +
0.06 2 +
0.06 1 +
0.03 2 -

0.01 1 +
0.02 2 +
0.02 1 +

n e g a t i v e  c o e t f i c i e n t s  r e s p e c t i v e l y .
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Chapter 5

The Role of Foreign Finance 

Growth



5.1 Introduction

The relationship between financial development and economic growth is now an established 

research field in contemporary macroeconomics. The existing literature shows theoretically how 

finance may affect growth and empirically provides evidence that it does so. The literature so far, 

however, has largely omitted the role of foreign institutions in this process. It has concentrated 

on how growth is influenced by institutions resident in the same country. This paper aims to 

fill this gap by examining the role of foreign financial institutions in development.

This paper shall first review some of the literature that has already looked at foreign finance. 

Section 5.3 provides some theoretical background, and the empirical strategy of the paper is 

then outlined in Section 5.4. Section 5.5 introduces the variables used to proxy for the role 

of foreign institutions and Sections 5.6, 5.7 and 5.8 form the empirical study for different time 

periods. Section 5.9 concludes.

5.2 Literature Review-

Some aspects of the role of foreign finance have already been examined. Levine and Zervos 

(1998b) show that the liberalisation of restrictions on capital and dividend flows increases the 

liquidity, size, international integration and volatility of stock markets. This is one way foreign 

flnance can affect growth, since in another study (Levine and Zervos, 1998a) they have shown 

that the level of stock market development influences economic growth. In a more recent paper, 

Levine (2000) pools together some existing theory and evidence on finance and growth. He 

reemphasizes his above argument and then adds a second: greater foreign bank presence increases 

domestic bank efficiency. This is of importance, he argues, because the existing evidence points 

to the domestic banking system influencing growth through total factor productivity (TFP) 

growth. Furthermore, recent studies (Klenow and Rodriguez, 1997; Easterly and Levine, 2001) 

propose that TFP growth accounts for about ninety per cent of cross-country growth differences.

A recent paper by Claessens, Demirguc-Kunt and Huizinga (2001) highlights this banking 

channel. They provide evidence that a higher level of foreign ownership of banks is linked to 

decreased margins and profits of domestic banks. This suggests that foreign entry increases 

the efficiency of the domestic banking sector, which may then increase economic growth. De 

Gregorio (1998) includes financial integration in a L ev ine-type cross-country format and finds 

that financial integration has a positive relationship with financial depth. He also examines 

whether foreign finance affects growth through the portfolio diversification channel. On this 

issue, however, he finds that financial integration has no direct impact on economic growth once 

financial depth is held fixed. This again highlights the role foreign finance has in improving
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domestic finance.

5.3 Theoretical Background

Theoretically foreign finance can influence domestic economic growth in more ways than the nar­

row channels examined so far in the literature. Indeed the existing theoretical literature points 

to a number of channels where finance affects growth by overcoming market frictions. Financial 

intermediaries decrease liquidity risk and avail of economies of scale to reduce information costs, 

transactions costs and monitoring costs. There is no inherent reason why these channels are 

restricted to the actions of domestic financial institutions. W hat matters for domestic economic 

growth is the frequency of and quality with which these functions are performed. Thus, capital 

is allocated to a more productive use and the level of investment may also increase. Therefore, 

where foreign institutions are prominent they may increase economic growth directly by per­

forming these functions, as well as indirectly by increasing the quality and efficiency with which 

domestic institutions perform.

Globalisation of financial services also has its problems. A recent World Bank Report (2001) 

argues that the most acute problem is the “risk of extreme currency movements resulting in 

losses to insuflSciently hedged intermediaries and businesses.”  ̂ When businesses borrow from 

foreign financial institutions this may be in a foreign currency. If the domestic country then 

experiences an exchange rate devaluation, these liabilities increase in monetary value. Thus, the 

use of foreign finance can at times place financial burdens on domestic companies and institutions 

and consequently have a negative influence on economic growth. As foreign finance theoretically 

has both costs and benefits, empirical analysis needs to be undertaken to estimate the trade off.

5.4 Em pirical Strategy

The econometric analysis employed is similar to the cross-section technique used by Levine et al. 

(2000). This places our analysis in line with the existing literature on finance and growth. One 

observation is used for each country in the dataset: this is an average figure for the time period 

studied. Growth in real per capita Gross Domestic Product (GDP) is used as the dependent 

variable. We use the same independent variables as Levine.^ These are initial GDP, initial 

human capital, trade, government size, infiation, black market premium and private credit, which 

is Levine’s preferred finance measure. The one change is that a foreign finance variable is added, 

to see how foreign finance affects economic growth. The next section introduces the proxies that

'C a p r io o t  al. (2()()1, p l8 7 ).
U l l  iiulepcKicMt. variabl<« a re  cxprosso.i in im tural logarithm s. F u rth e r deta ils are  pre.sented in Appendix

5.A,
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we employ for foreign finance. For each regression we show the results when foreign finance is 

included and when it is excluded. This is to observe how the coefficient for private credit changes 

when foreign finance is included. Both finance variables [private credit and our foreign measures] 

are measured using their initial value in order to address the issue of causality. Estim ation is 

by O rdinary Least Squares (OLS). The sample used is different from Levine et al. due to  data  

limitations for the foreign variables. The countries included are listed in Appendix 5.B.^

5.5 Financial Indicators

We employ proxies for both domestic and foreign finance in our regressions. Our main domestic 

measure is

•  “PC ” =  Private credit =  The to tal value of credits issued by resident financial intermedi­

aries to  the private sector, divided by GDP.

I t is Levine et al.’s preferred measure of financial depth. It is equal to  line 22D +  line 42D 

in th e  IM F’s International Financial Statistics (IFS). It measures the existing stock of credit 

owed to resident institutions.

As one of our foreign financial variables below includes credit to  the public sector, we shall 

am end this private credit variable to  also include credit to the public sector for reasons of 

consistency. Thus, we have the following variable

•  “DC” =  Domestic credit =  The total value of credits issued by resident financial interme­

diaries to the government and the private sector, divided by GDP.

It is equal to line 22A -t- line 22D - I -  line 42A +  line 42D in IFS.

We then employ four different variables to measure the role of foreign institutions. Together 

they offer comprehensive coverage of any possible role of foreign financial systems. They are as 

follows:

•  “FL” =  Foreign Habilities =  Foreign liabilities of bank and non-bank financial institutions, 

divided by GDP.

^ P an a m a  is o x ch .d c l from th e  data.sct cltie to  it.s role as a financial ren te r. T h is is h ighlighted by extrem e 

vahies for som e of th e  variables in troduced  in S<x-tion 5.5 indicating th a t,  in th e  case of P an am a , those variables 

are n o t good proxies for what we are try in g  to  m easure (Section 5.3). In th e  tim e period 1980 to  1998, for 

exam ple, P an am a ha.s a value of 2.84 for foreign liabilities an.i the nex t h ighest is Singapore with 0 60. For 

foreign cre<lit, in th e  sam e tim e perio .l, P an am a  has a  vahio of 2.10 and the  nex t highest value is under 0.40.
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These data are taken from hne 26C, hne 46C and hne 99B of IMF’s International Financial 

Statistics. Foreign liabilities is a proxy for the money resident financial institutions borrow from 

abroad, money which at least partially serves the domestic market.

• “FC” =  Foreign credit =  The external positions of reporting banks with the domestic 
non-bank sector, divided by GDP.

This is taken from Table 6B of The Quarterly Review of the Bank of International Settlements 

(BIS). Foreign credit proxies the credit lent directly from foreign institutions to the domestic 

non-bank sector. It is a foreign equivalent to the above DC measure. This measure is available 

from 1983 to 1998.‘‘

• “TC” =  Total credit =  Domestic Credit + foreign credit

This amalgamation serves as a proxy for the total credit that reaches the domestic non-bank 

sector.

• “FBA” = Foreign Bank Assets =  Foreign bank assets divided by total bank assets.

A foreign bank is defined to have at least 50 percent foreign ownership. These data, taken 

from Claeesens et al. (2001), are one observation per country: an average for the 1988 - 1995 

period. This variable measures the impact foreign institutions may have by actually setting up, 

or taking over, operations based in the domestic market.

The paper proceeds by examining each of these foreign variables over a selection of suitable 

and available time periods. We examine different time periods because the extent of foreign 

finance has increased due to the increasing globalisation of the world economy, see Table 5.1.^

5.6 1960 - 1995 Regressions

The first time period where we investigate this issue is 1960 - 1995. We follow Levine et al. in 

the choice of this time period. If there is a paucity of data for finance between the years 1960 

and 1965 the country is still included in the dataset, in order to increase the sample size. Thus, 

the initial value for foreign finance is 1960 or the earliest year available up to 1965. Of the 

foreign finance proxies only foreign liabilities is available for this time period and it is examined 

below.
 ̂A no ther po-ssiblo BIS variable i.s dorar.stic lon.titiR abroad. It i.s oqual to  th e  ex te rn a l a.ssets of dom estic banks 

vis a  vis the  non-bank sector in all currencies and is taken from Table 2B of T he Q u arte rly  Review. U nfortunately  

thi.s variable is only available for a  lim ited am oun t of countries. W hen it is in co rp o ra ted  in to  the framework of 

our cros»-s<H tion  s tu d y  we have only six teen  observations. Therefore, the  analysis of th is variable is not presente<i 

here.
®An in teresting  exception to  th is is th a t  foreign credit is lower in the  1990s th an  m the 1980s.
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Table 5.1: Arithmetic Means of Financial Variables

V ariab le
1960 - 1995

M e a n  
1980 - 1998 1990 - 1998

FL 2.44 12.67 18.11
FC - 13.27 6.83
FBA - - 16.18
PC 25.62 48.52 63.72
DC - 59.37 76.33

N ote :  All values  a re  for th e  tw en ty  e ight  c o u n t r ie s  c o m m o n  to  all t im e  periods .

5 .6 .1  F o re ig n  L iab ilities

In regression (1), of Table 5.2, we find th a t private credit has a statistically significant positive 

effect on economic growth, this is in accordance with the existing literature. The variable foreign 

liabilities, however, is not significant at the standard ten per cent level: the variable has a p-value 

of 0.17. We then test the robustness of this result.

F irst, we look for the leverage points in the regression. Leverage points are influential 

observations, in our study they are countries which are influential in determining the statistical 

significance of foreign finance. We determine the leverage points of the regression by using 

observation-specific dummy variables. This is where a dummy variable is used for country i, 

effectively excluding its d a ta  from the dataset for tha t regression.® This is then repeated for 

each country in turn. Thus, these regressions show us how the statistical significance of foreign 

liabilities changes when each country’s data are in turn  excluded from the regression. Therefore, 

we can see which countries are influential in determining the statistical significance of foreign 

finance.^

In  regression (1) we find that Kenya is a leverage point. W hen it is dropped from the 

sample foreign liabilities becomes significant. This regression, when Kenya is om itted from the 

sample, is recorded as regression (2). When Haiti is excluded from this regression, however, we 

find that foreign liabilities becomes insignificant again. This pattern  continues: as the biggest 

leverage point is dropped from each sequential regression the significance, or otherwise, of foreign 

liabilities changes.

For our next robvistness check we ju st use initial income and hum an capital as control vari-

®K™iiedy (1998, 1)226). .
^A.K,tl.er m o th c l  ..f idontifyinR influential ohsorvntions is the jacknife procedure. It also creates repeated

•samples from th e  original .sample by o m ittin g  one observation a t a tim e. T h e  difference is th a t a  final paran.ete^ 

e s tim a te  i.s calculate,I a.s th e  average p a ram ete r of the.se samples. We do  no t use th is m ethod here as it does no t 

work well in sm all sam ples (H air e t al., 1998, pG07).
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ables, what Levine et al. call the simple conditioning set. We find that the same pattern  emerges 

here: the result of the significance of foreign liabilities changes when each leverage point is ex­

cluded in turn. Furthermore, this pattern  continues when we just include non-OECD countries 

in the sample, regression (3).

T he consistency of this pattern suggests tha t there is a relationship between foreign liabilities 

and growth. The sensitivity of this relationship to leverage points suggests tha t it is not 

consistent across countries. It should be noted tha t more leverage points exist for a statistically 

significant relationship than for an insignificant relationship. This suggests th a t the regressions 

where the variable foreign liabilities is insignificant are more robust than the regressions where 

foreign liabilities is significant. This is illustrated in regression (1) which has two leverage points 

(Kenya and Portugal) out of forty five countries, and where foreign liabilities is insignificant. By 

dropping any one country from this sample, forty five new samples can be created. In only two 

of these will foreign liabilities be significant. Regression (2), however, where foreign liabilities is 

significant, has seven leverage points. Thus, out of forty four new samples, created by dropping 

one country from regression (2), seven will have an insignificant result for foreign liabilities.

Interestingly in regression (3) we also see that private credit is no longer significant.® Thus, 

the standard  result for private credit in the literature seems to be fragile. This result is itself 

robust to the removal of the biggest leverage point and to use of the simple set.

A further test for robustness is to express foreign liabihties as a percentage of private credit. 

Here we find th a t foreign finance is not significant. This result holds when the biggest leverage 

point is excluded and when the simple conditioning set is used. Interestingly, foreign liabilities 

is significant when we use the non-OECD subset, regression (4).® This result is robust to  using 

just the simple set of control variables and to dropping the biggest leverage point. A partial 

scatter plot of growth and foreign liabilities in this regression is shown in Figure 5.1.

The interpretation of this result hinges on two points; the use of private credit as the scaling 

variable and the non-OECD subset. As private credit itself is already included in the regression 

its direct effect on growth is controlled for. Thus, we are just measuring an indirect effect: 

foreign liabilities are significant when scaled by private credit not GDP. Therefore, foreign 

liabilities’ relation to private credit is important. Theoretically, there seems to  be two wajs this 

could work. A good domestic financial system could work in tandem  w ith foreign credit and 

use local knowledge to d istribute the credit effectively. Or foreign credit could compensate for 

an underdeveloped domestic financial system. For a given level of foreign liabilities in volume

" In  tlio  |>rnvic)ii.s rnRrra-sion.s privH te c m l i t  bohavos in a  .similar fash ion  to  fo re ign  liab ilitie s .
« ( )n ly  0 1 .0  c o ln in n  i.s show n for th is  ro g rrss io n  in TabU- 5.2 a.s tho reg re ssio n  w hen  fo reign  finance is ex c lu d ed

iH th e  SHino a s  for roKros8i(>ii (3 ).
‘" W h e n  fore ign  lia l,iliti.-s a re  srale<l by G D P  we hav e  th e  firs t result of an  in c o n s is te n t re la tio n  a c ro ss  c o u n trie s .
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Figure 5.1: Growth and Foreign Liabilities /  Private Credit, 1960 - 1995: Regression (4)

Table 5.2: Foreign Liabilities 1960 - 1995

V ariable (1) | (2) 1 (3) 1 (4)

GDP -0.96***
-2.77

-0.98***
-2.94

-1.12***
-3.20 '-3.68

-0.81**
-2.16

-0.72**
-2.08

-0.71**
-2.15

School 1.02
1 .4 5

1.03
1.54

0.84
1.17

0.82
1.23

0.75
0.92

1.43*
1.93

1.60**
2.10

Government 1.08
1.60

0.95
1.38

1.48**
2.11

1.39**
2.06

1.38*
1.81

0.81
1.11

0.82
1.18

Trade 0.63
1.41

0.47
1.03

0.70
1.55

0.51
1.12

1.17*
1.74

0.43
0.75

0.29
0.50

BMP -2.72***
-2.90

-2.80***
-3.35

-3.01***
-2.91

-3.17***
-3.55

-2.86**
-2.53

-2.65***
-3.00

-2.65***
-3.32

Inflation -1.31
-0.89

-1.79
-1.13

-0.94
-0.62

-1.46
-0.91

0.06
0.03

-3.30
-1.28

-3.72
-1.36

PC 0.60**
2.15

0.40
1.28

0.72***
2.68

0.49*
1.66

0.20
0 .46

-0.50
-1.03

0.04
0.11

FL 0.22
1.41

0.27*
1.81

0.55**
2.67

0.63**
2.60

Sample Size 45 45 44 44 26 26 26

0.57 0.59 0.60 0.64 0.66 0.75 0.77

Adjusted 0.49 0.50 0.52 0.55 0.53 0.63
*  i i \ C f  ** K C i

0.66 
*** 1 ft

N o tp :  W h i t e  l id r rn i> k r< l i i i i l i r i iy - ro n ! i i i i t rn t  n lB i id ar i l  e r r o r s .  I - S t a l i s t i r s  in i t a l i c s .  * 109?, ** 5V{, 1%
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Figure 5.2: Private Credit and Foreign Liabilities /  Private Credit, 1960 - 1995, non-OECD 

sample.

term s, the former implies a negative coefficient and the latter a positive coefficient. As the 

coefficient is positive we take the latter interpretation. This holds for the non-OECD subset 

where the private credit figures are smaller, indicating a poor financial system and hence a need 

for com pensating provision."

Therefore, this result implies that developing countries use foreign liabilities to  compensate for 

their shallow domestic financial systems and the variation of this compensation helps to  explain 

variation in their growth performance. This result doesn’t hold for the full sample as it includes 

more developed financial systems and thus the variable doesn’t proxy credit compensation for 

those countries.

Interestingly, there is no relation between private credit and foreign liabilities over private 

credit: they have a correlation coefficient of 0.01 and their bivariate regression line is practically 

horizontal (see Figure 5.2). Consequently, the amount of compensation is not related to the 

present s ta te  of the domestic financial system.

"  P rivn te  crtnlit rniigos from 1% to  25% i)f G D P in this noii-OECD subsainplc.

105



5.7 1980 - 1998 Regressions

We now examine this subject for a more recent time period: 1980 - 1998. T he values of foreign 

finance are higher in this period (Table 5.1) reflecting its increasing usage. Also the data 

availability for this period allows us to examine foreign credit in addition to  foreign liabilities.

5.7 .1  Foreign L iabilities

In this period, we find that the variable foreign liabilities is not significant as a determ inant of 

economic growth in the standard Levine et al. regression. This is recorded as regression (1) in 

Table 5.3. This result is robust to the exclusion of the biggest leverage point in the regression. 

In regression (2) we test for robustness to a change in the control variables using the simple 

set. Foreign liabilities is again insignificant and this result is also robust to the exclusion of any 

one country. Next we check the subset of non-OECD countries and again foreign liabilities is 

insignificant.*^ This is recorded as regression (3) and holds when the simple control set is used. 

Finally, all these regressions are repeated with foreign liabilities expressed as a percentage of 

private credit and all the key results stay the same.

O n tha t account, foreign liabilities is not significantly related to growth in this time period. 

Interestingly, neither is private credit, our domestic finance measure. This result is also robust 

to all the above checks.

5 .7 .2  Foreign Credit

Now we tu rn  to foreign credit, data for which is only available for a shorter time period, 1983 to 

1998. Thus, the foreign credit figures employed in these regressions are for 1983. We use these 

to proxy for the value of foreign credit a t the start of the time period.

In our standard  regression, regression (1) in Table 5.4, the variable foreign credit is not 

significant as a determ inant of economic growth. The robustness of this result is then tested. 

F irst, we determ ine the leverage points of this regression and it is found th a t this result changes 

when Chile is excluded. We then re-run the regression with Chile dropped from the sample. 

This subsequent regression is not robust either and no obvious robust result emerges. We 

continue this pattern  of forming new regressions by omitting the biggest leverage point in turn 

and find th a t foreign credit switches between significance and insignificance in these regressions. 

Furtherm ore, these regressions liave a similar number of leverage points, suggesting that the 

significant and insignificant results for foreign credit are robust to a similar degree.

^■^This re su lt  is itse lf  ro b u s t to  th e  rx r lu s io n  o f any  one roiiritrv
‘ •■'h. rPRrossi.m (1 ), ... T » l.lr  5 .4 , fonnR.. lint.ilitir-s is i..siKi..fica.,t. Thi.s regres.si«n l.as tw o leverage  p o in ts: 

C h ile  an .l P o rt.iR a l, T h e  reRros-si,.,. i.s re -r .. . .  w .th  C hile  o ...itto ,l fro... th e  sa .n p le . Fore ig .. liab ilitie s  is s ig n ifican t
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Table 5.3: Foreign Liabilities 1980 - 1998

V ariab le (1) 1 (2) 1 (3)

GDP 1980 -0.23
- 0.69

-0.22
- 0.67

-0.11
- 0.34

-0.11
- 0.32

-0.21
- 0.53

-0.28
- 0.74

School 1.05
1.25

1.08
1.35

0.95
1.19

0.96
1.21

1.43
1.39

1.58
1.60

Government -0.28
- 0.40

-0.29
- 0.21

-0.02
- 0.02

0.12
0.13

Trade 1.01**
2.23

1.05**
2.32

0.77
0.97

0.80
0.95

BMP -0.28
- 1.20

-0.30
- 1.21

-0.34
- 1.08

-0.37
- 1.05

Inflation -2.16*
- 1.84

-1.99
- 1.53

-2.90*
- 1.77

-2.51
- 1.43

PC -0.20
- 0.52

-0.09
- 0.24

0.26
0.78

0.28
0.77

-0.41
- 0.69

-0.21
- 0.36

FL -0.14
- 0.72

-0.02
- 0.08

-0.23
- 0.79

Sample Size 55 55 55 55 39 39

R2 0.31 0.32 0.10 0.10 0.32 0.33

Adjusted 0.21 0.20 0.05 0.03 0.16 0.15
1 n W .  ♦ ♦  KO2

In regression (2) we tu rn  to the simple set of control variables: initial income and human 

capital. Here we find th a t foreign credit is insignificant and this result is robust to  the exclusion 

of any one country. This exact pattern  of results, for the policy set and the simple set, is 

repeated when foreign credit is expressed as a ratio to domestic credit. This overall pattern  

suggests th a t there may be a relationship between foreign credit and growth but th a t it seems 

to be quite a particular relationship: particular to the countries in the sample and the control 

variables used.

Examination of the of the non-OECD sample of countries may shed some light on this poten­

tial relationship. In regression (3), see Figure 5.3 also, we find that foreign credit is significant 

at the 2% level. This result is robust to the exclusion of any one country and the coefficient is 

negative. This result holds for the simple conditioning set too, regression (4). Furthermore,

in th is  regression wl.k li also ha.s two lovorago points: Botswana and Nepal. We d rop  N epal from th e  sam ple and

fin<l foreign liahilities to  be insignificant in th e  subsequent regres,sion. T here are  four leverage poin ts (Cyprus,

Irelan .l, N etherlan .ls and  P o rtu g a l) in th is regression. W hen Portugal is then  d ropped  from th is new sam ple,

foreign liabilities is significant and  this regre.ssion al.so has two leverage points. B otsw ana  and  Iran.
" I t  is no tew orthy  th a t  d o n .c s tir  credit becom es significant when foreign cred it en ters th is equation , this also

holds i.. regre,ssion (2). T h is  is ,lue to  a high correlation coefficient betw een th e  two variables (0.62). T he

<lo„.esti.- rr,Hlit resu lt however. ..nlike th e  foreign cre<lit result, does not hold when th e  full policy control set is

used.
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Table 5.4: Foreign Credit 1980 - 1998

Variable ( l )  | (2) | (3) | (4)

GDP 1980 -0.27
- 0.79

-0.31
- 0.94

1 
1 1 

1 -0.26
- 0.62

-0.36
- 0.97

-0.22
- 0.45

-0.31
- 0.69

School 1.03
1.23

1.22
1.44

0.92
1.15

1.22
1.47

1.35
1.29

1.83*
1.94

1.08
1.13

1.96*
1.77

Government -0.28
- 0.39

-0.36
- 0.55

-0.05
- 0.05

-0.14
- 0.17

Trade 1.00**
2.20

1 29*** 
£69

0.82
1.04

1.17
1.47

BMP -0.26
- 1.18

-0.30
- 1.53

-0.30
- 1.05

-0.39*
- 1.79

Inflation -2.13*
- 1.84

-0.31
0.20

-2.76
- 1.66

0.47
0.20

DC -0.04
- 0.09

0.19
0.53

0.43
1.12

0.59*
1.67

-0.21
- 0.35

0.44
0.87

0.44
0.90

0.98**
2.08

FC -0.32
- 1.48

-0.24
- 1.36

-0.68**
- 2.57

-0.63**
- 2.55

Sample Size 55 55 55 55 39 39 39 39

R2 0.31 0.34 0.12 0.14 0.31 0.42 0.09 0.21

Adjusted 0.20 0.22 0.06 0.07 0.15 0.26 0.01 0.12
Note; W h i t e  h e te ro sk c d a s t i c i t y -c o n s i s te n t  s t a n d a r d  errors ,  t -S ta t i s t i c s  in ita l ics ,  * 10%, ** 5%, *** 1%.

it holds when foreign credit is expressed as a ratio to domestic credit. Thus, we find th a t foreign 

credit has a negative effect on growth for the non-OECD countries.

This provides evidence for the exposure to currency movements theory presented in Section 

5.3. Firms in non-OECD countries are less likely to have the ability to  hedge their exposure 

and thus are more vulnerable to currency movements.

We also examined to tal credit and found it to be insignificant in all the specifications.

5.8 1990 - 1998 Regressions

The last time period we examine is 1990 - 1998. This allows us to examine the variable foreign 

bank assets. It also informs us whether any of the relationships change over time.

5 .8 .1  Foreign L iab ilities

For this shorter time period, again using the standard Levine et al. specification, the variable 

foreign liabilities is only ju s t insignificant: it has a p-value of 0.11. This is recorded in Table 

5.6 as regression (1). W hen the USA, the biggest leverage point, is om itted from the sample 

foreign liabilities becomes significant. This result, however, is not robust and we again have a 

situation where we cannot find a result that is robust to this leverage point analysis. W hen each
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Figure 5.3; Growtii and Foreign Credit, 1980 - 1998: Regression (3)

of th e  six biggest leverage points are removed from the regression, one at a time, the result of 

the significance of foreign liabilities reverses. In regression (2) we use the simple set of control 

variables and here we find a robust result: foreign liabilities is insignificant.

W hen we tu rn  to non-OECD countries, regression (3), we find a statistically significant role 

for foreign liabilities. When South Africa is removed from this regression, however, significance 

is lost. This subsequent regression, regression (4), is robust to the removal of any one country. 

This result is also robust to  use of the simple conditioning set.

T he remaining robustness check is to express foreign liabilities as a percentage of private 

credit. Here we find a very similar pattern of results. The only difference occurs when we use 

the non-OECD sample with the policy variables: here we do not find a robust result. Thus, in 

three specifications (full sample, full sample with private credit as the scaling variable and non- 

OECD sample w ith private credit as the scaling variable) there is no obvious robust result. In 

all three of these cases, however, we find that the regressions where foreign liabilities is significant 

are more robust, as they have less leverage points.'^

'■'’ Ill th e  full sa m p lo , w lion fo re ign  fin an ce  i.s in .significant, 9 of th e  43 c o u n tr ie s  a c t  a.s leverage  pointsi. In 

coritr»i.sf, on ly  2 o f  th e  42  coun trio .s a re  lev erag e  poiiit.s when foreign finance  i.s s ig n if ican t. W h en  p r iv a te  c red it 

is uso<l as th e  .scaling v a riab le  for foreign liab ilitie s  we have a  sim ilar re su lt. T h e  c o rre sp o n d in g  figures a re  4 o u t 

of 43  w hen fin an ce  is s ig n if ican t, a n d  o u t o f  42 w hen in.significant. T h e  n o n -O E C D  sa m p le  figvires a re  2 o u t o f 

26 w tion  H im nce is a n d  3 o u t o f 24 w h rn  insiRnificaiit-
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Table 5.5: Foreign Liabilities 1990 - 1998

V a riab le (1) 1 (2) 1 (3) 1 (4)

GD P 1990 0.47
1.30

0.44
1.25

0.21
0.65

0.19
0.60

0.48
0.89

0.69
1.38

0.53
0.92

0.65
1.26

School -0.61
-0.57

-0.76
-0.70

-0.03
-0.03

-0.09
-0.09

-0.88
-0.46

-1.56
-0.82

-1.13
-0.60

-1.48
-0.81

Government -1.87**
-2-49

-2.08***
-2.82

-1.79*
-1.91

-2.18**
-2.73

-1.33
-1.41

-1.71*
-1.88

Trade 1.13*
1.86

1.03*
1.80

0.61
0.61

0.63
0.75

-0.06
-0.07

0.15
0.17

BM P -7.64*** -8.03*** 
-5.14 -6.07

-8.36**=*
-4.71

= -8.59*** 
-5.21

-8.24***
-4 . I 8

-8 42***
-4.49

Inflation -0.25
-0.11

-0.61
-0.29

0.01
0.01

-0.78
-0.26

-0.24
-0.09

-0.67
-0.22

PC -0.30
-0.79

-0.70
-1.42

0.09
0.23

-0.04
-0.08

-0.25
-0.38

-1.02
-1.26

0.14
0.21

-0.46
-0.47

FL 0.33
1.64

0.12
0.57

0.61*
1.82

0.38
1.05

Sample Size 43 43 43 43 25 25 24 24

R2 0.47 0.50 0.05 0.06 0.53 0.59 0.57 0.59

Adjusted 0.36 0.39 -0.02 -0.04 0.33 0.39
• _* i n c y

0.39
** Z^Crf *.*.

0.38
*  1 O fNote :  W h i t e  he te roske r la s t ic i ty -cons is ten t  s t a n d a r d  errors,  t -S ta t is t ics  in ita l ics ,  * 10%, ** 5%, *** 1%.

To summarise these results it seems that, for this time period, in general the variable foreign 

liabilities does not affect growth. Previously we found there was such a relationship for the 

period 1960 - 1995, when private credit was the scaling variable for the non-OECD sample. 

This result is present to a weak degree in this time period. It holds for certain subsamples 

of the non-OECD countries when the policy variables are included. Therefore, the later, and 

shorter, time period dilutes the key finding of Section 5.6.1.

5.8 .2  Foreign Credit

We find no evidence for our foreign credit variable being a statistically significant determinant 

of growth in this time period. In the standard regression, regression (1) in Table 5.6, foreign 

credit is insignificant. Using the simple control variables, regression (2), it is again insignificant. 

Restricting the sample to ju st the non-OECD countries, regression (3), does not change this 

result either.'® All these results are robust to the exclusion of any one country and to the use 

of private credit as a scaling variable. We also examine total credit, see regression (1), and find 

it to  be insignificant, a result robust to all the above checks.

This result is of course contrary to what we find for the 1980 - 1998 period. This is possibly

‘•’’Tlii.s IN t r t i r  for Hit' .sim plr sol o r tlic  full i)olicy set of con tro l variab les.
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Table 5.6; Foreign Credit 1990 - 1998

Variable ( i )  | (2) | (3)

GDP 1990 0.45
1.24

0.47
1.19

0.44
1.26

0.20
0.62

0.27
0.81

0.46
0.83

0.46
0.77

School -0.63
- 0.60

-0.74
- 0.63

-0.62
- 0.57

-0.05
- 0.05

-0.34
- 0.33

-1.00
- 0.52

-0.99
- 0.49

Government -1.85**
- 2.49

-1.87**
- 2.39

-1.85**
- 2.50

-1.78*
- 1.96

-1.77*
- 1.79

Trade 1.12*
1.84

1.03
1.62

1.13*
1.83

0.60
0.59

0.60
0.56

BMP “7 70*** 
'- 5.17

-7.60***
- 4.96

-7 72*** 
'- 5.19

-8.31***
- 4.68

-8.31***
- 4.55

Inflation 0.06
0.03

0.13
0.06

0.08
0.04

0.42
0.16

0.41
0.15

DC -0.23
- 0.63

-0.27
- 0.71

0.12
0.30

-0.06
- 0.16

-0.08
- 0.13

-0.07
- 0.09

FC 0.12
0.39

0.35
1.13

-0.02
- 0.04

TC -0.23
- 0.61

Sample Size 43 43 43 43 43 25 25

R2 0.47 0.47 0.47 0.05 0.09 0.52 0.52

Adjusted 0.36 0.34 0.36 -0.02 -0.01 0.33 0.29
Note : W h i t e  h e tc roskec las t ic i ty -cons is ten t  s t a n d a r d  e rro rs ,  t -S ta t i s t i c s  in ita l ics ,  * 109? , ** 5%, *** 1%.

due to  the lower absolute value for foreign credit in this time period (see Table 5.1).

5 .8 .3  Foreign Bank A ssets

In our standard regression the variable foreign bank assets is insignificant at the ten per cent 

level. It becomes significant, however, when Nepal is dropped from the sample, this regression 

is recorded as number (1) in Table 5.8 and is illustrated in Figure 5.4. Nepal is both the biggest 

leverage point and is an outlier due to a value of 100 for foreign bank assets. This result is robust 

to changes in the sample size according to the leverage point method. A similar result occurs 

when the simple set of control variables is used. Foreign bank assets is insignificant initially, 

but it becomes significant after Haiti is omitted from the sample, regression (2). Again this 

subsequent result is robust to  the exclusion of any one further country.

When the non-OECD subset is used we get a different result. In the initial regression the 

variable foreign bank assets is insignificant. Again this result changes when Nepal is excluded. 

The subsequent regression, however, is not robust either and it is not until Papua New Guinea, 

Hondura.s and the Philippines have been omitted in turn th a t we get a robust result. This is

“   ̂HHiti ha.s a  v a lu e  ,.f .c ro  fo r fo reign  b a n k  a.s,srts, as woll a s  boinK th e  l)isKest, lev erag e  point, in tin s  sp e c ifica tio n .
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Table 5.7; Foreign Bank Assets 1990 - 1998

V cir ia b le  (1 )  | (2 )  | (3 )  | (4 )

GD P 1990 0.50
1.39

0.40
1.20

0.23
0.75

0.22
0.79

0.03
0.07

1 
1 0.44

0.83
0.36
0.70

0.74
1.06

School -0.34
- 0.29

-0.43
- 0.41

-0.41
- 0.46

-0.75
- 0.86

3.65**
2.27

3.04
1.49

-0.75
- 0.50

-1.14
- 0.79

-1.26
- 0.79

Government -1.91**
- 2.54

-1.44*
- 1.83

-2.50***
- 3.04

-2.11*
- 2.09

-1.45
- 1.32

Trade 1.23**
2.06

1.34**
2.48

0.39
0.48

0.73
0.82

BM P -7.64***
- 6.21

-8 14*** 
- 5.71

-8.15***
- 5.68

-8.61***
- 5.30

Inflation 0.20
0.10

0.72
0.37

-3.72*
- 1.93

-2.50
- 0.84

PC -0.31
- 0.84

-0.42
- 1.12

-0.01
- 0.01

-0.12
- 0.34

-1.15**
- 2.24

-1.15*
- 2.05

0.21
0.33

-0.04
- 0.07

0.13
0.21

FBA -2.28**
- 2.28

-2.55***
- 2.74

-1.29
- 0.67

-3.15**
- 2.70

-1.56
- 0.89

Sample Size 42 42 42 42 21 21 24 24 24

R2 0.49 0.55 0.02 0.14 0.79 0.79 0.05 0.22 0.30

Adjusted 0.39 0.44 -0.05 0.04 0.67 0.65 -0.09 0.06 0.10
Note : W h i t e  h e te ro s k e d a s t i c i t y -c o n s i s te n t  s t a n d a r d  error.s, t -S ta t i s t i c s  in ita l ics ,  * 10%, ** 5%, *** 1%.

regression (3) and foreign bank assets is insignificant.'* When the simple set of control variables 

is used, with Haiti again excluded from the sample, we get a robust result tha t foreign bank 

assets is significant, regression (4). Although, when government is added to this specification 

the statistical significance of foreign bank assets disappears.

Thus, it seems tha t foreign bank assets has a negative impact on growth. This could, 

though, reflect reverse causation here where struggling economies invite in foreign banks. This 

is a plausible interpretation as the causality issue has been less adequately dealt with here given 

the general time period (1990 - 1998) and that of the foreign bank assets variable (1988 - 1995). 

Therefore, foreign banks do not necessarily decrease domestic economic growth.

5.9 C onclusion

Two key results emerge from this study. The first is the fragility of the relationship private 

credit has with economic growth. This relationship has been one of the key findings in this

>"li. roKrcssi.,M (3) wc find that privato c m li t  is siKuificant with a negative coeffic ient. T h is couUi represent 

evi<ie«ce ,.f lend ing  h o ..m s as our private c r d i t  .neasure can be used as an indicator in th a t con tex t. Furtherm ore,

1 , 1 . • f i p r r i  nriniitries (bv the relative d ev iation  definition) and experiencedlend ing  boom s are m ore prevalent in n o ii-O b C U  cou n trus
1 ■ . - 1  //-• 1 t .1 oiMin T his result h o w e v e r ,  is not robust to  use o f  the sim ple se t,a peak  in th e  inid-199()s (G oiiriuchas et a l., 1 ms resun,

regre.-wion (4 ).
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Figure 5.4: Growth and Foreign Bank Assets, 1990 - 1998: Regression (1)

research area. Here it has been shown that this relationship does not hold for more recent time 

periods. Furtherm ore, in the longest time period, 1960 - 1995, it does not hold when th e  OECD 

countries are om itted from the regression. The variation in private credit does not explain 

variation in growth among non-OECD countries.^®

The other interesting result concerns the focus of the paper: the role of foreign finance in 

growth. The only positive, statistically significant and robust result is for foreign liabilities in 

the period 1960 - 1995. This shows th a t foreign finance does influence economic growth. The 

result is for non-OECD countries which use foreign liabilities to compensate for underdeveloped 

domestic financial systems.

We also find evidence for a negative effect of foreign finance on growth. For the period 1980 

- 1998, it seems th a t foreign credit to the domestic non-bank sector had a negative influence on 

economic growth. This again is for the non-OECD sample. This possibly reflects the dangers of 

exposure to extrem e currency movements. This result does not occur when the variable foreign 

liabilities is examined for the same time period. Foreign liabilities measures foreign finance to 

resident financial institutions. This implies that when foreign finance is intermediated through 

such institutions, rather than  lent directly to the domestic non-bank sector like foreign credit, 

more of the risks are hedged.

~ ' ’ L.-Vinr c t  «1. (2(KM)) <l.i no t u « - a  n o n -O E C D  snl)sa>ni)l(' in Hicir se n s itiv ity  ana ly sis .
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Countries with a relatively poor domestic financial system can compensate for this shortcom­

ing using foreign finance. It is best if such finance comes indirectly through resident financial 

institutions.
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5.A  D ata  Appendix

Section 5.5 details the financial variables employed in this paper. We would like to thank 

Claessens et al. (2001) for generously providing the foreign bank assets data. The other variables 

used are from the following data sources:

• Growth in GDP and initial GDP are based on GDP per capita (constant 1995 US$) from 

the World Bank’s World Development Indicators 2001 (WDI).

•  Human capital is “Average years of secondary schooling in the total population over age 

25” from Barro and Lee (1993).

•  Trade is expressed as a percentage of GDP and is from the WDL

•  Government Size is “General government final consumption expenditure” , and is also ex­

pressed as a percentage of GDP and taken from the WDL

• Inflation is based on the consumer prices and is the log difference of line 64 from the IFS.

•  Black market premium is based primarily on data received from Thorsten Beck. Its sources 

are described as follows: Levine and Renelt; World Currency Yearbook (for 1985, 1990 - 

93); and Adrian Wood, Global trends in real exchange rates: 1960 - 84, WB Discussion 

paper no. 35. 1988 (filling in missing observations in the entire sample). More recent data 

is taken from the variable “Official exchange rate to parallel exchange ra te  ratio” from the 

WDI.

For the period 1960 - 1995 we use the dataset of Levine, Loayza and Beck (2000) which we 

thank them for sharing. The original sources of their data are the same as those recorded above 

for the other time periods. The exception is black market premium which, as stated, uses recent 

d ata  from the WDI, in addition to tha t supplied by Thorsten Beck.

Also the da ta  for Ireland for the variable private credit is actually taken from the IFS 2001 

Yearbook, due to an error on the IFS CD-Rom. This data, however, only goes back to  1971. So 

for 1960 - 1971 the IFS CD-Rom data  is used and is corrected by multiplying it by the average 

ratio  of the two series during their overlap period.'

5.B  Sam ple A ppendix

Table 5.B.1 lists the countries that are included in the dataset.

'T h i.s avcraRO fiRiirc is 1. aixl varies w itliin a small rang*' of 1 12 to  1.53 during  th e  period 1971-1981.
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Table 5.B.1: Countries Included in the Dataset

Country 1960 - 1995 1980 - 1998 1990 - 1998

Australia X / /
Austria / / /
Barbados X / X

Belgium / X X

Bolivia / / /
Botswana X / /
Canada / / /
Chile / / X

Colombia / / X

Costa Rica / / /
Cyprus X / /
Denmark / / /
Dominican Republic / / /

Egypt X X /

El Salvador / / /

Finland / / /

France X / /

Gambia X / X

Germany / / /

Ghana / / X

Greece / / /

Guatem ala / / /

Guyana / X X

Haiti / / /

Honduras / / /

Iran X / X

Ireland / / /

Israel / / /

Italy / X X

Jam aica / / /

Japan / X /

Jordan X / /

Kenya / / X
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Table 5.B.1 continued

Country I960 - 1995 1980 - 1998 1990 - 1998

Malawi x /  x
Malaysia /  /  /
Malta /  /  X
Mauritius /  /  x
Mexico x x /
Nepal X /  /
Netherlands /  /  /
New Zealand /  x x
Norway /  /  /
Pakistan /  /  /
Papua New Guinea x /  /
Paraguay /  /  x
Peru /  /  /
Philippines /  /  /
Portugal /  /  /
Rwanda x /  x
South Africa x /  /
Spain /  X /
Sri Lanka /  /  /
Sudan /  x x
Swaziland x /
Sweden /  /
Switzerland /  /  x
Syria x /  ^
Thailand x
Trinidad and Tobago /  /  x
United Kingdom /  /  /
United States /
Uruguay /  /  /
Venezuela /  /  x
Zambia x ^
Zimbabwe x ^
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Chapter 6

Finance and Growth: A Sectoral 

A pproach



6.1 Introduction

T he relation between finance and growth has become a burgeoning area of economic research. 

Microeconomic theory has proposed channels whereby a good financial system can spur economic 

growth (e.g. Stulz, 2001). Empirical macroeconomics has provided evidence for this general 

relation (e.g. Levine et al., 2000). Most of the existing empirical research, however, has focused 

on finance’s effect on overall economic growth. This paper adds to the literature by using a 

sectoral approach.

We employ data  from the OECD’s Intersectoral Database (ISDB) for finance and a range of 

o ther sectors. We look at the cross-country evolution of productivity in finance by examining 

convergence. Then we look at linkages between finance and the other sectors, drawing on the 

literature related to Baumol’s cost disease. We find that finance has been a relatively non­

progressive sector and, thus, it has not been a cause of cost disease. Furthermore, it has aided 

productivity growth in other sectors.

This paper proceeds by first examining relevant background literature; Section 6.2 provides 

some background to  Baumol’s theory; econometric issues relating to convergence are examined 

in Section 6.3; and Section 6.4 reviews pertinent empirical literature. The da ta  is introduced in 

Section 6.5. The next two sections outline the empirical strategy and some descriptive statistics. 

Section 6.8 looks at convergence and Sections 6.9 and 6.10 look at Baumol’s disease and positive 

spillovers, respectively. Finally, Section 6.11 concludes.

6.2 Theoretical Background

The basic logic behind Baumol’s cost disease and the Balassa-Samuelson effect is the same.

Higher productivity in one sector (progressive /  tradeables e.g. manufacturing) results in higher

wages. It is assumed th a t these wages are matched in the other sector (non-progressive /  non-

tradeables e.g. services) to a ttract labour, but the productivity is not matched. Thus, the costs
1 2

and the subsequent prices in the non-progressive sector mcrease.

Balassa (1964) and Samuelson (1964), contemporaneously but independently, use this logic 

to explain cross-country prices differences and the failure of purchasing power parity (PPP).

‘ B o th  Dala.'i.sti a n d  S a iim o ls o n  r r f r r  t o  n o i i t r a d c d  g o o d s  a,s scrvice.s.
^ B a in n o l (1 9 6 7 )  sayx  th a t  hi.s ..khIcI is  l,a.scd on  o n ly  o n e  “ro a lly  e s s e n t ia l” a s s u m p t io n :  t h a t  e c o n o m ic  a c t .v . t ie s  

r a n  h e  R ron p rd  in to  tc h n o lo R ic a l ly  proRro.ssivo a n .l n o n -p ro g re ss iv e  a c t iv i t i e s  (p 4 1 5 ) .  T h e  p r ic e  e la s tic i ty  o f 

«lon ,an .l a n .l th e  in c o m e  o la -stic ity  o f . le .n a n .l  o f th e  s e r v i .e  p ro d u c e d  in  t h e  n o n -p ro g re ,s s iv e  s e c to r  w ill d e te rm in e  

th e  i„ ,p a c t  o f  it s  r i .c  in r .« .t p e r  u n it. T h e  ri.se in c v st w ill re s u lt  .n  a  d e c l in e  in  d e m a n d  a n d  o u t p u t  (p e rh a p s

f  Hii iTic'rrASc in  tlio  o c rro n ta K C  o f  th e  l a b o u r  fo rce  in
re su Itn iK , u lt in iH to Iy , in  t h r  d is r tp p ra rH n r e  o f t h a t  s t n to r ) ,  o r  an

t h e  tiou-pro^rf^H H ivr »o< 'tor if  ( I rm a iu l  \ s  in a iiita in r< i.
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Rich countries have higher labour productivity, thus, by the above logic, they have higher prices 

in non-tradeables and therefore higher prices overall. This explains the empirical phenomenon 

th a t price levels are positively related to the level of income per capita (Heston, Nuxoll and 

Summers, 1994).

Alternatively, Baumol’s disease (1967) is used to  explain why pubUc sector costs increase 

continually. Baumol starts from the empirical regularity th a t public sector activities, such as 

education and healthcare, are labour intensive industries. As such, they have low productivity 

and thus their relative costs increase due to the above logic. Therefore, Baumol adds to the 

m ain argument by noting where non-progressive sectors reside, while Balassa and Samuelson 

bo th  note where progressive sectors naturally reside.

A recent paper by Oulton (2001) has challenged a conclusion of Baumol’s disease: tha t the 

ra te  of aggregate productivity growth will steadily fall to th a t prevailing in the non-progressive 

sectors. He finds tha t when the role of intermediary goods are accounted for, within Baumol’s 

framework, the story changes. “If resources are shifting towards industries like financial and 

business services, whose productivity is growing slowly, the aggregate growth ra te  of productivity 

need not fall,” because the output of these sectors is used as inputs in the progressive sectors.^ 

These interm ediate inputs are employed as substitutes for primary inputs resulting in an increcise 

in the rate of productivity growth in these progressive sectors.'* This compensates for the 

reduction in the weight given to the progressive sectors in determining aggregate productivity 

growth. Thus, the share of aggregate productivity growth coming from the progressive sectors 

is constant while tha t coming from the non-progressive sectors increases as they, and their 

subsequent weights, expand.

Furthermore, Baumol’s original conclusion on the aggregate productivity growth rate depends 

on the further assum ption th a t the output ratio for the two sectors is held constant. Recent 

research, however, finds th a t this does not hold in the case of the United States. W helan (2001) 

shows that, in the USA, the real ou tput of the durable goods sector, the progressive sector, has 

grown significantly faister than  the real output of the rest of the economy. He also shows that the 

m ain piece of Baumol’s disease does hold for the USA: the technological progress in the durable 

goods sector has been accompanied by a decrease in the relative price of durable goods.

Thus, Baum ol’s disease leads to higher prices in the overall economy but, both theoretically 

and empirically, need not lead to lower aggregate productivity growth.

^O iiltou  (2(M11, i>626).
 ̂O u lto n ’s p roof of tliLs rolios on cli.stinguishiiiR brtwcoii gross ou tpu t T F P  and  value added T
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6 .3  E conom etric Issues

The above section highlights the importance of the evolution of sectoral productivity. Any 

cross-country analysis of productivity will naturally involve questions of convergence. The issue 

of convergence raises contentious econometric issues which will be dealt with in this section.

We start by looking at convergence and cr-convergence, the two main concepts in claissical 

cross-sectional convergence. We follow Sala-i-Martin (1996) in defining these concepts.^ Ab­

solute /3-convergence exists if poor economies tend to grow faster then rich ones. This derives 

its name from a negative ^  coefficient in the following regression:

yi,t,t+T = 01 -  p  -  € (6 .1)

where yi,t,t+T =  the average growth rate, and yi t̂ = the initial level of output, cr-convergence is 

when the dispersion of the real per capita GDP levels of a group of economies tends to decrease 

over time. Dispersion is measured by the cross-country standard deviation, a, of the log of real 

per capita GDP. /0-convergence is a necessary condition for cr-convergence.® The existence of 

/3-convergence “will tend to generate” cr-convergence but it is not a sufficient condition.

Bernard and Durlauf (1996b) note that cross-section methods can give evidence for conver­

gence while time series analysis of the same data supports no such thing. The technical require­

ment for /0-convergence is a weighted average of countries with above average initial incomes 

growing at a slower rate than the mean growth for the cross section. As such, /3-convergence 

can occur when only some pairs of countries, but not all, are converging. Cross-section tests 

cannot identify groupings of countries that are converging. Furthermore, Quah (1993) showed 

that a negative beta is compatible with a stable cross-section variance in output levels, because 

shocks to country-specific growth rates can offset the negative beta.^

These criticisms, however, affect how we interpret the convergence that /3-convergence offers, 

rather than demonstrating that ;0-convergence says “nothing about whether there is convergence 

or divergence.”* Sala-i-Martin explains that /0-convergence “relates to the mobility of different 

individual economies within the given distribution of world income. Whereas (T-convergence 

examines whether the cross-country dispersion of world income decreases over time. To state 

tha t a negative beta is compatible with a constant cross-section variance seems to say no more

~  ®Thi.s trrm inoloR y wft.s first intr.K liued l>y Sala-i-M artiii in hi.s Ph.D . d isserta tion  (1990) a t  H arvard University. 
SRa,s.s('kh ot al. (2(X)1) ex tend  trm titional a-convergence analysis by sp littin g  up any decline in dispersion into

a p a r t due to  trad itio n a l d e te rm in an ts  of Rrowtl, and an nnoxplainod com ponent. T h e  unexplained com ponent

is th en  a ttr ib u tw i to  converRciice forces.
^T oro {2(K)1) iH one exam ple of a paper th a t  follows Quah an.l uses a tran s itio n  m atrix  and ergodic d istribu tions.

He fiiid.s th a t iiiaiiiifactiiring doe.s not disj)lay convergence.
'‘ Q uah (1993, p3).
"S a la-i-M artin  (1996, p l0 2 2 , my italics).
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than  that /3-convergence is a necessary but not sufficient condition for cr-convergence. Which 

is why some studies, such as Bernard and Jones (1996b), look at both ^0-convergence and a -  

convergence.*®

Friedman’s (1992) criticism of the ,8-convergence method refers to G alton’s regression fallacy. 

His key point is th a t if the average growth rates are regressed against the term inal values, rather 

than  the initial values, the statistically significant negative relationship disappears. To do this, 

however, is to ask a different question by reversing the temporal causation of the regression 

equation. His advice, drawing on Hotelling, is th a t the real test of a tendency to  converge is 

a consistent diminution of variance among individuals, i.e. the cr-convergence we have already 

introduced. Cannon and Duck (2000) explain Friedman’s point by showing th a t his suggested 

regression, using the terminal values of income, is always consistent with cr-convergence, unlike 

the conventional ^-convergence method. As such, it seems there is no benefit to using Friedman’s 

regression when <r-convergence is employed in tandem with /3-convergence.

Further criticism of cross-sectional convergence methods concerns the role of unobserved 

differences across countries. It has been argued that standard methods do not adequately allow 

for this, whereas panel data  studies can incorporate fixed effects. Papers such as Islam (1995) 

and Caseili et al. (1996) use these methods and find far quicker convergence, which is to  different 

steady states. A recent survey by de la Fuente (2000), however, draws on research which argues 

th a t such m ethods are more likely to capture short term adjustments around trend, rather than  

long run growth.** Furthermore, these models have low explanatory power as most of the 

observed variation in productivity is attributed to the country dummies.

Bernard and Durlauf (1996b) also conclude that there is still room for /3-convergence in 

empirical work. Time series tests may have poor power properties when applied to data from 

economies in transition. Thus, the choice of test depends on the characteristics of the data. Use 

cross-sectional techniques when data  are in transition towards a limiting distribution and use time 

series techniques when data  are near the limiting distribution. They warn th a t neither testing 

framework will yield unambiguous conclusions. Furthermore, in reconciling the inconsistency 

between cross-section and time series results, Bernard and Durlauf omit the explanation offered 

by Carlino and Mills (1993) and Loewy and Papell (1996). These studies find that when trend 

breaks are included in the unit root tests, using US cross regional data, stochastic convergence 

is found to  be present.
An im portant limitation of ^9-convergence is its relation to economic theory. The neoclassical 

model only predicts conditional ^-convergence, that the growth ra te  of an economy is positively

and  Jones (1996b, p i 226).
*^Thin research in rludcs Shioji (1997a and 1>) and <1p la Fuouto (1JJ8).
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related to the distance of tha t economy from its own steady state. It is only if all economies 

converge to  the same steady state that the empirical ^-convergence we have discussed, or absolute 

/3-convergence, is theoretically predicted. Where multiple steady states exist, economies are 

not heading to the same destination. Consequently, by only focusing on the role of initial 

values of output, the empirical absolute ^-convergence, we cannot talk w ith confidence about 

convergence because we do not know where they are converging to. Therefore, to  reconcile 

the empirical absolute /3-convergence analysis with the theoretical conditional ^-convergence 

prediction, we need to have a common steady state. Sala-i-Martin notes th a t one way of doing 

this is to empirically analyse a set of countries where the assumption of similar steady states is 

not unrealistic. This condition, necessary for use of the empirical /3-convergence technique, is 

m et in our OECD study.

6.4 Previous Literature

In this section, we review some existing hterature that is related to  our study. First, we 

examine papers th a t look at productivity in finance. Second, we review some work th a t deals 

with productivity convergence. Finally, some Balassa-Samuelson related research is considered. 

Some of these papers employ the dataset used in this paper: the OECD’s ISDB.

6.4 .1  F inance

Neusser and Kugler (1998) directly examine the financial sector using th is ISDB data. They 

engage in a standard time series analysis of the finance-growth hypothesis. The distinctiveness 

of their research, relative to  the finance-growth literature, is the data  th a t they use. They 

measure financial development by the GDP of the financial sector. M anufacturing GDP and 

m anufacturing Total Factor Productivity (TFP) are used as growth measures, reflecting their 

belief in the primacy of technical progress in stimulating economic growth. They find some 

evidence of cointegration between financial sector GDP and manufacturing GDP and TFP, but 

their results vary according to the technique employed.

Fecher and Pestieau (1993) examine efficiency in the financial sector using the ISDB data. 

Their starting  point is Baumol (1991), which states that low productivity growth in financial 

services is an example of cost disease and not managerial slack. They employ best practice 

frontier analysis. Here, the computed production frontier represents the “best practice” to 

which each country is compared. The gap between the observed output and the benchmark

”  •■■*()..<■ a rg u r, how rver, th a t  the USA may have a noticeable different stea .ly  s ta te  for the  financial sector

a.*s it i.s a m ajo r financial centre. Tlii.s .shall be accounted for in the econom etric analysis.
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output results from technical inefficiency. The only way for efficient units to improve their 

productivity is through technological innovations. Inefficient units can realize productivity gains 

either through technological progress or by adopting existing technologies. Hence, multifactor 

productivity growth is made up of technical change and efficiency change. This distinction can 

be used to test Baumol’s hypothesis. Technical change relates to whether a sector is progressive 

or not (and thus cost disease), and efficiency change is affected by management quality and 

competition. They find that most of the poor performance in financial services is actually due 

to inefficiency.

Similar methods are used by Gouyette and Perelman (1997). They find that the services 

sector has higher efficiency levels than manufacturing. The TFP growth rates, in most coun­

tries, are not similar in both activities. The slight TFP increa.se in services is due to efficiency 

improvements, wheretis the bigger TFP increase in manufacturing is due to technological inno­

vations. They also found convergence in services TFP. This is used to confirm the finding 

that TFP growth in services is mainly due to efficiency improvements. Furthermore, efficiency 

catch-up was found in services, measured by the change in the ratio of the minimum to the 

maximum scores and the change in the mean score for the entire sample. The converse result 

is found for manufacturing in all these tests. They also use data envelopment analysis (DEA) 

as a robustness check and find similar results.

6 .4 .2  P ro d u ctiv ity  C onvergence

Bernard and Jones (1996b) use this sectoral data from the OECD to examine convergence. 

Their cross-section methods include both /3-convergence and cr-convergence, they use the same 

equations as Sala-i-Martin (1996), except of course substituting productivity for output. They 

find that “many sectors, such as services, show evidence of convergence at least as strong as that 

found in the aggregate. In contrast, [they] find that manufacturing does not display the pattern 

of convergence in labour and technological productivity found in other sectors.

Sorenson (2001) questions the key manufacturing result of Bernard and Jones. He criticises 

the use of GDP-based conversion factors in the construction of the ISDB dataset. Producer 

prices should be employed and they should be sector-specific. These conversion factors may be 

appropriate for some sectors, but they are not appropriate for manufacturing, as it fails some 

consistency checks.
In a sister paper, Bernard and Jones (1996a) use time series techniques to analysis the same 

data. These techniques are explored in Section 6.8.3. They also decompose aggregate TFP 

growth into within sector and between sector com ponents, and find that shiftmg sectoral shares
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play a minor role. They also note that sectoral convergence should be positively related to the 
extent of trade, as trade is a source of knowledge dispersion.

In a third paper, Bernard and Jones (1996c), they examine the role technology plays in 

convergence. In their framework, technology varies due to different abilities to adopt the leading 

technology and due to different product and industry composition. In the empirical section, 

they record what they call a “substantial variation” in technology across countries, measured by 

the standard deviation of the log of total technological productivity.^^ It is of a similar order 

of magnitude to the variation in labour productivity and the respective changes in dispersion of 
these two variables seem to correspond closely.

Carree, Klomp, Thurik (2000) extend the analysis of Bernard and Jones (1996) by looking at 

the spread of convergence across manufacturing industries using the OECD’s STAN database. 

Using value added per employee as a measure of labour productivity, they analyse both /?- 

convergence and cr-convergence. They find that the spread of the speed of convergence across 

industries is large. Moreover, industries with high levels of labour productivity are associated 

with low rates of productivity convergence, according to their correlation coefficients. The 

authors suggest that the level of labour productivity may serve as a proxy for knowledge or 

capital barriers which prevent quick catch-up.

Dollar and Wolff (1988) examine convergence using data taken from the UN Yearbook of 

Industrial Statistics. They find that labour productivity is converging in virtually every industry 

and convergence is strongest in the light industries, implying convergence is related to capital 

intensity. In 1963 the US was productivity leader in virtually every industry, but by 1982 this 

didn’t hold in “quite a few industries.”

Further papers examining convergence are Doyle and O’Leary (1999) and Wei-Kang Wong 

(2002). They also fail to break down the services sector to examine the financial sector by itself.

6.4.3 Balassa-Sam uelson

The ISDB data has also been used to test the Balassa-Samuelson hypothesis. Canzoneri et al. 

(1999) look separately at two components of Balassa-Samuelson. The first is that productivity 

differences determine the domestic relative price of non-tradeables. These two variables are found 

to be cointegrated, using residual based tests and Pedroni (1996) panel tests. Furthermore, the 

slope, 13, of the cointegrating relationship is found to be 1.0, as predicted by Balassa-Samuelson. 

The ratio of the average products of labour is used for productivity differences. This relies on 

the assumption that marginal products are proportional to average products. Lane and Milesi-

~ ^» T o t.a l tc l in o lo R ir a l  p ro d u c tiv ity  ( T T P )  rrp rc so n ts  t i .e  am ount o f o u tp u t  p ro d u c e d  by an  ocouom y w ith  a  

specified  ( |u a ii t i ty  o f c a p ita l  a n d  lat>our a n d  i.s c o n s tru c te d  in B ernard  a n d  .Jones (1996b).
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Ferretti (2002), using panel DOLS, also show that relative sectoral productivity is important in 

determining the relative price of non-tradeables. De Gregorio, Giovanni and Krueger (1994) 

provide further evidence for the Balassa-Samuelson effect.

There are, of course, studies which present other factors which cause inflation differentials. 

Estrada and Lopezr-Salido (2001) focus on another explanation of dual inflation (sectoral infla­

tion differentials): imperfect competition using sectoral mark-ups as a proxy. The correlation 

between the deviation of relative prices from Balassa-Samuelson and relative mark-ups is close 

to one. Huther (2000) highlights these other explanations in his model to examine cost dis­

ease. He makes explicit assumptions of perfectly mobile labour, competitive labour markets 

and competitive product markets to rule out increased profit and wage differentials.

6.5 D ata

The data we use, as stated previously, are taken from the OECD’s International Sectoral Data- 

beise (Version 98.1). This dataset is for a range of variables with a breakdown for different 

sectors. Our main focus is on the sector denoted FNS, which consists of financial institutions 

and insurance. Data are not available for all the countries in the dataset for this sector. There­

fore, only the following countries are included: Belgium, Denmark, Finland, France, Western 

Germany, Italy, Sweden, and the United States.^'* The main limitation of this is that two im­

portant financial centres, the United Kingdom and Japan, are omitted. We partially solve this 

problem by also analysing the broader industry variable FNI. As well as including the United 

Kingdom and Japan in the study, this serves as a general robustness test of the main results. 

The drawback of FNI is that it includes real estate and business services in addition to finance 

and insurance.*®

We examine the financial sector in comparison with the following sectors; manufacturing,

‘■'Tlie U .K .’s O .N .S. deem s it “inappropriate  to  produce a productivity  estim a te” for finance and  business 

services. T h e  m ain rea.son is th a t, in som e parts of these industries, employee num bers a re  used as a direct 

o u tp u t ind ica to r. T liis resu lts  in a loss of independence between the o u tp u t and labour p a r ts  of th e  productiv ity  

calcula tion  (Daffin ot al., 2002). Furtherm ore, of the available experim eutal series, th e  indu stry  coverage of the

o u tp u t and labour figures do  not m atch.
T he com plete  list of countries include.1 in the FNI da taset is: A ustralia, C an ad a , D enm ark, F in land, France,

•lapan, Sw eden, the  U nited Kingdom  and the  United States.
‘«UsinR the. five countries th a t  are pr<>scnt in bo th  sam ples, we can quantify  th e  re la tionsh ip  between FNS and

FN I. On average FN S m akes up 24% of FNI value mided and 36% of em ploym ent. T his m eans th a t FN S’s

labour p ro d .ic tiv ity  is, on average, « ,u » l to  68% of F N I’s. The two labour p ro d u c tiv ity  m easures generally move

together too . For D enm ark. F inland an.l France th e  correlation coefficients range betw een 0.84 an<l 0.89. Sweden

* n̂(i th e  USA, howovor. have vahics of -0.62 and 0.54 ro sp o t tiv rh .
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services, and total industry.'^ The period of our study is from 1970 - 1993.^^

6.6 Em pirical Strategy

The empirical analysis that follows focuses on labour productivity in the financial sector. We 

ask three related questions:

1. Is labour productivity growth in the financial sector caused by convergence across coun­
tries?

2. Does this labour productivity growth have a negative effect through cost disease?

3. Does it have a positive effect through spillovers?

Our analysis focuses on non-stationary panel techniques applied to the FNS dataset. We 

then repeat these procedures on our FNI dataset. The results are presented in Appendix 6.B. 

Finally, parallel time series analysis is applied to the individual countries in both  datasets. These 

results are presented in Appendix 6.C.

We proceed by examining some general trends in the data with particular regard to  the FNS 

dataset.

6.7  D escriptive Statistics  

6.7 .1  V alue A dded and Em ploym ent

On average, the contribution of the financial sector to value added and to tal employment, relative 

to  total industry, is rising over the period. This is shown in Figure 6.1.

This masks the diverse behaviour of value added across the countries in the sample (see 

Figure 6.2). Denmark experiences a sharp decrease in 1986 which is due to  a fall in the absolute

*^Tlip sorvicra vnriahln is rlo.sc to that iisod in Bernard and .Jones (1996b). It is an aggregate  of re ta il trad e  

(R E T ), transport /  roininitnication (TR S), and other services (SOC). We exclude finance, unlike B ernard  and 

.Jonp.s, as wp oxntninp it spparatcly. McDonald and Ricci (2001) provide evidence to  suggest th a t  th e  behaviour 

of retail tradp is cUwrr to  that of a tradables swtor, not a \\ou-tra(laV)les (services) secto r. In som e tria l results, 

howpvpr, thpfp i.s no noticpablo diffprpiice in the results for a services minus retail trad e  mea.sure and our standard  

sprvicpji varialilc.

For o)ir FNI analysis, our servicps nipasure ju st includes transport /  com m unication (T R S) and o ther services

(SO C), as thp retail tradp (R E T ) variahip is not available for Japan.

Wo also follow Bernard and .lonps in nipasuring to ta l iu<lustry by th e  variable T IN  which excludes the  govern-

niPiit, It i.s „.sp,l in prpfrrpncp to GDP, .us GDP al.so includes various add itional elem ents, such as im port duties

whicli are not rpflo< tivr of productivp capacity (Wong, 2002 pl l )
■'‘Only soinp .la ta  a re  availablp until 1997, .so a h.nger .la tasct, in term s of tin .e , is otfset by a narrow er d a tase t,

>n terms of cotnitricft.
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Figure 6.1: Ratios of the Financial Sector to Total Industry (sample average)

value of value added in the financial sector. This is not, however, mirrored by a fall in the level 

of employment in the financial sector (Figure 6.3). The Italian figure peaks in 1973, experiences 

a slight decline and then stays reasonably constant thereafter. The ratio is relatively constant 

for the USA for the time period, while the German figure rises steadily.

In contrast, the evolution of the share of employment in the financial sector (Figure 6.3) 

seems quite similar across countries. It is increasing at a steady rate for all countries, with 

Denmark showing a slightly bigger increase than the rest.

6 .7 .2  P ro d u ctiv ity

Turning to productivity, we examine the behaviour of labour productivity rather than total 

factor productivity. We follow Canzoneri et al. (1999) in this primarily because sectoral data 

on value added and employment are likely to be more reliable than data on sectoral capital 

stocks.'® Labour productivity, LP, is measured by value added per employee, in 1990 US 

dollars. The variable “total employment” (ET) is used to measure employment, rather than

^■^Canzonrri e t al. ( 1999) n o te  add itional reasons for tlieir clioico.

1970 1975 1980 1985 1990

Year

[—» —Emptaynent Value Added
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Figure 6.3: Employment; Ratio of the Financial Sector to Total Industry
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“number of employees” (EE).^° This follows Bernard and Jones ( 1 9 9 6 b ) . D o l l a r  and Wolff 

(1988) use value added per workhour”: the number of employees is adjusted for the average 

number of hours worked in the country that year. They take their hours data from Maddison 

(1982) which does not cover the time period we use.^^ Anyway, they find little difference in the 

results for value added per workhour and value added per employee.

The evolution of labour productivity in the financial sector for individual countries is graphed 

in Figures 6.4 and 6.5. Different behaviour for different countries is evident. In Figure 6.4, we 

see labour productivity increasing for all countries except Denmark. Sweden and West Germany, 

in Figure 6.5, also seems to have increasing labour productivity, while it is quite steady in the 

US and decreasing in Italy. Figure 6.4, in particular, offers evidence for convergence in labour 

productivity; this will be more formally examined in Section 6.8.

Next we compeire labour productivity across industries. These figures plot the cross-country 

average of labour productivity for different industries over time. Finance is clearly the most 

productive sector in Figure 6.6. Figure 6.7 then looks at productivity growth. This clarifies 

the trends we see in Figure 6.6. Finance is the most volatile of the sectors, which is to be 

expected given its compensation structure. Of the other three sectors, manufacturing is the 

most progressive (highest productivity growth), followed by the total industry measure and then 

services. Finance cannot be incorporated simply into this ranking due to its volatility. It 

records the lowest growth in productivity for over half of the period studied, yet, on occasion, it 

has the highest change in productivity. Finance is particularly affected by the recessions of the 

mid-1970s and late 1980s /  early 1990s.

6.7.3 Prices

The evolution of the price structure of these industries is shown by sectoral deflators in Figure

6.8. The deflators are an average of the individual indices of the eight countries. They are

all defined by the base year 1990 which has a value of 1. Thus, they only give us relative

oiir FN I analysis, th e  UK d « ta  for E T  stops a t 1990 for most industries. T herefore, E T  d a ta  for the  years 

1991 - 1993 i.s (•on.striu t c l  from  the variable EE using a simple ratio of these two variables derived from a suitable 

overlap period . T his coii.stnict is tru stw orthy  a.s the  two variables have a correlation coefficient in excess of 0.99 

for m ost in d ustries. O ur to ta l industry  variable TIN is the  exception to this: its co rre lation  coefficient between 

E T  and E E  is 0.77. We proceed, however, with the sam e methodology here for two reasons: first, the  correlation 

eoefficient for th e  last nine years of overlap  is 0.99; .second, the ET d a ta  for TIN actu a lly  extends to 1992 thus

1993 is th e  only year of d a ta  which is constrvicted.
■'‘ VVonR (2002) also u.s«< to ta l rn .p loym en t, while Dollar and Wolff (1988) and C arree, Klomp, and T hunk

(2(KH)) b o th  >ise numl>er of employees.
“ A nother problem  w ith hours worked d a ta  is th a t  it cat. reflect hours paid for, as opposed to  hours actually

Worked.
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Figure 6.8: Sectoral Deflators: Industry Index

information: they tell us how quickly or slowly prices have increased over the period, bu t they 

do not tell us anything about the absolute level of prices. The closer an observation is to  1 (i.e. 

the higher a figure is if it is less then 1 or the lower a figure is if it is greater than  1) then  the 

less change in price there has been over the time period.

Figure 6.9 shows the same raw data, but this time presents the sectoral deflators relative to 

the to ta l industry deflator. Hence, a number greater than 1, before 1990, means the industry 

has a higher deflator than the general deflator. As such, its prices have grown by less over 

the period than  to tal industry prices. W ith this in mind, we see th a t manufacturing prices 

have grown slowest over the period. Both services and finance have lower deflators than  total 

industry before 1990. Thus, they have both grown faster than to tal industry over the period, 

with finance growing the fastest.

6.7 .4  W ages

The average real wage is in index form, with 1990 again the base year.^^ No wages data for 

France are available for FNS. In consequence, FNI data are used instead for France as it moved 

wages nro .icHatod by th e  .no.st general deHator for which d a ta  is available, T E T . This is because 

the  real wage is set t.. a t t r a c t  labour an.l will be spent in all sectors of the  econon.y. T E T  includes the producers 

of goveriiiiient services and o ther producers, in addition to to ta l industry.
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Figure 6.9: Sectoral Deflators: Industry Index relative to Total Industry

in line with the standard data for the other countries.^'* In addition, there are no French wages 

data for 1993, for any sector. Therefore the time period is reduced to 1970 - 1992 for this section.

The comparative wage levels are shown in Figure 6.10. Again the indices shown are cross­

country averages. It is striking how the different indices move together, within a narrow range 

of values, indicating a close relationship among wages across sectors. This is important as a key 

assumption of Baumol’s model of unbalanced growth is wage equality across sectors. This will 

be tested formally in Section 6.9.1.

This close relationship is again highlighted in Figure 6.11 where the indices are presented 

relative to total industry. This is especially evident when one considers the notably diverse 

behaviour of prices in Figure 9. Furthermore, the range of values in Figure 6.11 is very narrow.

6.8 C onvergence in Labour Productivity

In this section we ask the qviestion has the productivity of finance converged across the OECD? 

This is in light of the work by Bernard and Jones (1996b) which shows convergence in most 

industries over the period 1970 to 1987. We examine the behaviour of labour productivity in 

the financial sector using absolute ^-convergence, ^-convergence and time series convergence. 

~ ' T h o  corro la ti,,.. roolfifi<-n.» I.e.woo., waRos w ithout France a.ul wages including France (using FNI d a ta  for 

Franco for tlio financial soclor) aro 0.99 for all sectors.

Obviously for our FNI analysis. FNI d a ta  is u.sod for all countries.
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Table 6.1: Beta Convergence of Labour Productivity

S ec to r 13 p -v a lu e R2

Finance -0.0108 0.46 0.09
Services -0.0167 0.01 0.81
Manufacturing -0.0218 0.07 0.45
Total Industry -0.0226 0.01 0.79

6.8.1 P - C onvergence

Our equation for absolute /3-convergence is adapted from Sala-i-M artin’s (1996) equation for 

convergence in output,

lPi,t,t+T =  a  -  /? log(LPi,t) +  (6.2)

where lpi^t,t+T =  ^og{LPi^t+r/ LPi^t) /T  is economy i ’s annualised growth ra te of labour produc­

tivity between the yeaxs t  and t -t- T.^“ The natural log of the initial value of labour productivity 

is given by log(LPi_(). /3-convergence in labour productivity is found if ^  >  0, using the ordinary 

least squares regression technique. This is the same equation as tha t used in Bernard and Jones 

(1996b).2®

T he results are shown in Table 6.1. It is evident that the result for finance is markedly 

different than  th a t of the sectors. The P for finance is insignificant and the regression has a 

very low R^. All the other regressions report strongly significant /3s and high R^s. Hence, it 

seems tha t finance is not converging but that the other sectors are.^^ The results from the FNI 

analysis are broadly similar.

6 .8 .2  a  - C o n v erg en ce

(T-convergence examines the evolution of the standard deviation, cr, of the natural log of labour 

productivity across countries.^** We say that cr-convergence is found if the standard deviation

^''^Bornard and Jones (199(ja) derive p roductiv ity  growth ra tes by regressing p ro ductiv ity  on a co n stan t and

tim e tren d . W lien b o th  m ethods are used, th e  correlation between ttie respective grow th ra te s  is 0.99. 
'̂ '‘A lternatively , C arree , K lom p, and T hnrik  (2000) use the level of labour p ro ductiv ity  in th e  last period in the

stu d y  as the  {lependent varialjle, as opposed to  the  growth rate.
” W hen the  USA is om itted  from the regressions (see Table 6.A.1 in A ppendix 6.A), m anufacturing  and total

in d u stry  are m arginally  insignificant a t  a ten per cent level. This is because th e  USA is th e  leader to which the

o th er countries a re  converging. W ith  finance, one could postu late  a different scenario: th e  USA is a financial

cen tre  serving m any countries and perhaps th e  financial sector of other countries may never converge to  th a t of

the U SA. M aybe th is could explain the  lack of convergence in finance we no ted  above. T his is shown, however,

not to  be the ca.se in Table 6.A.1: there  is no convergence in finance, with or w ithout th e  USA.
“ A sim ilar m ethod  th a t  could be used here is to exam ine the  coefficient of variation , CV, which is defined as

follows: CVt =  atlMeant.  In th is d a tase t, however, there  is very little difference between the  s tan d ard  deviation
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Figure 6.12: Sigma Convergence of Labour Productivity 

decreases over time:

(Tt+T <  CTt (6.3)

T h e results are shown graphically in Figure 6.12, and seem to be in agreement with those 

of the previous section: convergence is present in all sectors apart from finance, cr-convergence 

allows us to observe the evolution of the dispersion of productivity levels in finance over time. 

We see that there have been times of convergence in finance (1974 - 1979, 1981 - 1986) but also 

times of divergence (1979 - 1981, 1986 - 1992). These balance out to show a lack of convergence 

over the whole period.^®

There is a difference here when we examine the FNI data. Divergence over the period 1982 

- 1993 turns into convergence when the financial centres are omitted. This could be due to the 

inclusion of more financial centres (Japan and the U.K.) in this dataset. Also the absolute size 

of the standard deviation for finance is notably smaller for FNI.

6.8 .3  T im e S eries C onvergence

The tim e series test utilises this equation adapted from Bernard and Jones (1996a).

Hi, t  =  (1 -

ami th e  coefficient o f  variation.
■^«Tlie result for finance does not change when the  USA is om itted  from th e data.set (Figure 6 .A .1 ). T h e results

for m anufacturing an<l to ta l industry, again, d o  change.
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where yi^t — log(LPj t) _  lo g (iP i j) — \og(LPi^t) =  the difference in productivity levels between 

country 1, the benchmark country, and country i.̂ *̂

We have convergence if A > 0, as then the overall coefficient on l o g ( L ^ _ i ) ,  (1-A), is less 

than one. Intuitively, this means that not all of last year’s productivity differential (only (1-A) 

of it) is carried through to this year’s productivity differential. Statistically if A =  0, we have 

a unit root, which means a non-stationary series. Therefore, if log(LPj t) is a stationary  series 

(A >  0) we have convergence.^' Thus, a unit root test of log(LPi_t) can serve as a test of 

convergence between countries.

Bernard and Jones (1996a) test this relationship using a panel data unit root test due to the 

short tim e period of their data, 1970 - 1987. They employ a result from Levin and Lin (1992) 

which says th a t the panel setting provides relatively large power improvements and it provides 

asymptotic normality for panel unit root tests in some common settings.

We follow Bernard and Jones (1996a) in our choice of benchmark countries. We pick the 

most productive country in 1970 and also the median country in terms of productivity in 1970. 

Following Ben-David (1996), we also use the average of the sample’s productivity levels instead 

of a benchmark country. Two separate unit root tests are employed: Hadri (2000) and Levin 

and Lin (1992). We do not include a time trend in these tests as trend-stationarity does not 

imply convergence since productivity differentials could then be increasing around a trend. Fur­

thermore, it has been shown tha t the inclusion of a time trend decreases the power of a test 

for a t least some panel unit root tests in small s a m p l e s . W e  again follow Bernard and Jones 

in including country-specific intercepts. This makes sense as we have no theoretical reason, 

or empirical evidence, to believe th a t the productivity differential will be homogeneous across 

countries.

Accordingly, we use the following models:^^

•  Hadri (2000) which is a residual based Lagrange multiplier test utilising the equation

2/it =  ’"oi +  fiit (6.5)

where

C i (  =  W jf  +  € i (  ( 6 - 6 )

^“ S tric tly  speaking, coiivorgence also requires th a t tlie asym ptotic growtli ra tes of p ro ductiv ity  are the  same.
^ 'T h is  is a  weak definition of convergence, m ore precisely it means th a t th e  d a ta  are  not diverging.

■‘^B altag i, {2001, p243).
Tho.se decision,s are  im po rtan t as Levin and Lin is sensitive to the specification of th e  determ inistic  term s. 

U reitung  (2000) .says th e  tests suffer from a d ram atic  loss of power if indiv idual specific trends a re  included 

(O altag i, p239).
■ '̂*Tlie package N P T  1.1 is u.sed to  perform  all non-stationary  panel tests in th is paper.
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The null hypothesis is that the individual observed series are stationary around a deter­

ministic level against the alternative of a unit root in panel data. The disturbance terms 

can be heteroscedastic and serially correlated.

•  Levin and Lin (1992) Model 5:

^V it =  Oloi + PVit-i +  C,n (6-7)

Note tha t the coefficient of the lagged dependent variable, /3, is assumed to be homogeneous 

across all cross-section units of the panel. Consequently, the null hypothesis is th a t each 

series contains a unit root against the alternative th a t all individual series are stationary. 

This test depends upon a cross-sectional independence assumption.

The results are recorded in Table 6.2. For all variables the non-stationary null in Levin and 

Lin is rejected, thus, they are deemed stationary and converge. The results from the Hadri test 

are quite different. For most industries the result depends on the benchmark used. Furthermore 

the industry which has a consistent result - total industry when the USA is om itted - is diverging, 

contrary to  our previous results.^®

The two different techniques give different results. We side with the cross-sectional results, 

as this tim e series analysis is based on a weak definition of convergence. Furthermore, the 

instability of the mean growth rates of labour productivity (see Figure 6.7) imply th a t the data  

are not yet near their limiting distributions and thus cross-section tests are more appropriate.^^ 

Thus, judging by the cross-sectional results, convergence seems to be present in all sectors apart 

from finance. In Section 6.7.2, we noted tha t finance is the sector with the highest level of 

labour productivity. This concords with Carree, Klomp, Thurik (2000) who find th a t industries 

with high levels of labour productivity are associated with low rates of productivity convergence.

■**̂ We (!o not employ the tests designed by Harris and Tzavalis (1999) and Im, Pesaran and Shin (1995). The 

Harris and Tzavalis test is built on the assumption that time is fixed, which is more natural when N is large 

relative to T. As such, it is commonly used in microeconometric studies and is not suitable for our situation. 

Im, Pesaran and Shin is based on averaging individual unit root test statisitics. It uses a null hypothesis that 

each series contains a unit root against an alternative that at least one series is stationary,

A t/it  =  Qt +  0 iy i , t - l  +  ^  +  Sit (6.8)

0  ̂ can vary across N. In our study, this translates to a nidi that each series is diverging and an alternative that at 

least one series is converging to the benchmark. This alternative is hardly enough to  sta te  with confidence that 

convergence is happening in an industry. Therefore, this test is deemed not suitable for our study. This problem 

also occurs in Levin and Lin (1993) when heterogeneous coefficients are introduced, but, as already stated, does

not affect the two tests we employ.
^*'See Table (i.A.2 in Appendix 6.A for the results when the USA is omitted.
■’^Bernard and Durlauf (1996, pl71).
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Table 6.2: Labour Productivity Convergence - Time Series

Sector Benchmark Levels 
Levin and Lin Hadri

F irst Differences 
Levin and  Lin H adri

Finance Average s n s s
Most Productive s s s s
Median Productive s n s s

Services Average s n s s
Most Productive s n s s
Median Productive s s s s

Manufacturing Average s n s n
Most Productive s s s s
Median Productive s s s n

Total Industry Average s n s s
Most Productive s s s s
Median Productive s n s s

They suggest that the level of labour productivity may serve as a proxy for knowledge or capital 

barriers which prevent quick catch-up.

6.9 B aum ol’s D isease

We now examine whether there has been cost disease in the sectors we are studying. First, we 

build up a more formal argument for Baumol’s disease than the one presented in Section 6.2. 

We start with the following labour market condition; in a competitive economy the value of 

labour’s marginal product, VMPL,  equals the wage,

=  VMPLi  = PiX MP U  (6.9)

We then assume that the nominal wage rate, W, is equal across sectors due to labour mobility.^®

This implies that the value of marginal product of labour is equal across sectors,

V M P L  = PiX MPLi  = Pj X MPLj  (6.10)

As a result, when prices and labour productivities are compared across sectors (between finance

and manufacturing for example) we get the following relationship

M P L f i n  __ Pmanuf  (6 .11 )

^ P L m a n u f  Pfin

In
MPLfi

^ P L j n a n u  f  _
= In m a n u f

Pfif i n
- In P nf i n

m a n u  f .

(6 .12)

■'*’*Thi,s ass>iiii|)tion i.s subsequently  tested  in Section 6.9.1 below.
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Table 6.3: Baumol’s - Panel Unit Root Tests

V ariab le H a d ri LL 92 LL 93 IP S  95 IP S  97 IP S  97 L M

P rice s
Manufacturing n n s n n n*
Services n s s n n n*
Total Industry n s s n n n*
P ro d u c tiv itie s
Manufacturing n n s n n n*
Services n n s n n n*
Total Industry n n s n n n

Note :  s — s ta t io n a ry ,  n =  n o n -s ta t io n a ry ,  n* =  n o n - s t a t i o n a r y  if in d e p e n d e n t  e rro rs

Table 6.4: Baumol’s - Panel Cointegration Tests

V a riab le P a d ro n i 95 K ao  DFp K ao  D Fj K ao  D F ; K ao  DF* K a o  A D F

Manufacturing c n n c c c
Services c n n c c c
Total Industry c n n c c c

Note :  c =  c o in te g ra ted ,  n =  no t  co in tegra ted .

This relationship encapsulates Baumol’s disease. If productivity in finance grows faster than  

productivity in manufacturing, then the relative price of manufacturing has to  increase. We 

test for this long-run relation, equation (6.12), in the dataset between finance and each of the 

other sectors in turn. Following Canzoneri et al. (1999), we use the average product of labour 

to measure productivity and not the marginal product of labour as in equation (6.12). The 

sectoral deflators introduced in Section 6.7.3 are used to measure prices.

We find tha t the  relation between finance and other sectors of the economy is very similar 

across the other sectors. In Table 6.3, all the relative productivities and relative prices are 

found to be non-stationary according to the tests developed by Hadri (2000) and Im, Pesaran

Table 6.5: Baumol’s Restriction - Panel Unit Root Tests

V a riab le  H a d ri LL 92 LL 93 IP S  95 IP S  97 IP S  97 LM

M anufacturing n s
Services n s
Total Industry n s

Note :  s =  s ta t io n a r y ,  n =  n o n -s ta t io n a ry .  s* — s ta t io n ary  if in d e p e n d e n t  e rrors

S » a  o

S  S S S*

S  S S S
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and Shin (1995, 1997).^® We then test for cointegration, Table 6.4, using the following methods: 

K ao’s (1999) DF and ADF tests and Pedroni (1995).“*® Cointegration is present between relative 

productivities and relative prices for finance and manufacturing, finance and services, and finance 

and total industry."^  ̂ We also perform a stronger test for a Baumol’s relation by examining 

whether the slope of the cointegrating regression, P, is equal to 1.0 as theory predicts. Again 

following Canzoneri et al., we do this by testing whether the restriction j3 =  1.0 is consistent 

w ith the data.^^ To do so, we subtract relative productivities from relative prices and test for 

unit roots in the difference, y  — x .  All the unit root tests presented in Table 6.5, apart from 

Hadri, provide evidence for stationarity and thus Baumol’s disease.

The Granger Representation theorem states that, if a set of variables are cointegrated o f order 

one, then there exists a valid error-correction representation of the data (Engle and Granger, 

1987). We can use the residual from the cointegrating regression as an instrument for the 

error-correction term so the error-correction models (ECMs) take the following form:

Aj/it =  O' 4- -t- ^t-j^yi,t-j +  ût (6.13)

AXit =  <5 -I- +  ^2it (6-14)

The results of these panel ECMs are presented in Table 6.6.^  ̂ W hen prices are the dependent 

variable, the error-correction term is always significant, at a one per cent level, and its coefficient 

has the correct sign. The error-correction term is never significant when productivity is the

*®Tests by Levin and Liu are  denoted  by LL and te s ts  by Im, Pesaran and Shin are  d eno ted  by IPS . M ost of 

the  variables are  deem ed sta tio n ary  by Im, Pesaran  and Shin’s (1997) LM tes t when serially corre lated  errors are 

used. Furtherm ore, all variables are  s ta tio n ary  using Levin and Lin (1993), w hich allows for serially corre lated  

errors. Levin and  Lin (1992), allowing for a  country-specific intercept, find the  variables to  be  n o n-sta tionary

cxcc])t for relative prices when to ta l industry  or services is the num erator.
C oin tegration  is no t p resent according to  the first two of the four K ao (1999) D F te s ts , D Fp an d  D Ft-

N evertheless, th e  tests for which coin tegration  is present, DF* and DF(*, have b e tte r  size an d  power p roperties 

(K ao , 1999).
T hese  resvilts are robust to  repeating  th e  em pirical procedure w ith the relative p ro d u c tiv ities  m ultip lied  by 

w eights to account for the  abso lu te  size of the financial sector in the respective countries. The weights we 

em ploy are a ra tio  of value added  of th e  financial sector to value added of th e  o th er sector. Hence, th is  weight 

increases the  value of tlie observations in th e  panel of those countries with a  larger th an  average financial sector. 

T h is  com pensates for the  panel econom etric techniques employed, which im pose hom ogenous coefficients across 

countries.
C anzoneri e t al. also use a second m ethod here. They estim ate ^  using FM O LS and  then test the null

h ypothesis of /3 =  1.0. W hen the  two m ethods di.sagree, however, they favour th e  first one which we perform .
'‘•■‘ T h e  general-to-specitic m ethodology is used to  determ ine the  app ro p ria te  lag length  for all the  EC M s in

th is p aper, for b o th  panel and individual country  tim e scries. As part of th is  m ethodology we im pose a sign 

restric tion : only positive lags a rc  included in the  specification chosen by general-to-specific. In all th e  ECM s 

th a t  we run, a  negative lag is counter-in tu itive  and in terpreted  as a sign of an overspecified model.
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dependent variable. These results are for all industries at any possible combination of lag 

lengths. This confirms our above cointegration results and provides us w ith a very strong 

causality result: relative prices are being driven by the deviation from the long-run cointegrating 

relationship. Thus, Baumol’s disease is present in this dataset.

In our FNI analysis we find similar, although slightly weaker, r e s u l t s . W h e n  prices are the 

dependent variable, the EC term is significant, with the correct sign on the coefficient, for both 

m anufacturing and services. This is not true for to tal industry. It has a significant EC term 

when productivity is the dependent variable but it has a negative sign. Therefore, it does not 

actually restore the system to equilibrium.

Further corroborating evidence is supplied by the parallel time series analysis of the individual 

countries (see Appendix 6.C). In the five ECMs presented in Table 6.C.7 we find that, in three 

cases, relative prices respond quickest to deviations from equilibrium."*^ Stronger evidence 

comes from the FNI analysis. In seven of its twelve ECMs, only relative prices respond to 

deviations from the cointegrating relationship. Thus, the time series analysis agrees th a t relative 

productivity is the causal factor."*®

6.9 .1  W ages

We now tu rn  to analysing the long-run relationship between wages across sectors."*^ This serves 

two purposes. First, it tests the assumption that wages equalize across sectors, which underlies 

the Baumol’s disease analysis carried out a b o v e . S e c o n d ,  the issue of causality can be further 

addressed by seeing which sector is driving wage growth. Under gradual adjustm ent, wage 

growth occurs first in the progressive sector to match productivity, this then causes wage growth 

in the other sectors as they try  to a ttract and retain labour.

'• ''T he  cvidcnce for noii-.stationarity in th e  FNI d a tase t is weaker overall, bu t th e  H adri tes t alw ays rejects 

th e  null of sta tionarity . T he subsequent cointegration analysis finds slightly stronger evidence th an  in th e  FNS 

sam ple.
'‘“ In these th ree  ECM s th e  error-correction term  is significant with the  correct sign regardless of w hich variable 

is th e  dependent varial)le. T hus, we evaluate the speed of adjustm ent coefficients: on two occasions th e  coefficient 

is th ree  tim es bigger wlien prices are the  dependent variable; once it is twice as big.

O f th e  o th er two EC M s, only relative p roductiv ities responds to  deviations from equilib rium  in one and the  

o th er is inconclusive. M anufacturing  for D enm ark is the inconclusive result and it has q u ite  a  weak cointegration  

result.
^®()iie of tlic  fu rther ECM s four are inconclusive and in the rem aining one b o th  variab les respon<l to the

erro r-correction  term , b u t relative p roductiv ities has the  larger coefficient.
'*^Tlio con truc tion  of the  average real wage is descril)ed in Section 6.7.4.
” ^Tlie level of wages may of course differ across sectors due to reasons such as ab ility  and qualifications. T he 

assun i|)tion  of exact wage e<iuality across sectors is for workers who are com m en su ra te  in these charat:teristics. 

As th e  average real wage d a ta  is in index form this constan t difference is e lim inated .
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Table 6.6: Baumol’s - Panel Error-Correction Models

Y X EC term R2 D W X ,y la g s D (X )

F inance /  M anufacturing
P LP -0.11***

- 4.15
0.09 1.73** 0,0 No

LP P -0.01
- 0.35

0.01 1.84** 0,0 No

Finance /  Services
P LP -0.12***

- 4.18
0.12 1.73** - Yes

-0.15***
- 4-96

0.13 1.79** 0,1 No

LP P -0.02
- 0.65

0.03 1.84** - Yes

-0.02
- 0.62

0.05 1.91** 1,0 Yes

Finance /  T otal Industry
P LP -0.13***

- 4.69
0.11 1.74** 0,0 No

LP P

1 1 r»Keorv»f ir*n<J whf'ii

-0.03
- 1.10

no  W h i te

0.01

heterosked

1.83**

astic itv-con

0,0

s is ten t  s t a n d a r d

No

errors,  t - s t

in it a l ic s ,  * 10% level. ** 5% level , *** 1% level. DW s ta t is t ic :  ** means d > ( lu  (no a u to c o r re l a t i o n ) ,  * m e a n s  d l < d < d u  

(inconclHsive) .  B o th  th e  c o i i i tcg ra t in g  e q u a t io n s  and  the  ECM  equat ions  inc lude  a c o n s t a n t  a n d  are  e s t i m a t e d  by 

o r . l in a ry  least  sq u a res .  T h e  re su l t  w i th  no  lags is shown first, then  the  re su l t  w i th  G to  S lags.  If  these  tw o  re s u l t s  are

th e  s am e  then only one resvilt is shown
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Table 6.7: Wages - Panel Unit Root Tests

Variable H adri LL 92 LL 93 IPS 95 IPS 97 IPS  97 LM

Finance n n s s s n
Manufacturing n s n s s s
Services n s n s s s
Total Industry n s s s s s

Note :  s =  s ta t io n a ry ,  n =  non -s ta t iona ry ,  n* =  n o n - s t a t i o n a r y  w h en  al low for ser ially c o r r e la te d  e r ro r s

Table 6.8: Wages - Panel Cointegration Tests

Variable Pedroni 95 Kao DFp Kao DFt K ao D F; Kao DF* K ao ADF

Manufacturing c n n c n n
Services c n n c n n
Total Industry c n n c n n

Note: c =  co in te g ra ted  w i th  finance, n =  no t  co in te g ra ted  w i th  finance.

We proceed by examining the long-run properties of the data using panel unit root tests.

The results are presented in Table 6.7. The results are mixed when the Levin and Lin (1992,

1993), with a country-specific intercept, and Im, Pesaran and Shin (1995, 1997) tests are used.̂ ®

Nevertheless, wages are found to be non-stationary in all sectors according to Hadri (2000).

Thus, we test for cointegration between wages in different sectors. Bivariate cointegration is

found to be present between wages in the financial sector and wages in the other sectors. This

is according to the tests developed by Padroni (1995), see Table 6.8. Furthermore, cointegration

was found in a multivariate setting between wages in finance, manufacturing, and services using

Pedroni’s (1999) tests.^“ For these reasons, we conclude that wages move together across sectors

in the long-run. This result strengthens the above BaumoFs analysis by providing evidence for

one of its crucial assumptions. It also leads on to the issue of causality.
The results of the ECMs for the bivariate cointegrating relationships are presented m Table

6.9.“* We find that the EC terra is always significant with the correct sign regardless of which

variable is the endogenous variable. Thus, we analyse the speed of adjustment, the size of the

coefficient of the EC term, and find that wages in the financial sector always respond quicker to

deviations from equilibrium. In general, the adjustment is twice as quick. A similar pattern

« I f  wo us,, a  ti.n e  trem l, all series are non-sta tionary  using Levin and Lin (1992), Im , Pesaran  an<l Shin (1995)

an,. h „ ,  Pe,saran an,I Shin (1997). Conversely, the In., Pesaran and Shin (1997) LM tes t still finds ™ost of the

•series to  he s ta tio n a ry  a.s does th e  Levin an.l Lin (1993) test which allows for serially correlated  errors,
^»T his is consi,stent acro,ss all seven specifications of the test when an in te rcep t ,s m c lu d e ^

An u n h a la n c l  „anel for th e  period 1970 - 1993 is n.sed here as French d a ta  stop  a t 1992. L.kew.se,

tim e series analysis, th e  period 1970 - 1993 is used for all countri,;s except France.
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of results emerges in our FNI analysis.®^ The difference is that when the services sector is the 

dependent variable, the EC term is not significant. This all suggests th a t finance is not the 

causal industry in the Baumol’s relation we have found.

We then examine time series ECMs for the individual countries. Here we find further evidence 

th a t  wage growth in the other sectors is causing wage growth in the financial sector. In the 

eight ECMs recorded in Table 6.C.12, there are two cases where manufacturing /  to tal industry 

is the causal factor: in one case, only finance responds to deviations from equilibrium, and in 

the second, bo th  variables respond but finance responds three times faster. There are four cases 

of bidirectional causality, where both variables respond with a similar speed of adjustm ent, and 

in one ECM, finance is the causal f a c t o r . ^ ^  parallel FNI analysis (Table 6.C.28) thirteen

ECM s are examined. Seven of these have manufacturing /  services /  to tal industry as the causal 

factor, four are bidirectional, and two have finance as the causal factor.®^ The interesting result 

is th a t all three of the cases where wage growth in finance is causing wage growth in another 

sector (services /  total industry) are for the USA.

Thus, overall finance does not seem to be the causal factor in the Baumol’s relation we 

have discovered. This is consistent with our description of the productivity d ata  in Section 

6.7.2 where we noted th a t finance is generally the least progressive sector of the four in terms 

of productivity growth (Figure 6.7). The exception to this is the USA, the world’s premier 

financial centre.^^ Here finance is the causal industry according to our ECM analysis however, 

the d a ta  in Figure 6.13 does not support this view as relative labour productivity is decreasing.

We have established th a t cost disease is present in this dataset and th a t finance is not the 

causal industry. This is illustrated for us in Figure 6.14. When the ratios for finance over total 

industry are graphed, we see that relative productivity is decreasing. Therefore, productivity 

is growing faster in to tal industry and this leads to cost disease in finance as demonstrated by 

rising relative prices.

S tro n g e r  pv id e iicc  for n o n -s ta tio iia r ity , acco rd in g  to  th e  s ta n d a rd  te s ts , is p re sen t in th e  F N I sa m p le . T h is

is a lso  t r u e  for th e  siil)So<niont c o in te g ra tio n  analysis.
th e  re in a in iiig  E C M  n o  o b v io u s re su lt em erges.

* - 'h i five o f  the. seven  E C M s w h ere  fin an ce  is th e  c aused  secto r, finance is th e  on ly  v a r ia b le  to  respond  to

<leviati<m.s from  th e  c o in te g ra tin g  re la tio n sh ip . In th e  o th e r  tw o, finance re sp o n d s  n o ta b ly  q u ick er th a n  th e  o th er 

varial)los.
” I„  th e  t im e  .series a n a ly s is  w e only  fo u n d  a  B aum ol’s re lation  for th e  U SA  for se rv ices  an d  to ta l in d u s try  

u s in g  F N I. T h e  o th e r  m ain  fin an c ia l cen tre s  in th is  .lat,i.srt a rc  the  UK a n d  J a p a n . F o r th e  U K , wages in finance 

a re  cau se ,I  by w ag es in all th re e  o f  th e  o th e r  in d u stries . For .lapan cau sa lity  is a lw ay s b id irec tio n a l.
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Table 6.9: Wages - Panel Error-Correction Models

Y X EC term DW  X,Y lags D(X)

Finance Manufacturing -0.07***
-2.61

0.23 1.84** - Yes

-0.08***
0.30

0.09 1.95** 1,0 No

Manufacturing Finance 0.05***
l U

0.24 1.67** - Yes

0.05***
3.48

0.25 2.09** 0,1 Yes

Finance Services -0.08***
-2.40

0.24 1.89** - Yes

-0.09***
-2.85

0.24 1.96** 1,0 Yes

Services Finance 0.05***
2.84

0.24 1.54** - Yes

0.04**
1.99

0.27 2.16** 0,1 Yes

Finance Total Industry -0.08***
-2.99

0.27 1.89** - No

-0.09***
-3.02

0.12 2.03** 0,1 No

Total Industry Finance 0.06***
4.94

0.27 1.43* - Yes

0.04***
3.04

0.33 2.17** 0,1 Yes

Note: u n b a la n c e d  panel ,  183 observa t ions  w hen no lags. W h i te  he te roskedas t ic i ty -cons is ten t  s t a n d a r d  e r ro r s .

t - s t a t i s t i c s  in ita lics ,  * 10% level , ** 5% level , *** 1% level. DW sta t is t ic :  ** m e an s  d > d u  (n o  a u to c o r re la t io n ) ,  

♦ m e a n s  d l < d < d u  (inconclus ive) .  B o th  the  co in te g ra t in g  equat ions  and the  E C M  eq u a t io n s  in c lu d e  a c o n s t a n t  and  are 

e s t i m a t e d  by o rd in a r y  least s q u a re s .  T h e  re su l t  w ith  no  lags is shown first, th e n  the  re su l t  w i th  G to  S lags.  If these

tw o results  a r e  th e  same then  only one result  is shown.
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Figure 6.13; Baumol’s Disease USA: Finance /  Total Industry
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Figure 6.14: Baumol’s Disea.se (sample average); Finance /  Total Industry
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Table 6.10; Positive Spillovers - Panel Unit Root Tests

V ariab le H a d ri LL 92 LL 93 IP S  95 IP S  97 IP S  97 L M

Finance s s s 8 s s
Manufacturing n s s S s s
Services s s s s s s
Total Industry n s s S s s

Note :  s =  s ta t io n ary ,  n =  no n -s ta t io n a ry ,  n*  =  n o n - s t a t i o n a r y  if i n d e p e n d en t  e r ro rs

6.10 P ositive Spillovers

In this section we test whether productivity growth in the financial sector aids productivity 

growth in other sectors. A relatively large proportion of the output of the financial sector is 

used as inputs into other sectors: for example in the USA in 1998 the figure was twenty eight 

per cent.®® As noted in Section 6.2, these intermediate inputs are employed as substitutes for 

prim ary inputs which increase the rate of productivity growth in these other sectors (Oulton, 

2001). Also, labour productivity in finance serves as a general proxy for the quality of the 

financial sector. A better financial system should lead to more efficient resource allocation 

which increases productivity in other sectors.

First, we analyse the stationarity of labour productivity in these sectors. The results sug­

gest the data  are stationary (see Table 6.10) so we revert to Granger causality tests on VARs 

in levels.®'  ̂ There is only one significant result in the panel analysis: manufacturing labour 

productivity causes productivity in finance, see Table 6.11. In the time series analysis, nineteen 

significant results are present: ten are in favour of the other industry being causal, five are bidi­

rectional, and there are four cases where finance is the causal industry.®* Two of these later four 

cases occur for the USA and have a negative coefficient, suggesting that productivity growth in

finance h£is a negative impact on other sectors.

We can proceed with non-stationary analysis for the FNI sample as it provides evidence for

^® Planting aiid K iihbach (2001, p42).
”  Wc use tlie  popu lar A rellano and Bond (1991) GMM estim ator in light of its poor behav iour, particularly

in sm all sam ples, due to  th e  typically  weak instrum ents it employs (Bond et al., 2001).
the  tim e series analysis we follow the panel unit root tests and thus trea t th e  d a ta  as sta tionary . These

tes ts  have higher power th an  th e  individual tim e series unit root tests (Levin e t al., 2002).
^^T here  are five cases where th e  lagged i.idependent variables have a negative coefficient. T h e  other th ree  cases

are for D enm ark w here finance is th e  canscd industry. This may explain why D enm ark is th e  only country where

labour p ro .h .c tiv ity  decrea.ses over the  period (Figure (i.4). In previous lite ra tu re  Gem m ell, Lloyd and M athew

(2000), when exan .in ing  in ter-sectoral linkages between agriculture, m anufacturing  and services in M alaysia, note

the  possibility of resource com petition  between sectors in the  short run.
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Table 6.11; Positive Spillovers - Granger Causality Tests - Panel

O th e r  V ariab le Y  
k =  1

=  fin an ce  
k = 2  k = 3

Y  =  o th e r  v a r ia b le  
k = l  k = 2  k = 3

Manufacturing 
Services minus finance 
Total Industry

0.20
0.30
0.30

0.07*
0.69
0.33

0.02**
0.56
0.28

0.49 0.75 
0.79 0.73 
0.95 0.98

0.88
0.28
0.95

N ote ; re co rd ed  re s u lts  a re  p -values of W ald te s ts  on a ll th e  coeffic ien ts  o f th e  in d e p e n d e n t v a ria b le .

non-stationarity. We also find strong evidence for cointegration and some evidence for finance 

being the causal industry here. When finance and to tal industry are examined we have causality 

from finance to  total industry. For the other two ECMs, finance with manufacturing and services 

respectively, no EC term is significant at the lag specification decided by the general-to-specific 

methodology.®® When no lags are used we find that labour productivity in finance causes labour 

productivity in services. A similar result for manufacturing holds at a significance level of eleven 

per cent.®^ In our parallel time series analysis for FNI, we have results suggesting the opposite. 

T here are seven ECMs: only one provides evidence for finance being the causal industry whereas 

there are two cases of the reverse.®^ Furthermore, this one case is for Denmark, the only country 

w ith negative labour productivity growth in finance over the period studied.®^

Thus, FN I finds finance to be the causal industry in the panel analysis bu t this does not 

hold in the time series analysis, while the FNS analysis generally favours finance as the  caused 

industry. T he reconciliation of these results seems to lie with the role of financial centres. FNI 

differs from FNS for two reasons: the inclusion of Japan and the UK in the data  set, among other 

countries, and the inclusion of real estate and business services in a broader industry definition. 

The latter reason cannot explain the difference between the FNI panel results and the FNI time 

series results, as it effects both. This leaves us with the inclusion of more financial centres. It can 

explain why the FNI panel analysis differs from the FNI time series analysis as it is not a factor 

in the time series analysis, except for the cases of the financial centres themselves. In addition, 

it can explain why the FNS results are different. Further evidence for this interpretation is 

«»Wo, <lo n o t c u p lo y  ft sign restric tion  ou th e  ECMs l.ere, a.s a negative lag is theoretically  possible. This has 

no otfect on th e  results.
«>It hoUls a t  th e  ten per c e n t  level when the  c o n t e m p o r a n e o u s  change in financial labour pro .lnct.v ity  is

exclu.led U n.ler th e  gcneral-to-specific m ethodology, however, this term  should be included.
«-^l„ add ition , finance is th e  causal industry  for D eu.uark for total in .lustry  a t an eleven per cent significance

level-, the ECM  term  is sifinificant at the eleven per cent level when to ta l industry  is th e  dependent variable. Of

th e  rem aining ca.se», there is one birectional case and two incomhisive res Its.
F inance here mean.s FNS. D enm ark also  experiences negative labour p roductiv ity  growth in FN I, as

UK and  USA.
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found in the FNS time series results. There we saw that the main country which found finance 

as the causal industry was the USA, a financial centre.

Therefore, we conclude that, in general, labour productivity in other sectors causes labour 

productivity in finance. One obvious example of this is the impact developments in information 

technology have had on financial services. The financial sector does aid productivity in other 

sectors, but that this occurs predominantly in countries which act as financial centres. On 

occasion, it seems that this can be a negative effect. Possibly this occurs due to resource 

competition, for example labour productivity in finance may rise due to the hiring of talented 

labour at the expense of other sectors.

6.11 Conclusion

This paper examines labour productivity with particular regard to the financial sector. We 

find evidence that labour productivity in the financial sector leads to labour productivity in 

other industries, what we term positive spillovers. Second, we show that cost disease, the 

potential negative effect of financial labour productivity, is not present in this dataset. Cost 

disease does exist here, but finance is not the causal industry. This result is due to relatively 

low productivity growth in finance. This is partly explained by our third finding: the lack of 

convergence in financial labour productivity across countries. This implies that one possible 

source of productivity growth, technology transfer (Bernard and Jones, 1996c), is not being fully 

exploited. This could be due to knowledge or capital barriers (Carree, Klomp, Thurik, 2000).

Finally, this paper highlights the role of financial centres. We find that finance is more 

likely to cause positive spillovers in countries that act as financial centres. Also, some countries, 

notably the USA, may experience negative effects of productivity growth in finance, possibly 

through resource competition. Furthermore, the USA, the world s biggest financial centre, is 

the one country where we found some evidence to suggest that finance may be causing cost 

disease in other sectors.
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6.A R obustness A ppendix

Table 6.A.1: Beta Convergence of Labour Productivity (USA omitted)

S ecto r /3 p -v a lu e R2

Finance -0.0100 0.55 0.08
Services -0.0156 0.01 0.82
Manufacturing -0.0308 0.11 0.43
Total Industry -0.0155 0.12 0.41

0 7

0.5

04

0 2

1985 1990198019751970
Year

I  »  F inance  Manufacturing Total Industry  Serv ice^]

Figure 6.A.1: Sigma Convergence of Labour Productivity (USA omitted)
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Table 6.A.2; Labour Productivity Convergence - Time Series (USA omitted)

Levels F ir s t  D ifferences
S ec to r B en ch m ark L evin  an d  Lin H a d ri L ev in  a n d  L in H a d ri

Finance Average s n s n
Most Productive s s s s
Median Productive s s s s

Services Average s n s s
Most Productive s n s s
Median Productive s s s n

M anufacturing Average s n s s
Most Productive s s s s
Median Productive s s s s

Total Industry Average s n s n
Most Productive s n s s

Median Productive s n s s
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6.B FNI Appendix

Table 6.B.1: FNI - Beta Convergence of Labour Productivity

Sector /3 p-value R2

FNI -0.0212 0.27 0.17
Services -0.0185 0.14 0.28
Manufacturing -0.0179 0.05 0.45
Total Industry -0.0257 0.01 0.78

Table 6.B.2: FNI - Beta Convergence of Labour Productivity (financial centres omitted)

Sector (3 p-value

FNI -0.0046 0.74 0.03
Services -0.0189 0.12 0.50
Manufacturing -0.0201 0.21 0.36
Total Industry -0.0310 0.03 0.72

0 35

0 3

025

0 2

0 IS

Figure 6.B.1: FNI: Sigma Convergence of Labour Productivity

1985 1990196019751070
Year

FNI ~ t r -  Manufacturing — Tot al Industry —x — S erv ices |
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Y e a r

I F N I - A -  M an u fac tu rin g  — Tot a l  Indu s try  - * * -  S e r v ic e s

Figure 6.B.2: FNI: Sigma Convergence of Labour Productivity (financial centres om itted)

Table 6.B.3: FNI - Labour Productivity Convergence - Time Series

S ec to r B en ch m a rk Levels 
Levin an d  Lin H a d ri

F ir s t  D ifferences 
L evin  a n d  Lin H a d r i

Finance Average n n s s
Most Productive s s s s
Median Productive s s s s

Services Average s n s n
Most Productive s s s n
Median Productive s s s s

M anufacturing Average s n s s
Most Productive s s s s
Median Productive s s s s

Total Industry Average n n s s

Most Productive s n s s

Median Productive s s s s
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Table 6.B.4: FNI - Labour Productivity Convergence - Time Series (financial centres omitted)

L evels F ir s t  D ifferen ces
S ec to r B en ch m ark L evin  a n d  L in H a d ri L evin  a n d  L in  H a d r i

Finance Average s n s S

Most Productive s n s S

Median Productive s n s n
Services Average s s s s

Most Productive s s s s
Median Productive s n 8 s

Manufacturing Average s s 8 s
Most Productive s s 8 n
Median Productive s n S n

Total Industry Average s n S s
Most Productive s n S s
Median Productive s n S s

Table 6.B.5: FNI -  Baumol’s - Panel Unit Root Tests

V ariab le H a d ri LL 92 LL93 IP S  95 IP S  97 IP S  97 L M

P ric e s
M anufacturing n s s s s s

Services n s s s s s

Total Industry n s s s s s

P ro d u c tiv i t ie s
Manufacturing n s s s s s

Services n n s s s n*

Total Industry n n s s 8 s

Note :  s = s ta t io n a r y ,  ii =  non -s ta t iona ry ,  — no il- s ta t ionary  if in d e p e n d e n t  e rro rs

Table 6.B.6: FNI - Baumol’s - Panel Cointegration Tests

V ariab le P e d r o n i9 5  K ao  DFp K ao  DF* K ao  D F ; K a o  DF* K ao  A D F

M anufacturing c
Services c
Total Industry c

c
n
n

n
n
n

Note : c =  co in tegrate t l,  n -  not co in teg ra ted .

0

n
c
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Table 6.B.7: FNI - Baumol’s Restriction - Panel Unit Root Tests

V ariab le H adri LL 92 LL93 IP S  95 IP S  97 IP S  97 L M

Manufacturing n n s n n n
Services n n s n n s**
Total Industry n s s s s s

N o t e :  s  =  s t a t i o n a r y ,  n  =  n o n - s t a t i o n a r y ,  s * *  =  s t a t i o n a r y  w h e n  a l l o w  for  s e r i a l l y  c o r r e l a t e d  e r r o r s

Table 6.B.8: FNI - Baumol’s - Panel Error-Correction Models 

Y  X  E C  te rm  D W  X ,Y  lags D (X )

F in a n c e  /  M an u fac tu rin g
p LP -0.04*

- 1.67
0.12 1.73** - Yes

-0.07**
- 2.37

0.05 1.98** 0,1 No

LP P -0.03
- 0.93

0.12 1.65** - Yes

-0.02
- 0.89

0.14 1.99** 0,1 Yes

F in a n c e  /  S erv ices

P LP -0.05***
- 2.85

0.32 1.82** - Yes

-0.08***
- 4.01

0.10 1.82** 1,0 No

LP P

1 
1 0.30 1.61** - Yes

-0.02
- 0.93

0.31 1.95** 0,1 Yes

F in a n c e  /  T o ta l In d u s try

P LP -0.01
- 0.62

0.12 1.57** - Yes

-0.02
- 1.05

0.16 1.87** 0,1 Yes

LP P -0.05**
- 2.48

0.15 1.59** - Yes

-0.04*
- 1.91

0.17 1.98** 0,1 Yes

N o t e :  b a l a n c e d  p a n e l .  2 0 7  o b s e r v a t i o n s  w h e n n o  l a g s .  W h . t c  h e t e r - ^ k o d a s t i c i t y - c o n s . s t e n t  s t a n d a r d  e r r o r s ,  t - s t a t i s t . c s  

in  i t a l i c s ,  •  10%  l e v e l ,  ** 5^/{ l e v e l ,  * * *  1% l e v e l .  D W  s ta f i , . t i c :  -  m e a n s  d > d u  ( n o  a u t o c o r r e l a t i o n ) ,  ‘ m e a n s  d l < d < d u

1 t i , , ,  p r v f  e a u a t i o n s  i n c l u d e  a  c o n s t a n t  a n d  a r e  e s t i m a t e d  b y
( i n c o n c l u s i v e ) .  B o t h  t h e  c o i n t e g r a t i n g  e q u a t i o n s  a n d  t h e  LL .vi e q u a u

, - I , t h e n  t h e  r e s u l t  w i t h  G  t o  S l a g s .  I f  t h e s e  t w o  r e s u l t s  a r e
o r d i n a r y  l e a s t  s q u a r e s .  T h e  r e s u l t  w i t h  n o  l a g s  is s h o w n  h r s t .  t h e n

t h e  s a m e  t h e n  o n l y  o n e  resu lt  is s h o w n
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Table 6.B.9; FNI - Wages - Panel Unit Root Tests

V ariable H adri LL 92 LL93 IP S  95 IPS  97 IP S  9T LM

Finance n n s s s n
Manufacturing n s s n n s
Services n s n n n n
Total Industry n s s n n s

N o t e :  s  — s t a t i o n a r y ,  n =  n o n - s t a t i o n a r y ,  n *  =  n o n - s t a t i o n a r y  i f  i n d e p e n d e n t  e r r o r s

Table 6.B.10: FNI - Wages - Panel Cointegration Tests

V ariable P edron i 95 K ao DFp K ao DFi K ao D F ; K ao DF? K ao A D F

Manufacturing c c c c c c
Services c n n c n n
Total Industry c c c c c c

N o t e :  c =  c o i n t e g r a t e d  w i t h  f i n a n c e ,  n =  n o t  c o i n t e g r a t e d  w i t h  f i n a n c e .

Table 6.B.11: FNI - Wages - Panel Error-Correction Models

Y X EC te rm R2 DW^ X ,Y  lags D (X )

Finance Manufacturing

I 
1 * * 0.28 1.73** 0,0 Yes

Manufacturing Finance 0.09***
3.05

0.19 1.46* - Yes

0.09***
2.56

0.24 1.96** 0,1 Yes

Finance Services -0.08***
-2.^5

0.15 1.79** 0,0 Yes

Services Finance 0.02
2.84

0.11 1.61** - Yes

0.05
1.58

0.14 2.02** 0,1 Yes

Finance Total Industry _ Q

- i2 0
0.37 1.77** - Yes

-0.11**
-2.17

0.08 2.10** 0,1 No

Total Industry Finance 0.07***
2.80

0.33 1.16 - Yes

0.06**
2.19

0.46 1.92** 0,1 Yes

---  , ^ - — r ------------------------------------ .. Urrc W h i t e  h c t e r o s k e d a s t i c i t y - c o n s i s t e n t  s t a n d a r d  erro rs .N o t e :  u n h a l a n c o d  p a n e l .  2 0 6  o b s e r v a t i o n s  w h e n  n o  l a g s ,  w n i r e  n t i n u

. , ,xr/  I 1 **  ^17 * * *  1 /̂, IpvpI D W  s t a t i s t i c ;  **  m e a n s  d > d u  ( n o  a v i t o c o r r e l a t i o n ) ,
t - s t a t l H t i c s  in  i t a l i c s .  * lOSf l e v e l .  57t l e v e l ,  1 / (  i t v e i .  w

. . , *1 • *_____a u d  t h e  E C M  e q u a t i o n s  i n c l u d e  a  c o n s t a n t  a n d  a r e
m e a n s  d l < d < d u  ( i n c o n i ’l u s i v e ) .  B o t h  t h e  c o i n t e g r a t i u g  eq

rp, . , u  Iftcrs is  s h o w n  f ir s t ,  t h e n  t h e  r e s u l t  w i t h  G  t o  S l a g s .  If  t h e s e
e s t i n i H t e d  b y  o r d i n a r y  l e a s t  s q u a r e s .  T h e  l e s u l t  w i t h  n o  g.

t w o  r e s u l t s  a r e  t h e  s a m e  t h e n  o n l y  o n e  r e s u l t  is  s h o w n .
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Table 6.B.12: FNI - Positive Spillovers - Panel Unit Root Tests

V ariab le H adri LL 92 LL93 IP S  95 IP S  97 IP S  97 L M

Finance n n s n n n*
Manufacturing n s s s s n*
Services n s s s s n*
Total Industry n n s s s n*

Note: s =  s ta t io n ary ,  n =  non -s ta t io n a ry ,  n* =  n o n - s ta t io n a ry  if i n d e p e n d e n t  e rrors

Table 6.B.13: FNI - Positive Spillovers - Panel Cointegration Tests

V ariab le  P e d ro n i 95 K ao  D F„ K ao  DFt K ao  D F^ K a o  DF^ K ao  A D F

nM anufacturing c n n c c
Services c n n c c c
Total Industry c n n  c c n

Note: c =  c o in te g ra tcd  w i th  finance, n — not co in teg ra ted  wit ii f inance.
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Table 6.B.14: FNI - Positive Spillovers - Panel Error-Correction Models 

Y  X E C  te rm  R2 D W  X ,Y  lags D (X )

Finance Manufacturing -0.01
-0.49

0.04 1.42* - Yes

-0.01
-1.05

0.10 1.88** 0,1 Yes

Manufacturing Finance -0.01
-1.59

0.05 1.54** - Yes

-0.01
-1.30

0.10 1.88** 0,1 Yes

Finance Services -0.01
-0.47

0.01 1.38* - No

t 
i 0.08 1.85** 0,1 No

Services Finance -0.01*
-1.89

0.02 1.46* - No

-0.01
- 1.40

0.09 2.04** 0,1 Yes

Finance Total Industry -0.01
-0.01

0.14 1.46* - Yes

-0.01
-1.14

0.22 1.94** 1,1 Yes

Total Industry Finance -0.03***
-5.76

0.26 1.45 - Yes

-0.02***
-3.09

0.32 1.92** 1,0 Yes

in italics. * level. ** 5% level, *** 1% level. DW statistic: ** means ( l>du (no autocorre la tion),  ‘ m eans <ll<d<du 

(inconclusive). Both the coin.egrating equations and the ECM equations include a constant  and are est imated by 

ordinary  least squares.  T he  result with no lags is shown first, then the result with G to S lags. If these two results are

the same then only one result is shown.
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6.C Time Series A ppendix

Table 6.C.1: Labour Productivity - Unit Root Tests

Industry Country A D F  Test 
k =  1 k =  3

Manufacturing

Services

Total Industry

Belgium -2.08 -2.13
Denmark -1.20 -1.61
Finland -1.27 -1.22
France -0.75 0.52
Germany -1.29 -1.02
Italy -2.30 -3.38**
Sweden -1.34 -1.32
USA -0.72 -0.26
Belgium -1.17 -0.49
Denmark -0.82 -0.97
Finland -2.90* -2.21
France -1.33 -0.40
Germany -3.02** -2.41
Italy -1.75 -3.67**
Sweden -2.41 -2.98*
USA -1.24 -1.10
Belgium -1.03 -0.24
Denmark -0.86 -1.13
Finland -3.01** -2.75*
France -0.61 0.63
Germany -2.65* -3.60**

Italy -2.20 -3.81***
Sweden -2.31 -2.47
USA -1.09 -0.98

Note : T h e  A D F test  for uni t roots  include a co n s tan t .  

* 10% level, ** 5‘X level. *** 1% level
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Table 6.C.2; Prices - Unit Root Tests

Industry Country A D F  Test 
k =  1 k =  3

Manufacturing

Services

Total Industry

Belgium -1.89 -2.39
Denmark -0.42 -0.37
Finland -2.00 -0.89
France -0.42 0.65
Germany -2.58 -3.47**
Italy -1.76 -3.28**
Sweden -2.33 -1.72
USA 0.21 0.55
Belgium 1.27 0.62
Denmark -1.55 -1.93
Finland -3.70** -3.26**
France -1.21 -0.81
Germany -2.74* -4.20***
Italy -2.20 -3.97***
Sweden -2.63 -2.19
USA 0.03 0.02
Belgium -0.35 -1.27
Denmark -1.07 -1.78
Finland -2.92* -2.17
France -0.18 0.12
Germany -2.58 -3.85***
Italy -2.13 -4.52***
Sweden -2.59 -1.99
USA 0.04 0.14

Note: T h e  A D F te s t  for unit  roots  include a c ons tan t .  

* 10% level, ** 5% level. *** 1% level
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Table 6.C.3: Baumol’s - Engle-Granger Cointegration

Industry C ountry
G to  S

A D F S ta tis tic  
k k =  0 k =  1

M anufacturing Belgium -2.42 0 -2.42 -2.28
Denmark -0.57 2 -0.47 -0.41
Finland -5.40*** 1 -4.99*** -5.40***
France -2.61 0 -2.61 -2.17
Germany -1.98 1 -1.83 -1.98
Italy -3.64** 3 -2.85 -2.85
Sweden -3.20* 0 -3.20* -3.32*
USA -2.49 1 -1.83 -2.49

Services Belgium -1.93 3 -0.75 -0.79
Denmark -1.16 0 -1.16 -1.54
Finland -0.82 2 -4.28*** -3.52**
France -2.19 0 -2.19 -1.80
Germany -3.97*** 3 -1.96 -2.79
Italy -2.29 0 -2.29 -2.59
Sweden -2.50 0 -2.50** -2.07
USA -1.71 2 -0.51 -0.92

Total Industry Belgium -2.13 3 -0.58 -0.88
Denmark -1.12 0 -1.12 -1.11
Finland -0.46 2 -5.19*** -4
France -2.46 0 -2.46 -1.83
Germany -1.95 0 -1.95 -2.10
Italy -2.67 0 -2.67 -2.85
Sweden -3.10* 0 -3.10* -2.78

XT „  * ^  . A l l

USA -1.51
l i u  r n o T P S S l O I l

1
s incli

-1.83
ide a c o n s tan t .

-1.51

T h e  A D F  t e s t s  for unit  roots  have no constan t  a nd  no t i e n d .  

* 10% level, ** 5'X level, *’ * 1?? level
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Table 6.C.4: Baumol’s - Johansen Cointegration

Industry

Manufacturing

Services

Total Industry

C ountry Trace M ax k

Belgium 19.91 15.44 1
Denmark 17.94 16.46** 1
Finland 35.09*** 23.53*** 1
Finland 12.64 7.95
France 9.46 8.21 1
France 6.50 4.57
Germany 11.10 9.12 1
Italy 21.80** 15.80** 1
Sweden 21.56** 17.07** 1
Sweden 17.11 12.81
USA 14.32 10.61 1
Belgium 11.96 7.49 1
Denmark 7.60 4.40 1
Finland 20.94** 13.60 1
Finland 16.25 14.47
France 12.28 8.07 1
Germany 18.67 10.63 1
Italy 17.22 13.62 1
Sweden 16.05 11.45 1
Sweden 14.63 10.61
USA 11.61 8.29 1
Belgium 9.24 7.59 1
Denmark 13.15 10.65 1
Finland 33.06*** 20.82*** 1
Finland 11.81 10.45
France 7.85 7.11 1
France 6.33 4.93
Germany 17.04 11.84 1

Italy 23.10** 17.65** 1

Sweden 20.62** 14.68 1
Sweden 17.71 13.44 2
USA 12.71 9.45 1

Note: •* 5Vi Invcl, *** iVt levol. The crit ical values are taken from Case 1 

s ta tis t ic  the  value is 21.60 and the 5% value is 19.96. For the max stati:

is 15.67.

in Osterwald-Lenum (1992). For the trace 

S t i c  the 1% value is 20.20 and the 6% value
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Table 6.C.5: Baumol’s Restriction - Unit Root Tests

Industry

Manufacturing

Services

Country A D F  S tatistic
G t o S  k k =  0 k = l

Total Industry

Belgium 2.16 0 2.16 -2.10
Denmark -0.44 0 -0.44 0.74
Finland -4.36*** 0 -4.36*** -4 21***
France -2.36 0 -2.36 -1.94
Germany -1.61 0 -1.61 -1.74
Italy -1.26 0 -1.26 -1.37
Sweden -2.12 2 -1.88 -2.66*
USA -0.08 0 -0.08 -0.37
Belgium -1.81 0 -1.81 -2.34
Denmark -0.34 0 -0.34 -0.52
Finland -1.51 2 -3.94*** -3.54**
France -2.67* 0 -2.67* -2.25
Germany -1.90 0 -1.90 -2.48
Italy -1.56 0 -1.56 -1.70
Sweden -2.00 2 -1.80 -2.51
USA 0.70 0 0.70 0.62
Belgium -1.92 0 -1.92 -2.17
Denmark -0.35 0 -0.35 -0.64

Finland -1.11 2 -3.66**
France -2.36 0 -2.36 -1.69
Germany -3.12** 3 -1.87 -2.25

Italy -1.09 0 -1.09 -1.21

Sweden -1.99 2 -1.85 -2.65

USA 0.53 0 0.53 0.25
N ote: T h e 'A D F  te s ts  fov u n it ro o ts  have a c o n s ta n t. 

• 10% level. ** 5% level. *** 1% level
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Table 6.C.6: Baumol’s - Cointegration Summary

In d u s try C o u n try Engle- G ran g er Jo h a n se n B au m o l’s R e s tr ic t io n

M anufacturing Belgium X X X

Denmark X / X

Finland / / /
France X X X

Germany X X X

Italy / / X

Sweden / / /
USA X X X

Services Belgium X X X

Denmark X X X

Finland / / /
France X X /
Germany / X X

Italy X X X

Sweden / X X

USA X X X

Total Industry Belgium X X X

Denmark X X X

Finland / / /

France X X X

Germany X X /

Italy X / X

Sweden / / X

USA X X X
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Table 6.C.7: Baumol’s - Time Series Error-Correction Models

EC te rm  D W  X,Y  lags D (X )

M anufactu ring  - D enm ark
P LP -0.05

-040
0.01 1.70** - No

LP P 0.12
0.25

0.01 1.77** 0,0 No

M anufactu ring  - F inland
P LP -0.63***

- 4.81
0.52 2.07** 0,0 No

LP P 0.31**
2.26

0.20 2.29** 0,0 No

M anufac tu ring  - Sweden
P LP -0.45***

- 2.80
0.34 1.71** 0,0 Yes

LP P 0.15**
2.28

0.27 2.00** 0,0 Yes

Services - F rance
P LP -0.12

- 0.86
0.14 1.48** - No

-0.09
- 0.67

0.27 1.32* 0,1 Yes

LP P 0.61**
2.61

0.33 1.64** 0,0 Yes

T otal In d u stry  - Sweden
P LP -0 47*** 

- 3.08
0.36 1.78** 0,0 Yes

LP P 0.13*
1.96

0.21 2.00** 0,0 Yes

levpl .  • *  5 % level ,  *** \ %  l evel .  D W  s t a t i s t i c :  ** m e a n s  d X l u  ( no  a u t o c o r r e l a t i o n ) ,  ‘ m e a n s  d l < d < d u  ( i n c o n c l u s i v e ) .

_  , , . , I i n r h i d e  a c o n s t a n t  a n d  a r e  e s t i m a t e d  b y  o r d i n a r y  l eas tB o t h  t h e  c o i n t e g r a t i n g  e q u a t i o n s  a n d  t h e  b C M  e q u a t i o n s  n u i u u c  a v. j  j

• 1 1 1  f hnn  t h o  rpsul t  w i t h  G t o  S l ags .  I f  t h e s e  t w o  r e s u l t s  a r e  t h e  s a m e  t h e ns q u a r e s .  T h e  r e s u l t  w i t h  n o  l a g s  is s h o w n  n r s t .  t h e n  m e  res u i i  w i m  »

o n l y  o n e  r e s u l t  is s hown .
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Table 6.C.8: Wages - Unit Root Tests

Industry

Finance

Manufacturing

Services

Country A D F  Test 
k = 1 k =  3

Total Industry

Belgium -2.61 -1.89
Denmark 0.76 1.32
Finland 0.57 0.89
France -2.74* -4.35***
Germany -2.27 -1.50
Italy -1.36 -2.03
Sweden -0.19 -0.02
USA 1.15 1.18
Belgium -5.17*** -3.12**
Denmark -2.14 -2.58
Finland -0.33 0.83
France -2.94* -3.13**
Germany -3.66** -2.19
Italy -2.87* -1.23
Sweden -0.81 -0.62
USA -0.71 -0.54
Belgium -2.80* -1.95
Denmark -1.46 -1.93
Finland -1.22 -0.99
France -4.47*** -2.75*
Germany -2.51 -0.85

Italy -1.56 -0.34

Sweden -1.77 -1.76
USA -0.49 1.94

Belgium -4.36*** -2.76*

Denmark -1.21 -1.51

Finland -1.21 -0.63

France -2.85* -2.29

Germany -3.35** -1.70

Italy -2.60 -0.62

Sweden -1,66 -1.70

USA -0.08 1.64
N o te :  T h p  A D F  t e s t  for  u n i t  r o o t s  in c lu d e  a c o n s t a n t .  

♦ 10% level.  ** 5% level. ***
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Table 6.C.9: Wages - Engle-Granger Cointegration

Industries C ountry
G to  S

A D F S ta tistic  
k k =  0 k =  1

Finance + Manufacturing Belgium -1.64 0 -1.64 -1.86
Denmark -0.50 0 -0.50 -0.87
Finland -4 02*** 0 -4.02*** -4.25***
France -3.62** 2 -3.12* -2.41
Germany -1.74 0 -1.74 -1.73
Italy -2.44 0 -2.44 -1.83
Sweden -2.99* 0 -2.99* -2.25
USA -1.77 3 -0.89 -1.68

Finance + Services Belgium -2.71 0 -2.71 -2.49
Denmark -0.85 0 -0.85 -1.26
Finland -2.58 0 -2.58 -1.99
France -2.90 0 -2.90 -2.64
Germany -1.85 0 -1.85 -1.55
Italy -2.14 0 -2.14 -1.58
Sweden -1.72 0 -1.72 -1.55
USA -2.21 0 -2.21 -2.34

Finance +  Total Industry Belgium -2.67 0 -2.67 -2.05
Denmark -0.97 0 -0.97 -1.36
Finland -2.62 2 -3.04* -2.88
France -3.49** 2 -3.06* -2.42
Germany -1.50 0 -1.50 -1.79

Italy -2.30 0 -2.30 -1.72

Sweden -2.19 0 -2.18 -1.50

USA -2,29 0 -2.29 -2.79
N o te :  All t h e  c o i n t e g r a t i n g  regres s ions  i n c lu d e  a c o n s t a n t .  

T h e  A D F  t e s t s  for u n i t  r o o t s  have  no c o n s t a n t  a n d  no  t r e n d .

109? level,  • *  5% level, ** ’  1% level
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Table 6.C.10; Wages - Johansen Cointegration

Industries

Finance +  Manufacturing

Finance +  Services

Finance +  Total Industry

C ountry T race Mcix k

Belgium 28.15*** 24.21*** 1
Denmark 14.70 10.06 1
Finland 33.39*** 20.07** 1
France 19.84 13.55 1
France 30.87*** 17.66** 2
Germany 20.86** 13.97 1
Italy 23.02** 16.67** 1
Sweden 16.18 10.37 1
USA 23.85** 17.04** 1
USA 19.10 12.52 3
Belgium 17.07 11.11 1
Denmark 16.26 11.98 1
Finland 25.40*** 16.35** 1
France 28.47*** 21.90*** 1
Germany 18.19 15.57 1
Italy 14.88 10.36 1
Sweden 15.69 8.77 1
USA 22.59** 16.07** 1
Belgium 21.41** 16.62** 1
Denmark 17.10 12.87 1
Finland 27.29*** 20.76*** 1
Finland 28.26*** 22.24*** 2
France 16.97 11.41 1
France 24.81*** 16.37** 2
Germany 20.81** 18.32** 1
Italy 21.45** 15.37 1
Sweden 15.21 8.80 1
USA 25.95*** 19.05** 1

Not.-: ** 5% level, *** !<;! lc v < . r " T h e  cri t iea l  va lues are taken from Case 1* in O s t e iw a ld -L e n u m  (1992).  For the  t race  

s t a t i s t i c  th e  va lue  is 24.60 an .l  the  5% va lue is 19.96. For the  max s ta t i s t ic  th e  1% va lue  is 20.20 a n d  the  5% value

is 15.67.
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Table 6.C.11: Wages - Cointegration Summary

Industries Country E ngle-G ranger Johansen

Finance +  Manufacturing

Finance +  Services

Finance +  Total Industry

Belgium X /
Denmark X X

Finland / /
France / /
Germany X /
Italy X /
Sweden / X

USA X /
Belgium X X

Denmark X X

Finland X /
France X /
Germany X X

Italy X X

Sweden X X

USA X /
Belgium X /

Denmark X X

Finland / /

France / /

Germany X /

Italy X /

Sweden X X

USA X /
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Table 6.C.12; Wages - Time Series Error-Correction Models

^ ____________ X EC term DW X,Y lags D(X)
Finland
Finance Manufacturing -0 47***

- i l 8
0.23 2.21** 0,0 Yes

Manufacturing Finance 0.45***
4-12

0.46 1.70** 0,0 Yes

Sweden
Finance Manufacturing -0.38***

-3.25
0.37 1.55** 0,0 Yes

Manufacturing Finance 0.08
0.62

0.03 1.63** 0,0 No

USA
Finance Manufacturing -0.06

-0.83
0.49 0.80** - No

-0.11
-1.50

0.62 1.28** 0,1 Yes

Manufacturing Finance 0.04
1.19

0.50 1.58** 0,0 Yes

F in land
Finance Services -0.27**

-2.47
0.39 2.35** 0,0 Yes

Services Finance 0.32***
3.36

0.47 1.60** 0,0 Yes

USA
Finance Services 0.25***

4.07
0.25 1.52** 0,0 No

Services Finance 0.17***
4.56

0.40 2.42** - No

0 22*** 
5.68

0.49 1.92** 1,0 No

N o t e :  2 3  o t . s c r v a . i o . . .  w l , r „  n o  l a g . .  W h i t e  h e t e r o . s k e . la . s t ic i ty -c o u .u s te n t  s t a n d a v d  e n o r s ,  t . - s t a t i s t i c s  i n  i t a l i c s ,  * 10%

l e v e l .  • •  5<;{ l e v e l .  l e v e l .  D W  s t a t i s t i c ;  ** m e a n s  <l><iu ( n o  a u t o c o r r e l a t i o n ) ,  ‘ m e a n s  c l K d « l u  ( i n c o n c l u s i v e ) .

. . . .  ■ 1 . 1  „ n „ a t i o n <  in c lu d e  a c o n s t a n t  a n d  a r e  e s t i m a t e d  b y  o r d i n a r y  l e a s tB o t h  ( h e  r o i n t e R r a t m g  c q v . f t t i o n s  a n d  t h e  E C M  e q u a t i o n s  i n i i u u e

. , c  .  . 1  t i ,o  r e su l t  w i t h  G t o  S la g s .  I f  t h e s e  t w o  r e s u l t s  a r e  t h e  s a m e  t h e n
sq t iH r rs .  T h r  r e s u l t  w i t h  n o  l a g s  is s h o w n  f ir s t,  t h e n  t h e  re.

o n l y  o n e  r e s u l t  is s h o w n .
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Table 6.C.12 continued

EC te rm  D W  X,Y  lags D (X )

F in land
Finance Total Industry -0.33***

-3.26
0.35 2.24** 0,0 Yes

Total Industry Finance 0.32***
2.80

0.39 0.97 - Yes

0.25*
2.00

0.49 1.82** 0,1 Yes

Ita ly
Finance Total Industry -0.38***

-3.04
0.38 2.51** - Yes

-0 48*** 
- i9 6

0.43 2.40** 1,0 No

Total Industry Finance 0.13**
2.33

0.22 1.53* - Yes

0.04
0.80

0.35 2.54** 0,1 No

USA
Finance Total Industry -0.08

-0.67
0.45 1.06 - Yes

-0.32*
-1.93

0.59 1.42* 0,1 Yes

Total Industry Finance 0.13**
2-42

0.58 2.20** - Yes

0 21*** 
5.92

0.72 1.90** 0,1 Yes

N o t e :  23  o b s e r v a t i o n s

lovpl,  ** 59? le v e l ,  1% level.  D W  s t a t i s t i c :  ** m e a n s  d > d u  (no  a u t o c o r r e l a t i o n ) ,  * m e a n s  d l < d < d u  ( in c o n c lu s iv e ) .

„  , , . . .  * „ . j  v n \ A  o n n a t i n n s  i i ir lude  a c o n s t a n t  a n d  a r e  e s t i m a t e d  b y  o r d i n a r y  leas tB o t h  t l io  c o i n t e g r a t i n g  e q u a t i o n s  a n d  t h e  LL M e q u a t io u h  n u i u u c  a j  j

, 1 - 1  c ^4. rnsjuU w i th  G t o  S la gs . If t h e s c  t w o  r e s u l t s  a r e  t h e  s a m e  t h e ns q u a r e s .  T h e  r e s u l t  w i t h  n o  la g s  is s h o w n  h r s t .  t h e n  t h e  r e b u u  w i \u  v. o &

o n ly  o n e  re s u l t  is show n.
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Table 6.C.13; Positive Spillovers - Unit Root Tests

Industry C ountry A D F Test 
k =  1 k =  3

Finance Belgium -1.07 -0.25
Denmark -1.40 -1.57
Finland 0.79 -0.02
France -2.35 -1.92
Germany -1.26 -0.78
Italy -1.75 -2.66*
Sweden -0.16 -O.ll
USA -1.90 -1.57

Manufacturing Belgium -2.97=̂ -2.08
Denmark -1.80 -1.56
Finland 0.96 2.18
France -1.69 -1.49
Germany -2.72* -2.04
Italy -1.45 -1.11
Sweden 0.95 1.42
USA -0.34 0.72

Services Belgium -0.60 -0.33
Denmark 0.44 1.87
Finland -0.30 0.81
France -0.69 0.10
Germany -0.11 0.70

Italy -0.65 -0.96

Sweden -1.01 0.13
USA -0.97 -0.08

Total Industry Belgium -2.73* -2.08

Denmark -1.04 -0.20

Finland 0.42 1.22

France -2.61 -1.71

Germany -2.09 -1.56

Italy -1.08 -0.28

Sweden -0.39 0.35

USA -0.42 0.83

Notp: Thp ADF test for unit roots includc a constant. 

* 10% level, *♦ 5% level, *** I'X level
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Table 6.C.14: Positive Spillovers - Granger Causality Tests - Finance and Manufacturing

C ountry Y
k =  1

=  finance 
k =  2 k =  3

Y =: 
k  =  1

M anufact u ring  
k = 2  k = 3

Belgium 0.10* 0.02** 0.09* 0.26 0.57 0.59
Denmark 0.04** 0.08* 0.02** 0.01*** 0.01*** 0.02**
Finland 0.01*** 0.02** 0.01*** 0.91 0.52 0.82
France 0.47 0.54 0.20 0.36 0.12 0.13
Germany 0.03** 0.22 0.01*** 0.34 0.13 0.44
Italy 0.53 0.66 0.26 0.33 0.40 0.19
Sweden 0.01*** 0.02** 0.10* 0.10* 0.30 0.09**
USA 0.90 0.85 0.90 0.02** 0.21 0.18

N ote: re co rd ed  re su lts  are p -values of W ald  te s ts  on all the  coefficients o f th e  in d e p e n d en t va riab le .

Table 6.C.15: Positive Spillovers - Granger Causality Tests - Finance and Services

C ountry Y 
k =  1

=  finance 
k = 2  k = 3 II

=  Services 
k =  2 k =  3

Belgium 0.72 0.87 0.95 0.03** 0.31 0.22
Denmark 0.04** 0.11 0.17 0.97 0.82 0.65
Finland 0.02** 0.05** 0.04** 0.05** 0.02** 0.05**
France 0.54 0.28 0.50 0.99 0.88 0.04**
Germany 0.07* 0.02** 0.26 0.29 0.13 0.06*
Italy 0.78 0.96 0.83 0.99 0.82 0.52

Sweden 0.05** 0.04** 0.02** 0.14 0.24 0.13
USA 0.88 0.28 0.33 0.29 0.48 0.39

N ote: re c o rd e d  resu lts  a re  p -va lues o f W ald  te s ts  on all th e  coefficients o f th e  in d e p e n d e n t va riab le .

Table 6.C.16; Positive Spillovers - Granger Causality Tests - Finance and Total Industry

C oun try  Y =  finance
k = l  k =  2 k = 3

Y =  Total In d u stry  
k = l  k = 2  k = 3

Belgium 0.06* 0.17 0.19 0.20 0.27 0.31

Denmark 0.04** 0.04** 0.11 0.14 0.42 0.60

Finland 0.01** 0.03** 0.01*** 0.37 0.14 0.45

France 0.41 0.54 0.24 0.90 0.18 0.48

Germany 0.01*** 0.06* 0.01*** 0.76 0.42 0.23

Italy 0.75 0.48 0.08* 0.94 0.15 0.29

Sweden 0.03** 0.02** 0.06* 0.06* 0.29 0.08*

USA 0.81 0.92 0.67 0.02** 0.10*
of th e  in

0.12
d e p en d e n t vs
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Table 6.C.17: FNI - Labour Productivity - Unit Root Tests

Industry Country A D F  Test 
k = 1 k = 3

Manufacturing

Services

Total Industry

Australia -1.02 -1.71
Canada 0.29 0.78
Denmark -1.28 -1.99
Finland 0.24 1.55
France -0.51 0.36
Japan -1.26 -1.83
Sweden 0.55 0.39
UK 0.46 1.40
USA -0.38 0.36
Australia -0.23 -1.00
Canada -1.85 -2.38
Denmark 0.66 0.69
Finland -0.39 0.82
France -0.12 1.04
Japan -1.82 -0.96
Sweden -0.88 -0.87
UK -1.65 -1.51
USA -1.69 -1.14
Australia -0.90 -2.01
Canada -0.10 0.29
Denmark -0.12 -0.71
Finland -1.00 0.06
France -0.37 0.61
Japan -1.53 -1.43
Sweden -0.23 -0.30
UK -0.13 0.43
USA -0.52 -0.01

Note; T h e  A D F te s t  for unit  roots 

* 10% level, ** 5% level

include a c o n s tan t .  

** 1% level
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Table 6.C.18: FNI - Prices - Unit Root Tests

Industry Country A D F  Test
k = 1 k = 3

Manufacturing

Services

Total Industry

Australia -0.57 0.58
Canada -2.47 -0.01
Denmark -2.24 -1.73
Finland -0.08 0.95
Prance -0.40 0.26
Japan 0.74 1.01
Sweden 1.16 1.13
UK -0.39 -0.41
USA 0.06 0.68
Australia -0.37 0.62
Canada -1.31 -1.55
Denmark -0.19 -0.10
Finland -1.62 -2.11
Prance 0.28 0.79
Japan -2.51 -2.35
Sweden -0.02 -0.58
UK -1.00 -0.74
USA -0.43 -0.57
Australia -0.20 0.95
Canada -2.07 -0.47
Denmark 0.76 0.93
Finland 0.16 -0.01
France 0.77 1.20
Japan -1.72 -1.73
Sweden 1.18 1.32
UK -0.40 -0.57
USA -0.29 -0.25

Note : T h e  A DF tes t  for unit roots 

* 10% level, ** 5% level, *

include a c o n s ta n t .  

** 1% level
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Table 6.C.19: FNI - Baumol’s - Engle-Granger Cointegration

Industry Country
G to  S

A D F S ta tistic  
k  k =  0 k = 1

Manufacturing Australia -2.04 0 -2.04 -2.19
Canada -3.52** 1 -1.94 -3.52**
Denmark -3.53** 0 -3.53** -3.80**
Finland -2.13 1 -1.45 -2.13
France -3.51** 3 -2.53 -3.43**
Japan -0.45 0 -0.45 -0.85
Sweden -2.98 3 -1.68 -2.30
UK -2.17 3 -1.58 -1.60
USA -1.71 0 -1.71 -2.10

Services Australia -3.21* 0 -3.21* -2.90
Canada -3.54** 0 -3.54** -2.98
Denmark -2.52 0 -2.52 -2.93
Finland -1.70 1 -1.70 -1.13
France -2.30 0 -2.30 -2.30
Japan -2.56 1 -1.85 -2.56
Sweden -1.52 0 -1.52 -1.68
UK -1.10 0 -1.10 0.39
USA -2.10 0 -2.10 -2.52

Total Industry Australia -1.73 0 -1.73 -1.70

Canada -2.10 0 -2.10 -2.81
Denmark -1.81 0 -1.81 -1.68

Finland -1.21 3 -0.30 -0.87

France -2.52 0 -2.52 -2.62

Japan -1.58 0 -1.58 -2.59

Sweden -2.82 3 -1.63 -1.73

UK -2.08 3 -1.54 -1.36

USA -1.95 3 -1.93 -2.66
Note: All the cointegrating regressions include a constant. 

T he A D F tes ts  for unit roots have no constant and no trend .

* 109  ̂ level, ** 5% level, *** 1% level
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Table 6.C.20; FNI - Baumol’s - Johansen Cointegration 

Industry Country Trace Maix

Services

Total Industry

Australia 21.86** 17.88** 1
Canada 18.53 15.17 1
Denmark 26.38*** 15.49 1
Finland 13.74 8.03 1
France 16.29 13.44 1
France 27.50*** 21.18***
Japan 14.11 10.69 1
Sweden 16.68 10.60 1
Sweden 14.36 10.44
UK 12.28 9.65 1
UK 32.90*** 23.45***
USA 13.66 9.30 1
Australia 11.96 7.49 1
Canada 14.08 14.52 1
Denmark 12.88 8.69 1
Finland 15.95 12.39 1
France 10.37 6.82 1
Japan 18.87 11.83 1
Sweden 16.18 11.18 1
UK 4.90 3.20 1
USA 24.31** 18.80** 1
Australia 16.60 13.46 1
Canada 17.20 11.80 1
Denmark 18.25 15.02 1
Finland 10.91 7.04 1
Finland 50.02*** 36.95***
France 13.01 9.28 1
Japan 13.66 10.18 1
Sweden 13.03 8.77 1
Sweden 13.70 9.28 3
UK 14.11 10.40 1

UK 28.28*** 18.83** 3

USA 27.28*** 20.49*** 1

USA 22.80** 19.06*** 3
N oto: *• 5% level. *** l7c level. T h e  c ritic a l values a r e l a t e T f r ^ m  Case 1* in O ste rw a ld -L e n u m  (1992). For th e  tra c e  

s ta t i s t ic  th e  17, va lue  is 24.60 and  th e  5<X value is 19.96. For th e  m ax .sta tistic  th e  1% value is 20.20 a n d  th e  5% value

is 15.67.
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Table 6.C.21: FNI - Baumol’s Restriction - Unit Root Tests

Industry

Services

Country A D F  S tatistic

Manufacturing

Total Industry

G to  S k k =  0 k =  1

Australia -1.97 0 -1.97 -2.12
Canada -1.50 0 -1.50 -1.38
Denmark -1.07 0 -1.07 -1.15
Finland -1.82 3 -1.37 -1.64
France -1.12 0 -1.12 -1.22
Japan -0.80 0 -0.80 -1.35
Sweden -1.67 0 -1.67 -1.77
UK -0.53 2 -0.60 -1.48
USA -2.25 0 -2.25 -2.25
Australia -1.88 0 -1.88 -1.72
Canada -3.79*** 0 -3.79*** -3.46**
Denmark -0.47 0 -0.47 -0.60
Finland -1.46 1 -1.46 -1.05
France -1.59 0 -1.59 -1.76
Japan -1.76 0 -1.76 -2.45
Sweden -3.80** 3 -1.75 -2.10
UK -0.11 0 -0.11 0.76
USA -2.68* 0 -2.68* -3.75***
Australia -1.83 0 -1.83 -1.73
Canada -2.53 0 -2.53 -2.71
Denmark -0.78 0 -0.78 -0.90
Finland -2.88* 0 -2.88* -2.10
France -0.67 2 -1.35 -1.12
Japan -2.38 1 -1.66 -2.38
Sweden -2.11 0 -2.11 -1.72

UK -2.89* 0 -2.89* -1.28

USA -3.38** 0 -3.38** -4.65***
Notp:  T he  A D F  tests  

• 10% level, * ’

for unit  roots  have a constan t .  

► 5% level, *♦* 1% level
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Table 6.C.22: FNI - Baumol’s - Cointegration Summary

In d u s try C o u n try Engle- G ran g er Jo h a n se n B au m o l’s R e s tr ic t io n

Manufacturing Australia X / X

Canada / X X

Denmark / / X

Finland X X X

France / / X

Japan X X X

Sweden X X X

UK X / X

USA X X X

Services Australia / X X

Canada / X /
Denmark X X X

Finland X X X

France X X X

Japan X X X

Sweden X X /

UK X X X

USA X / /

Total Industry Australia X X X

Canada X X X

Denmark X X X

Finland X / /

France X X X

Japan X X X

Sweden X X X

UK X / /

USA X / /
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Table 6.C.23; FNI - Baumol’s - Time Series Error-Correction Models

EC te rm  DW  X ,Y  lags D (X )

M anufacturing - A ustralia
P LP -0.41**

-2.50
0.23 1.84** 0,0 No

LP P -0.08
-0.75

0.03 2.53** 0,0 No

M anufacturing  - C anada
P LP -0.33*

-1.95
0.26 1.32* - Yes

-0.59***
-3.55

0.49 1.65** 0,1 No

LP P 0.26
1.58

0.22 1.95** - Yes

-0.13
-0.73

0.34 2.31** 1,0 No

M anufactu ring  - D enm ark
P LP -0 48*** 

-2.75
0.26 1.87** 0,0 No

LP P 0.38
1.10

0.05 1.73** 0,0 No

M anufactu ring  - France
P LP -0.41**

-2.39
0.21 1.33* - No

-0.51***
-3.18

0.42 1.84** 0,1 No

LP P 0.11
0.37

0.01 1.36* 0,0 No

M anufactu ring  - UK
P LP -0.16

-1.03
0.48 1.75** 0,0 Yes

LP P -0.11
-0.76

0.46 1.43* 0,0 Yes

Services - A ustra lia
P LP -0.49**

-2.73
0.26 1.54** - No

-0.67***
-3.66

0.43 1.92** 0,1 No

LP P 0.14
1.15

0.06 2.13** 0,0 No

Services - C anada
p LP -0.44**

-2.H
0.24 2.24** 0,0 Yes

LP P 0.90***
3.05

b n M 11̂ 1̂  V  a

0.36

- ro ns is ten t

1.51*

s t a n d a r d

0,0

e r r o r s ,  t - s t a t i s t

Yes

ics in i t a l i c s ,

l e v e l .
' 3-X le ve l.  * * •  1% level. D W  s t a t i s t i c :  ** m e a n s  d > d u  ( n o  a u t o c o r r e l a t i o n ) ,  ‘ m e a n s  < i l < d < d u  ( in c o n c lu s iv e ) .  

B o t h  t h e  c o i . . . e . r a t i u ,  e . u a t i o n s  a n d  t h e  E C M  e . n a t i o n s  in c lu d e  a c o n s t a n t  a n d  a r e  e s t i m a t e d  b y  o r d i n a r y  l e a s t

o n ly  o n e  r e su l t  is sh ow n .  
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Table 6.C.23 continued

X EC te rm  D W  X,Y lags D (X )

Services - Sweden
P LP -0.12

- 0.81
0.03 2.24** 0,0 No

LP P 0.17
0.93

0.04 1.65** 0,0 No

Services - USA
P LP -0.26**

- 2.07
0.46 1.92** 0,0 Yes

LP P 0.19
1.03

0.38 1.59** 0,0 Yes

T otal In d u stry  - F inland
P LP -0.03

- 0.31
0.01 1.01 - No

-0.09
- 0.86

0.24 1.55** 0,1 No

LP P -0.03
- 0.33

0.01 1.23 - No

-0.04
- 0.40

0.15 1.81** 1,0 No

T otal In d u stry  - UK
P LP -0.18

- 1.44
0.45 1.52* 0,0 Yes

LP P 0.06
0.41

0.40 1.32* 0,0 Yes

T otal In d u stry  - USA
P LP -0.14

- 1.66
0.64 1.31* - Yes

-0.27**
- 2.30

0.40 1.97** 0,1 No

LP P 0.05
0.67

0.60 1.46* - Yes

-0.09
- 0.85

0.25 1.61** 1,0 No

N . . , c :  2 3 o h s e r v a t i o . . .  w h c .  n o  lag s .  W h i . e  s t e n t  s t a n d a r d  e r r o r s ,  t - s t a t i s t i c s  in i t a l i c s ,  * 10%

le ve l.  • •  5?? lev e l ,  *** le ve l.  D W  s t a t i s t i c :  “  m e a n s  d > d u  (no  a u t o c o r r e l a t i o n ) ,  ‘ m e a n s  d l < d < d u  ( in c o n c ln s iv e ) .

J „ P P M  p n n a t in n s  in c lu d e  a c o n s t a n t  a n d  a r e  e s t i m a t e d  b y  o r d in a r y  l e a s t  B o t h  t h e  r o i n t e g r a t i u R  e q u a t i o n s  a n d  t h e  E C M  e q u a t i o n s  in c iu u e

■ , fi , t h n  r e su l t  w i th  G to  S la gs .  I t  t h e s e  t w o  r e s u l t s  a r e  t h e  s a m e  t h e n
s q u a r e s .  T h e  r e s u l t  w i t h  n o  lag s  is s h o w n  f i r s t ,  t h e n  t h e  r e su l t  wit i

o n ly  o n e  re s u l t  is show n.
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Table 6.C.24: FNI - Wages - Unit Root Tests

Industry C oun try A D F Test
k =  1 k =  3

Finance Australia -0.35 0.34
Canada -1.64 0.55
Denmark 0.54 0.74
Finland -0.88 -0.83
France -2.74* -4.35***
Japan -3.21 -2.25
Sweden -1.01 -1.07
UK -1.13 -1.35
USA 1.25 0.82

Manufacturing Australia -2.26 -2.20
Canada -0.39 0.30
Denmark -2.14 -2.58
Finland -0.33 0.83
France -2.94* -3.13**
Japan -2.75* -1.67
Sweden -0.81 -0.62
UK -1.22 -0.31
USA -0.71 -0.54

Services Australia -2.08 -2.26
Canada -2.69* -1.19
Denmark -0.94 -1.58
Finland 0.22 1.91
France -3.90*** -1,74
Japan -1.56 -0.34
Sweden -1.12 -1.18
UK -0.96 -1.41
USA -0.99 0.87

Total Industry Australia -1.75 -1.26
Canada -0.86 -0.28
Denmark -1.21 -1.51
Finland -1.21 -0.63

France -2.85* -2.29
Japan -1.93 -1.90

Sweden -1.66 -1.70

UK -2.21 -1.34

USA -0.08 1.64
•nnst.a iitNote : T h e  A D F  te s t  for uni t roots  include a c o n s ta n t .

* 10% level, ** 5% level, *** 1% level
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Table 6.C.25: FNI - Wages - Engle-Granger Cointegration

Industries C ountry A D F Statistic
G to  S k k =  0 k =  1

Finance +  Manufacturing Australia -1.35 0 -1.35 -1.00
Canada -5.50*** 1 -3.41** -5.50***
Denmark -1.01 1 -0.94 -1.01
Finland -2.93 0 -2.16 -2.93
France -3.62** 2 -3.12* -2.41
Japan -3.31* 3 -3.13* -3.42**
Sweden -1.86 0 -1.86 -2.11
UK -3.56** 0 -3.56** -1.52
USA -2.84 3 -1.52 -1.77

Finance +  Services Australia -1.44 0 -1.44 -1.01
Canada -0.79 3 -2.23 -2.95
Denmark -1.55 0 -1.55 -1.26
Finland -1.81 0 -1.81 -2.10
France -3.80** 1 -3.80** -3.22
Japan -3.09* 0 -3.09* -2.04
Sweden -1.76 0 -1.76 -2.33
UK -2.97 1 -4.03*** -2.97
USA -2.11 1 -2.60 -2.11

Finance + Total Industry Australia -1.73 0 -1.73 -1.31

Canada -4.58*** 1 -2.53 -4.58***
Denmark -1.37 0 -1.37 -1.47

Finland -3.21* 1 -3.21* -2.33

France -3.49** 2 -3.06* -2.42

Japan -3.85 3 -1.77 -2.65

Sweden -2.08 1 -1.61 -2.08

UK -2.26 3 -2.82 -1.35

USA -2.46 0 -2.46 -2.72
N o te : A ll th e  c o in te g r a t in g  reg re s s io n s  in c lu d e  a c o n s ta n t .

T h e  A D F  te s t s  fo r  u n i t  ro o ts  h ave  n o  c o n s ta n t  a n d  n o  t r e n d  

* 10%  le v e l, * *  5 %  lev e l, *** 1% le v e l
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Table 6.C.26: FNI - Wages - Johansen Cointegration

Industries C ountry Trace M ax

Finance + Manufacturing

Finance + Services

Finance +  Total Industry

Australia 12.46 10.64
Canada 31.53*** 28.32***
Denmark 15.79 9.84
Finland 18.39 11.71
France 19.84 13.55
France 30.87*** 17.66**
Japan 23.27** 12.49
Japan 21.64** 13.78
Sweden 20.38** 17.65**
UK 20.51** 18.49**
USA 20.92** 11.22
USA 20.72** 11.20
Australia 10.10 8.51
Canada 20.74** 14.86
Canada 10.34 8.06
Denmark 16.50 11.91
Finland 13.68 8.43
France 32.56*** 21.04***
Japan 16.23 11.84
Sweden 14.50 10.69
UK 11.87 9.34
USA 29.35*** 21.03***
Australia 10.13 8.38
Canada 24.55** 19.64**
Denmark 17.93 13.06
Finland 16.21 10.43
France 16.97 11.41

France 24.81*** 16.37**
Japan 17.92 10.36

Japan 28.02*** 21.62***

Sweden 20.45** 16.69**

UK 14.20 12.08

UK 21.53** 13.44

USA 25.20*** 17.05**

N o tr :  ** 5'/i level. *** 1% level. T h e  c ritica l values a re  laKcu —

s ta t i .s l i r  th e  va lue  i.s 24,60 a n d  th e  5% value is 19.96. For th e  m ax

is 15.67.

s ta t is tic  th e  1% value is 20.20 and  th e  5% value
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Table 6.C.27; FNI - Wages - Cointegration Summary

Industries Country Engle-G ranger Johansen

Finance +  Manufacturing

Finance +  Services

Finance +  Total Industry

Australia X X

Canada / /
Denmark X X

Finland X X

France / /
Japan / /
Sweden X /
UK / /
USA X /
Australia X X

Canada X /
Denmark X X

Finland X X

France / /
Japan / X

Sweden X X

UK / X

USA X /

Australia X X

Canada / /

Denmark X X

Finland / X

France / /

Japan X /

Sweden X /

UK X /

USA X /
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Table 6.C.28: FNI - Wages - Time Series Error-Correction Models

Y X E C  te rm R2 D W X ,Y la g s D (X )

C an ad a
Finance Manufacturing -0.39*** 0.41 1.54** Yes

- 3-47
-0.46*** 0.50 1.84** 0,1 Yes
- 4.16

Manufacturing Finance 0.05
0.49

0.01 1.02 - No

0.51*** 0.64 2.16** 0,1 Yes
5.68

Sw eden
Finance Manufacturing -0 42*** 0.30 2.07** 0,0 No

- 2.81
Manufacturing Finance -0.17 0.09 1.88** 0,0 No

- 1.28
U K
Finance Manufacturing -0.51*** 0.46 1.37* 0,0 Yes

- 3.12
Manufacturing Finance 0.21** 0.27 2.25** 0,0 Yes

2.05
U S A
Finance Manufacturing -0.09* 0.43 1.04 0,0 Yes

- 1.72

Manufacturing Finance 0.06* 0.43 1.39* 0,0 Yes
1.88

J a p a n
Finance Services -0.45*** 0.47 2.16** - Yes

- 2.23
-0.21 0.27 1.86** 1,0 No
- 0.91

Services Finance 0.48***
3.02

0.55 1.32* - Yes

0.17 0.61 1.43* 1,0 Yes
1.44

U K
Finance Services -0.43**

- 2.74
0.22 1.24 0,0 No

Services Finance -0.37**
- 2.75

0.20 1.91** 0,0 No

U S A Yes
Finance Services -0.05

- 0.60
0.24 1.17* 0,0

Services Finance 0.19***
4.01

0.50 1.77** 0,0 Yes

Ir« *

when no lags. W hite hetcr<)sko<lastirity-• consistent standard errors, HI ItaXlCo,

lovrl. •* 5'A level, 1% IcvpI. DW sta tistic : ** moan

B o t h  t h e  r o i n t o g r a t i i i R equfttions aiui the ECM eq

R(((iarc» T he result w ith no lags >a sh o w '

s (l>(Iu (no autocorrelation), *m eans d l< d < d u  (inconclusive), 

nations include a constant and are estim ated  by ordinary least 

th e result w ith G to S lags. I f  these tw o  resu lts are th e sam e then

only one result is shown. 
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Table 6.C.28 continued

Y X E C  te rm R2 D W  X ,Y  lags D (X )

C an ad a
Finance Total Industry

1 
* * 0.53 1.46* - Yes

-0.17
- 0.67

0.19 1.49** 0,1 No

Total Industry Finance 0.19
0.52

0.44 1.21 - Yes

0.34***
4.78

0.65 1.35* 0,1 Yes

F in la n d
Finance Total Industry -0.38**

- 2.41
0.57 1.49* - Yes

-0.68**
- 2.74

0.36 2.15 0,1 No

Total Industry Finance 0.26
1.50

0.52 1.27* - Yes

0.16
0.99

0.53 1.88** 0,1 Yes

J a p a n
Finance Total Industry -0.57**

- 2.30
0.62 1.81** - Yes

0
^

 
1 

1

0.32 1.82** 1,0 No

Total Industry Finance 0.34**
2.18

0.56 1.18* - Yes

0.26**
2.61

0.76 2.50** 0,1 Yes

Sw eden
Finance Total Industry -0.34*

- 2.01
0.39 1.54 0,0 Yes

Total Industry Finance -0.04
- 0.24

0.28 0.93 0,0 Yes

U K
Finance Total Industry -0.33**

- 2.07
0.39 1.21* 0,0 Yes

Total Industry Finance 0.09
1.55

0.25 1.76* 0,0 Yes

U S A
Finance Total Industry -0.10

- 1.32
0.58 0.87 0,0 Yes

Total Industry Finance 0.13**
2.48

0.66 1.67** 0,0 Yes

.■ , .h ,n rv « tK ,n .s  w h e n  n o  lag.s. W h i t e  h e t e r o s k e d a s t i c i t y -
c o ns is te n t  s t a n d a r d  e r r o r s , t - s t a t i s t i c s 111 italics^

le v e l ,  • •  5-X le ve l.  -  19! level .  D W  s t a t i s t i e :  ** . n e a n s  . I x l u  (no  a u t o c o r r e l a t i o n ) ,  * m e a n s  d l « l < d u  ( in c o n c lu s iv e ) .  

B . . , h  t h e  c o i n . e , r a . . n .  e . u a t i o n .  an . l  t h e  E C M  e q u a t i o n s  .n e lu d e  a c o n s t a n t  a n d  a r e  e s t i m a t e d  by  o r d i n a r y  le a s t

o n l y  o n e  r e s u l t  is shown-
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Table 6.C.29: FNI - Positive Spillovers - Unit Root Tests

Industry C ountry A D F  Test 
k =  1 k =  3

Finance

Manufacturing

Services

Total Industry

Australia -2.33 -2.49
Canada -3.89*** -2.42
Denmark -1.11 -1.11
Finland 0.72 0.90
France -2.66* -2.19
Japan -1.34 -0.25
Sweden -1.62 -2.28
UK -0.71 -0.58
USA -0.73 -0.89
Australia -0.69 0.04
Canada -0.44 0.34
Denmark -1.80 -1.56
Finland 0.96 2.18
France -1.69 -1.49
Japan -1.89 -1.11
Sweden 0.95 1.42
UK 0.31 1.50
USA -0.34 0.72
Australia 0.43 0.86
Canada -2.49 -2.59
Denmark -1.96 0.90
Finland 1.52 3.21**
France -0.80 -0.15
Japan -0.96 0.07
Sweden -1.40 -0.88
UK -2.08 -1.81

USA -3.09** -1.79
Australia -0.39 -0.34

Canada -0.88 -0.30
Denmark -1.04 -0.20

Finland 0.42 1.22

France -2.61 -1.71

Japan -1.48 -0.58

Sweden -0.39 0.35

UK -0.87 -0.47

USA -0.42 0.83
Note: T he A D F test for unit roots include a constant. 

* 10% level, ** 5% level. *** 1% level
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Table 6.C.30; FNI - Positive Spillovers - Engle-Granger Cointegration

Industries Country A D F  Statistic
G t o S  k k =  0 k =  l

Finance +  Services

Finance +  Total Industry

Australia 0.86 3 -0.36 -0.62
Canada -0.87 0 -0.87 -0.77
Denmark -3.32* 0 -3.32* -3.60**
Finland -3.45** 2 -1.91 -2.43
France -1.58 1 -0.71 -1.58
Japan -1.89 0 -2.14 -1.89
Sweden -0.71 0 -0.76 -0.71
UK -1.60 0 -1.74 -1.60
USA -2.61 1 -3.01 -2.61
Australia -0.05 1 -0.08 -0.05
Canada -2.24 0 -2.24 -2.69
Denmark -1.24 0 -1.24 -1.13
Finland -4.23*** 2 -2.14 -3.18
France -1.29 1 -0.45 -1.29
Japan -3.12* 1 -2.08 -3.12*
Sweden -1.75 0 -1.75 -1.76
UK -2.16 1 -1.71 -2.16
USA -2.95 0 -2.95 -2.23
Australia 1.15 3 -0.57 -0.31
Canada -1.38 0 -1.38 -1.28

Denmark -2.97 0 -2.97 -3.36**

Finland -3.50** 2 -2.17 -2.67

France -0.59 0 -0.59 -1.46

Japan -2.94 1 -1.94 -2.94

Sweden -1.01 1 -1.44 -1.01

UK -1.30 0 -1.30 -2.00

USA -2.71 0 -2.71 -2.50

N ote: All the  c o in teg ra tin g  regressions include a c o n sta n t. 

T h e  A D F  tests  fo r u n it ro o ts  have no  co n stan t an d  no  t re n d . 

♦ 10% level, ** 5% level, *** 1% level
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Table 6.C.31; FNI - Positive Spillovers - Johansen Cointegration 

Industries C oun try  Trace M ax

Finance + Manufacturing

Finance + Services

Finance + Total Industry

Australia 27.09*** 20.90*** 1
Australia 13.74 9.46 3
Canada 19.09 16.45**
Denmark 19.12 11.80
Finland 28.07*** 23.11***
Finland 36.91*** 26.26***
France 23.75** 15.20
Japan 16.70 12.60
Sweden 12.95 7.91
UK 13.54 10.02
USA 17.33 14.50
Australia 14.88 10.08
Canada 26.08*** 16.02**
Denmark 13.79 10.67
Finland 14.89 10.01
Finland 29.70*** 17.54**
France 20.69** 15.47
Japan 19.64 15.22
Sweden 17.51 14.64
UK 10.85 8.11
USA 19.30 14.08
Australia 26.39*** 19.36**
Australia 24.09** 17.13**
Canada 17.53 14.35
Denmark 32.82*** 22.10***
Finland 19.91 15.32
Finland 44.04*** 30.99***
France 22.11** 13.25
Japan 15.05 10.90
Sweden 14.42 9.43
UK 12.24 6.81
USA 15.95 14.03

N o tr: ** 5 ^  level. *•* Wt level. T he criticai values are taken fn>ni Case 1* in O sterw ald-Lenum  (1992). For the trace 

strttia tic  the  value is 24.60 and the value is 19.96. For the max statistic the  1% value is 20.20 aud the 5% value

is 15.67.
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Table 6.C.32; FNI - Positive Spillovers - Cointegration Summary

In d u strie s  C o u n try E n g le -G ran g e r Jo h an se n

Finance +  Manufacturing Australia X /
Canada X /
Denmark / X

Finland / /
France X /
Japan X X

Sweden X X

UK X X

USA X X

Finance +  Services Australia X X

Canada X /
Denmark X X

Finland / /

France X /

Japan / X

Sweden X X

UK X X

USA X X

Finance +  Total Industry Australia X /

Canada X X

Denmark / /

Finland / /

France X /

Japan X X

Sweden X X

UK X X

USA X X
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Table 6.C.33: FNI - Positive Spillovers - Time Series Error-Correction Models

Services

A ustralia
Finance

- 0 .}

D enm ark
Finance Total Industry -0.06 0.49 1.84** 0,0 Yes

- 0.93

Total Industry Finance -0.04

F ir » c e ' Total Industry O-OT* 0.11 0.94

-Y.66

Finland
TnHiidtrv

Y,94
0.09*
1.91

Total Industry Finance -O.lO*- l . f -

No

No

Y  X  EC term  D W  X ,Y  lags D (X )

Australia
Finance Manufacturing 0.01 0.15 2.03** 0,0 Yes

0.34
Manufacturing Finance -0.01 0.01 2.65** 0,0 No

- 0.27
Denm ark
Finance Manufacturing -0.13** 0.19 2.01** 0,0

- 2.10

Manufacturing Finance -0.14*** 0.25 1.23 0,0
- 3.70

Finland
Finance Manufacturing 0.06 0.31 1.28* - Yes

1.68
0.07* 0.35 1.85** 0,1 No
1.78

Manufacturing Finance -0.11 0.27 1.75** 0,0 Yes
-I.4I

Japan
Finance Services 0.22 0.04 1.43* - No

1 . 0 0

0 46** 0.38 2.07** 1,1 No
2.43

Finance -0.20^ 0.12 1.37* 0,0 No

Total Industry 0.01 0.01 2.02** 0,0 No
0.18

Total Industry Finance -0.02 0.11 2.83** 0,0 Yes

0.53 2.31** 0,0 Yes

No

0.33 1.75** 0,1 No

0.32 1.40* 0,0 Yes

N oto : 23  ol>scrvations when no lags, W h ite  heteroskedastic ity -co iisiste iit s ta n d a rd  e rro rs , t« s ta tis tic s  in ita lic s , * 10%

el. ** level. *** . . .

B o th  th e  c o in lp g ra tin g  oq,........ .
;s is show n f irs t, th e n  th e  resu lt w ith  G to  S lags. If  th e se  two re su lts  are th e  sam e th e n

lovel. •*  5 ^  level 

B o th  th e  coint 

snuH rrs . T h e  resu lt w ith  no laR

15{ Jpvrl. DW  s ta t is t ic :  ** m eans  <l>du (no  a u to c o rre la tio n ), ‘ m ea n s  d l< d < d u  (inconclusive), 

■quations an d  th e  E C M  eq u atio n s  include a co n sta n t a n d  a re  e s tim a ted  by o rd in a ry  least
■ ’ -------- --- * I,

only  one result is shown.

194



Chapter 7

Conclusion



Goldsmith (1969), in his seminal empirical contribution to the finance and growth literature, 

poses the question, does finance make a difference?”  ̂ The subsequent literature has generally 

given a positive answer to this question. This thesis adds to the literature in a number of ways.

The first aim of this research is to apply the literature to Ireland; does finance make a 

difference in Ireland? Our first two empirical papers address this question.

Chapter Three shows that the addition of finance to a standard growth model helps to explain 

Ireland s growth performance. Ireland’s economic growth performance is less distinctive when 

finance is included as a regressor. We examine this distinctiveness using both the residuals for 

Ireland and a dummy variable for Ireland. Both measures decrease when finance is added to 

the model.

In  particular, it is Ireland’s level of financial development in 1960 th a t seems to  be important. 

Ireland appears to have a well developed financial system at the start of the period of our 

study. Unfortunately, the exact size of this development and thus its effect, cannot be accurately 

determined due to  a data problem.

The original question becomes more interesting when one considers the change in Ireland’s 

economic fortunes. Did finance play a role in this improvement? We find th a t the financial 

sector has played a part in the Celtic Tiger. Our key result, that Ireland’s growth performance is 

less distinctive when finance is accounted for, holds in a fixed effects regression. Improvements in 

Ireland’s financial system help to explain improvements in Ireland’s growth rate. Furthermore, 

when Ireland’s growth rate increases, during the period 1986 - 1995, our key result again holds. 

Nonetheless, it is of a smaller magnitude, relative to the full period: 1960 - 1995.

Our next paper explores the time series dimension of the data, to confirm this result. It 

provides strong evidence that finance and growth in Ireland are cointegrated. This means that 

they move together and have a long-run equilibrium relationship. We also find that foreign

financial systems play an important role in this process.

C hapter Four also allows us to be more precise in answermg the origmal question: does 

finance actually make a difference or does it merely follow growth? Time series analysis is more 

adroit than cross-sectional methods in addressing the causality issue. We find that growth is 

the causal variable in this relationship. Finance does not Granger cause growth in Ireland. 

Nevertheless, it has played a supportive role and has not hindered economic development in

Ireland.
There are possibilities for future research in this direct area. For example the range of 

financial activity that is being captured by the financial proxies could be incre .«d . Stock

m a r k e t  m e a s u r e s  such as stock market capltahzatiou, liquidity and volatihty could be used.

* G « l( l .> m ii t l i  (19(>9, p408).
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The thesis then turns its attention back to the international literature on finance and growth. 

In the next two empirical papers we address some imbalances in this literature.

The majority of the empirical studies to date use proxies for finance which measure the 

role of domestic institutions. In Chapter Five we look a t the impact of foreign institutions on 

growth. We find a positive result for foreign liabilities in the period 1960 - 1995. This result is 

for non-OECD countries, who use foreign liabilities to compensate for underdeveloped domestic 
financial systems.

Our other significant result shows that it is important how this foreign finance is interme­

diated. In the sub-period 1980 - 1998, foreign credit to the domestic non-bank sector has a 

negative influence on economic growth. This is also for the non-OECD sample. We interpret 

this to  reflect the dangers of exposure to extreme currency movements. Interestingly, we find 

th a t this result does not occur when foreign liabilities is examined for the same time period. 

Foreign liabilities measures foreign finance to resident financial institutions. This implies that 

when foreign finance is intermediated through such institutions, rather than lent directly to the 

domestic non-bank sector like foreign credit, more of the risks are hedged. Thus, we conclude 

th a t countries with relatively shallow domestic financial systems can compensate for this short­

coming using foreign finance. It is best if such finance is intermediated through resident financial 

institutions.

C hapter Five also finds some new results on the relation between domestic finance and growth. 

P rivate credit is the main domestic finance measure in the literature and its relation with eco­

nomic growth is one of the key findings in this research area. We show that this relation is fragile 

in certain respects. It does not seem to hold in more recent time periods or in a non-OECD 

subsample for the longest time period, 1960 - 1995.

The majority of the existing finance-growth literature looks at finance s eflfect on the overall 

economy. Chapter Six adds to this literature by using a sectoral approach. This paper focuses 

on labour productivity in the financial sector and its relation with other sectors. We find a 

number of interesting results here. First, as expected, we find evidence that labour productivity 

growth in the financial sector leads to labour productivity growth in other industries. Second, 

we show th a t the potential negative effect of financial labour productivity is not present in this 

dataset. Cost disease does exist here but finance is not the causal industry. This result is due 

to  relatively low productivity growth in finance. This is partially explained by our third finding: 

the lack of convergence in financial labour productivity .cross countries. This implies that one 

p»»ib le  source of productivity growth, technology transfer (Bernard and Jones, 1996c), ,s not

being fully exploited.
Chapter Six also highlights the role of financ.al centres. We find that finance rs nrore l^ely to
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cause positive spillovers in countries that act as financial centres. In addition, some countries, 

notably the USA, may experience negative effects of productivity growth in finance, possibly 

through resource competition. Furthermore, the USA, the world’s biggest financial centre, is 

the one country where we found some evidence to suggest that finance may be causing cost 

disease in other sectors.

This thesis extends the existing literature in several respects. In applying this literature to 

Ireland we find that finance is important. It may be more accurate, however, to say that finance 

facilitated a difference, rather than making a difference per se. W hen extending the literature 

to include foreign finance, we see that finance does make a difference. In this case the difference 

can be negative or positive, depending on how finance is intermediated. W ith regard to the 

final strand of this thesis, the sectoral approach, we can more confidently answer Goldsmith’s 

question in the affirmative; finance does make a difference.
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