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Abstract This chapter discusses the multimodal analysis of human behavioral data
from the big data perspective. Though multimodal big data bring tremendous op-
portunities for related applications, we present current challenges in the domain of
multimodal and behavioral analytics. We argue that in the case of analysing hu-
man behavior in interaction, we need to shift to the analysis of samples, smaller
datasets, before scaling up to large data collections. We describe a dataset devel-
oped to study group collaborative interaction from measurable behavioral variables.
As a case study, we investigate speech pauses and their patterns in the data, as well
as their relationship to the topics of the dialog and the turn-taking mechanism, and
we discuss their role in understanding the structure of collaborative interactions as
well as in interpreting the behavior of the dialog participants.

1 Introduction

Human communication is rich and complex, in that it consists of an interplay be-
tween speech, body activity and cognition. It is not only the content of words, but
also the way and the time in which they are uttered that contribute to the successful
delivery of the message. Human behavior in interaction depends on an individual’s
communicative intent and is influenced by other people as well as by the context of
the interaction. Therefore, interactions may largely vary depending on the context or
the content of the interaction or the nature of the task that the interaction participants
are involved in, resulting in heterogeneous multimodal signals. This heterogeneity
and variability in human behavior signals make the understanding and automatic
decoding of human behavior cues a challenging engineering problem (?, ?).
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Multimodal interaction analysis provides information about the way different ex-
pressive modalities shape the structure of the interaction (i.e. turn management) and
convey the speakers’ cognitive and affective state in any given moment (including
feedback responses and emotions), thus demonstrating the speakers’ interactional
and social behavior (?, ?, ?).

In recent years, new methodologies and tools have emerged to quantitatively un-
derstand and model human behavior in interaction, by exploiting the richness of
multimodal signals that humans convey, and based mostly on affective and social
behavior cues, as expressed through speech, acoustic and visual activity features.
Aspects of behavior are highly represented in multimodal data, as aspects of dis-
tinct data sources that are nevertheless related to each other in a common context.

From this perspective, multimodality is important in the context of big data in
the sense of developing models useful for analyzing unstructured behavioral data
and responding to challenging optimization problems. Multimodal data analytics
provides great opportunities to build better computational models to mine, learn,
and analyze enormous amounts of social signals, i.e. data related to human behavior,
because of the richness of the data in terms of content, context and speakers (?,
?). While multimodal analysis is usually focused on micro-interaction, the analysis
may scale up when linked with broader application areas, such as learning analytics
(?, ?) and healthcare analytics (?, ?). For example, multimodal learning analytics
is about using advanced sensing and artificial intelligence technologies to measure,
collect, analyse and report data about learners and their contexts, with the purpose to
improve pedagogical support for students’ learning and the optimisation of learning
and learning environments. The latter can benefit from multimodal analyses due to
the heterogeneity of the data sources available (?, ?), while new high-frequency data
collection technologies and machine learning analysis techniques could offer new
insights into learning, and students’ learning trajectories (?, ?).

1.1 Challenges in Multimodal Analytics

Advances in multimodal and multimedia big data are expected to provide more op-
portunities to build better computational models to mine, learn and analyse enor-
mous volumes of data. Multimodal analytics is related to behavioral analytics and
brings new insights to the analysis of human behavior, focusing on the understand-
ing of how humans behave and why, and enabling accurate predictions of how they
are going to act in the future. The rationale behind multimodal and behavioral an-
alytics is to utilize the massive volumes of data collections where users interact in
various social or professional contexts, and have the ability to query data in a num-
ber of ways and create predictive models of behavior.

The collection of behavioral data from either real-world or laboratory settings of-
fers novel processing and modelling opportunities to extract measurable behavioral
cues and develop predictive models of behavior on a large scale. This is a challenge
per se, in the sense of developing tools to acquiring multimodal data, controlled
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or in-the-wild, together with the necessary contextual information that will allow
for robust processing and prediction (?, ?). However, an ongoing challenge remains
the representation and modelling of multimodal data, as well as the development of
computing methods that effectively analyse data. This challenge in the representa-
tion is due to the unstructured and heterogeneous nature of data (i.e. data come from
multiple sources with different representations), and mainly because of the complex-
ity in understanding the semantic gap between the low-level behavioral features and
the high-level semantics they bear (?, ?). Because of their nature, another challenge
in multimodal big data are the real-time requirements in the related applications and
services that demand more efficient processing and large-scale computation, but also
in the optimization of storage and networking resources.

1.2 From Big Data to Sample Data

Because of the multiple levels of information multimodal data conveys, big data
analytics need to focus not only on large volumes of multimodal data, but also on
the high quality of this data (?, ?). Thus, a limitation that has been acknowledged
in big data is that, although enormous data volumes are exciting, data quality is
not always guaranteed and that data quality matters more than quantity (?, ?). An
important methodological issue in the analysis of multimodal data is sampling. It
is essential to investigate samples of multimodal interaction, i.e. datasets of human
interactions in a specific context, to better understand what data is about and to be in
a position to make valid claims about aspects of human behavior, e.g. examine the
frequencies of certain representative features or account for outliers. Sample data
therefore enable the extrapolation of arguments and claim representativeness in a
specific context (?, ?).

Also, big data introduces the possibility of analyzing whole datasets, but this is
extremely complex to do in multimodal analytics, as it is impossible to have access
to all possible behaviors in human interaction. Again, because of the variability in
human behavior, an out-of-context investigation cannot guarantee whether some be-
haviors are over- or underrepresented or whether data collections have been created
with the same methodology.

Thus, the advantages of working with samples is that we know where the data
comes from, the conditions under which they were captured and their quality. We
also understand the meaning of the representations they carry, because we are aware
of the context in which they have been created. And most importantly, we know the
purpose for which the data was collected and the questions we are aiming to answer,
the parameters we want to measure and the methodology we follow.

Also important aspect in multimodal data analysis is understanding the context,
i.e. the context of the interaction, the physical and discourse setting on which the
interaction takes place. As Goffman notes, the awareness of social framings is crit-
ical, since speakers adapt their speech depending on who they are speaking with
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and the expectation that the context raises (?, ?); therefore, framing the research of
interaction behavior in a specific environment enables its interpretation.

Thus, when it comes to multimodal human behavior, there are social and cog-
nitive parameters complex to model, at least on a big scale. The investigation of
samples of behavior, of smaller datasets, is important in understanding the under-
lying structure and intentionality, in developing and testing hypotheses and then
considering the possibilities of scaling up the research questions to big data.

1.3 Multimodal Group Dialog: Turn-Taking and Pauses

While the most common setup of human multimodal interaction, the two-party dia-
log, is already a rich and informative setup, multiparty interaction is even more chal-
lenging because of the dynamics developed among group members (?, ?). The im-
portance of analyzing collaborative dialog datasets lies in decoding communicative
patterns involving verbal and non-verbal modalities. By definition, group dialogue
is a canvas where different communicative intentions, personalities, lexical choices
that may affect the outcome and the effectiveness of the interaction are manifested
by the participants. In terms of behavior modelling, efforts focus on automatically
analyzing various facets of group interactions and collecting this knowledge to im-
prove the quality of the interaction either in human-human or in human-machine
settings. Related work that exploits group dialogue and multiparty corpora studies
prediction of the next speaker in multiparty meetings (?, ?), dominance and leader-
ship (?, ?, ?), and personality traits (?, ?), among others.

The speech signal is a modality that offers important cues for the investigation
of turn-taking, the process where there is a speaker change in the conversation. Un-
derstanding the turn-taking mechanism is especially important in group dialogue.
To achieve smooth turn-taking, dialog participants need to allocate a turn or predict
the person who will speak next, and need to consider a strategy for themselves to
achieve accurate timing for their own turn. In this respect, the information coming
from the speech signal may clarify the behavior that contributes to smooth turn-
taking, but also inform about the degree of participation of the speakers in the dis-
cussion, revealing possibly unbalanced participation or signs of dominance from
certain speakers. This information consists of the speakers’ words, the number and
duration of their turns, but also of the silence intervals, the pauses that occur during
the dialog.

The investigation of pauses and their functions in dialog helps achieving better
understanding of human communication and their role in turn organisation, includ-
ing the examination of who takes a turn and when, how turn allocation is performed
and the association of pauses to overlapping speech. Pauses are frequent in spoken
language, and in addition to their use and functions, the local context where they oc-
cur, but also the linguistic and cultural contexts are also important. As mentioned in
detail in the next section, there are numerous studies that address the importance of
speech pauses in delivering the discourse message in a successful way, as well as as-
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pects of language specificity. Furthermore, understanding speech pauses contributes
to the design and implementation of dialog systems that can perceive and gener-
ate natural turn exchanges to interact with humans in a successful and cognitively
natural way.

In the remainder of this chapter we will present a study that was carried out in
what we called in the previous section sample human behavioral data, i.e. a corpus
of multimodal group dialogs. In this study, we are looking into silent and breath
pauses, i.e. non-filled pauses. The main goals of this study are (a) to discover pos-
sible relations among the pauses and the topic of the dialog, (b) to investigate the
extent to which the context of the pauses contributes to the identification of next
speakers, (c) quantitative aspects in the use and frequency of pauses and (d) the ef-
fects of the English native and non-native linguistic background of speakers on the
duration of their pauses. In the next sections we discuss related literature, the dataset
used for this study, the analysis of the speech pauses and the results of the study.

2 Speech Pauses: Background

Speech pauses can be categorized in general in two groups: silent pauses that
may include breath, and filled pauses, which usually include disfluencies, i.e. non-
lexicalised words such as ahm, ehm, etc. Speech pauses are considered as a mecha-
nism related to internal cognitive processes that speakers employ in their messages.
They have been described as signals of discourse planning, used as markers of dis-
course structure (?, ?, ?), and indicating the way speakers are planning their message
and speech (?, ?, ?). Most importantly, pauses have been considered as interaction
management markers through which speakers regulate the interaction (?, ?, ?). In
this respect, pauses have also been associated to the communicative functions of
feedback and turn management (?, ?). Other functions related to cognitive process-
ing are those associated to lexical retrieval (?, ?) or difficult concepts that speakers
need to think about (?, ?). The effects of filled pauses to memory for discourse have
been also investigated and it has been shown that they facilitate recall (?, ?).

From the multimodal perspective, research literature has reported on the tempo-
ral, semantic and functional relations in the co-occurrence of pauses and gestures
(?, ?, ?, ?, ?). Pauses have also been considered an important functional cue to be
taken into account in the design and development of conversational agents, in terms
of both perception of human speech pauses as well as in the generation of pauses
that contribute to the naturaleness of the agents’ output (?, ?, ?, ?).

As far as automatic prediction is concerned, it has been reported that words pre-
ceding pauses are reliable predictors of their function as clause boundary markers
(?, ?, ?) and that discourse structure can to some extent be predicted from character-
istics of filled pauses (?, ?). In tasks related to automatic detection of conversational
dominance, the duration of silence intervals (pauses) is important when looking for
instances of floor grabbing that occur right after these intervals (?, ?). Similarly, the
events of taking a turn during silence or breaking a silence are variables that are
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associated with dominant speakers (?, ?). Also, approaches on the semi-automatic
recognition of filled pauses have been proven to reduce the effort of manual tran-
scription of filled pauses. (?, ?).

Silent and filled pauses have also been explored in relation to personality aspects,
especially regarding the fluency in speech and the quantity of pauses produced with
regard to personality traits such as extraversion or neuroticism, but it has been also
stressed that these relations may be affected by other factors such as social skills (?,
?, ?).

Different cultural and language backgrounds have different effects on speech pro-
duction. Since speech pauses are part of a speaker’s linguistic production, these ef-
fects are also evident in pause patterns. Language-specificity and speaker-specificity
in pause production have been investigated in the literature. Speakers adopt their
own variants of filled pauses (?, ?), while cross-linguistic analyses have provided
evidence about the language-specific patterns in the vocalic quality of filled pauses
(?, ?). A study about the impact of different factors on pause length (region, gender,
ethnicity, age) has shown that region and ethnicity have significant influences on
pause duration (?, ?). Also, a comparative study of speech rate in nine languages
has shown that the probability of pauses occurring before nouns is about twice as
high than before verbs (?, ?). Different pause tolerance (i.e. perception of what is
considered e.g. a long pause) in the conversations among speakers of different lan-
guages may result in difficulties in communication (?, ?) and, as pause tolerance can
vary distinctly between different cultures, different pause patterns may cause prob-
lems in intercultural communication (?, ?). An investigation of turn transitions with
regards to pauses and overlaps in ten different languages has given evidence about
differences across the languages in the average gap between turns (?, ?).

3 Data Description

In this work we used the MULTISIMO corpus, a multimodal corpus consisting of
23 sessions of collaborative group interactions where two players need to provide
answers to a quiz and are guided by a human facilitator. Players work together while
the facilitator monitors their progress and provides feedback and hints when needed.
In this setup, collaboration refers to the process where the two players coordinate
their actions to achieve their shared goal, i.e. find the appropriate answers and rank
them.

The scenario was designed in a way that would elicit the desired behavior from
the participants, that is, encourage their collaboration towards a goal. We thus de-
signed sessions, in which 3 members of a group, 2 players and 1 facilitator, collab-
orate with each other to solve a quiz. The sessions were carried out in English and
the task of the players was to discuss with each other, provide the 3 most popular
answers to each of 3 questions (based on survey questions posed to a sample of
100 people), and rank their answers from the most to the least popular. The players
expressed and exchanged their personal opinions when discussing the answers, and
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they announced the facilitator the ranking once they reached a mutual decision. They
were also assisted by the facilitator who coordinated this discussion, i.e. provided
the instructions of the game and confirmed participants’ answers, but also helped
participants throughout the session and encouraged them to collaborate.

The corpus consists of a set of audio and video recordings that are fully synchro-
nised. During the recording of the sessions the participants were seated around a ta-
ble and were captured with three HD cameras, one 360 camera, three head-mounted
microphones, one omnidirectional microphone and one Kinect 2 sensor. The head-
mounted microphones were recording the individual audio signals (SR 44.1 kHz),
while the omnidirectional microphone was used as a backup audio source (SR 44.1
kHz). Thus, the audio files that were used for the present study come from the indi-
vidual head-mounted microphones.

The overall corpus duration is approximately 4 hours and the average session
duration is 10 minutes. Overall, 49 participants were recruited and the pairing of
players was randomly scheduled. 46 were assigned the role of players and were
paired in 23 groups. The remaining 3 participants shared the role of the facilitator
throughout the 23 sessions. In most of the sessions the participants don’t know each
other, although there are a few cases (i.e. in four groups) where the players are either
friends or colleagues. The average age of the participants is 30 years old. Further-
more, gender is balanced, i.e. with 25 female and 24 male participants. Nevertheless,
the gender distribution varies, depending on the pairing of the players. For example,
there are groups where both of the players are female, or groups with male players,
and groups with both genders. The participants come from different countries and
span eighteen nationalities, one third of them being native English speakers. More
information about the corpus is provided in (?, ?) and at a dedicated webpage.1

This dataset addresses multiparty collaborative interactions and aims at provid-
ing tools for measuring collaboration and task success based on the integration of
the related multimodal information, including collaborative turn organization, i.e.
the multimodal turn managing strategies that members of a group employ to dis-
cuss and collaborate with each other. The corpus will serve as the knowledge base
for identifying measurable behavioral variables of group members with the goal of
creating behavioral models. These models may be exploited in human-computer in-
terfaces, and specifically in the design of embodied conversational agents, i.e. agents
that need to be able to extract information about their interlocutors to increase the
intuitiveness and naturalness of the interaction.

4 Data analysis

The pauses were manually annotated during the transcription process. The audio
signal of the files was then transcribed by 2 annotators using the Transcriber

1 https://www.scss.tcd.ie/clg/MULTISIMO/
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tool. 2 The annotators listen to the audio files, segment the speech in turns and
transcribe the speakers’ speech. Apart from the speaking activity, pause intervals
are also annotated by using a ’no speaker’ value. The annotators also segmented
each group dialogue in 5 topics, i.e. introduction, question 1, question 2, question
3 and closing. Transcripts were then imported into the ELAN annotation editor,3 so
that all the information coming from the transcript was visible and further editable
(cf. Fig. 1).

4.1 Manual and Automatic Extraction of Pauses

Using the ELAN search functionality, the transcripts were exploited to create an
index where pauses are searchable within their context. We thus exported the list
of pauses (i.e. the segments that were annotated with the ’no speaker’ value) and
their context as a set of concordance lists. Each concordance line includes (a) the
filename where the pause occurs, (b) the speaker turn id that precedes the pause,
(c) the speaker turn id that follows the pause, (d) the topic or substructure in which
the pause occurs, i.e. whether it is in the introduction, the closing or one of the 3
questions part, (e) the start time of the pause, (f) the end time of the pause and (g)
its duration. Table 1 presents a sample.

Fig. 1 Screenshot of a sample file in ELAN. At the top part of the editor the sequence of speaker
turns may be viewed, including pause intervals (no speaker). The bottom part includes the timeline
with the transcript annotations for words and turns for each speaker, as imported from Transcriber.

2 http://trans.sourceforge.net/ last accessed 28.02.2018
3 https://tla.mpi.nl/tools/tla-tools/elan/ last accessed 28.02.2018
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Table 1 A sample of exported information about pauses, that includes the filename, the speaker
turns before and after the pause, the topic in the discussion where the pause occurs, and its begin
and and time and duration in milliseconds

Filename Turn
before

Pause Turn
after

Topic Begin time End time Duration

S10 P20 no speaker P22 Introduction 6433 6895 462
S10 P21 no speaker P22 Question 1 93991 94299 308
S10 P21 no speaker P20 Question 2 214733 215300 567
S10 P22 no speaker P20 Question 3 236384 237770 1386

Since the speech pauses were extracted from the manual transcriptions, the tran-
script annotation serves as the gold standard. However, to test whether pauses can
be also automatically detected in a way that is comparable to human annotations
in terms of accuracy, we automatically extracted silent pauses using the auditok
tool.4 Voice activity detection was then extracted, with the energy threshold for the
perceived voice loudness set to 55, where values below this threshold are considered
silence, and values above are considered speech. This resulted in a list of time in-
tervals where the voice activity occurs, and this list was used to measure the pauses
by calculating the silence intervals that are located between two successive voice
activity segments. The results were very similar to the manual annotations, indi-
cating that the set threshold gives reliable results for the specific audio quality of
the dataset, by generating silence intervals above 0.2 seconds. However, since the
threshold depends on the audio quality and the sensitivity of the microphone used
for the recordings, the threshold tuning proves to be an important factor for auto-
matic silence detection.

4.2 Speech Pause Frequency

Overall, 1719 silent and breath pauses were extracted from the 23 dialogs of the cor-
pus in a duration of approximately 4 hours. Because the duration of dialogs varies,
the frequency of pauses was calculated with respect to each individual dialog dura-
tion. Specifically, we calculated the number of pauses occurring in one minute of a
dialog, and the percentage of silence in a dialog, by exploiting the number of pauses
and their duration respectively, cf. Table 2. The results confirm previous findings in
that speech pauses are frequent in dialog, with a median value of 7 speech pause
occurrences per minute, and pause intervals occupy (on median basis) a 14% of the
overall dialog duration.

The duration of a silence interval in the data may vary from 0.2 seconds to 10
seconds. However, the median values for the whole corpus fall within the range of
0.5 seconds to 1.7 seconds. A detailed presentation of the silence interval durations

4 https://github.com/amsehili/auditok last accessed 28.02.2018
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is depicted in Fig. 2, which includes the distribution of Min, Max and Median values
of the duration of pause segments in the 23 files. Therefore, speakers in the corpus
have the tendency to produce short pauses, of less than 2 seconds.

Table 2 Frequency information for speech pauses, i.e. MIN, MAX and MEDIAN values for (a)
the number of pauses occurring in 1 minute, and (b) percentage of the duration of pause intervals
in the dialogs

Speech pauses MIN MAX MEDIAN

Pauses per minute 2 13 7

Duration in the file (%) 7% 24% 14%

4.3 Silence Intervals and Dialog Topics

All corpus dialogs have a uniform structure, that is, they consist of the introduction
to the game, the discussion of the 3 questions and the closing. We then examined
the distribution of pauses in the dialog topics, to investigate whether there is an
association of the speech pauses with a particular topic in the dialog. Fig. 3 shows
the distribution of pauses in the four of the five topics for each of the dialogs, i.e.
the percentage of pause interval occurrences in each topic with regard to the total

Fig. 2 Distribution of MIN, MAX and MEDIAN values (in msec) for pause duration in the 23
corpus dialogs.
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number of pauses in each of the 23 dialogs. No pause segments were identified in
the closing section, therefore this topic was left out of the plot. A possible reason
for the absence of pauses in the closing section is that it is about a very brief section
where the facilitator thanks the players for their participation, therefore there are
almost no turn exchanges.

Table 3 lists the Min, Max and Median values of (a) the percentage of the dura-
tion of the pause intervals with regard to the duration of each section, and (b) the
percentage of pause interval occurrences in each topic with regard to the total num-
ber of pauses in each dialog (i.e. a summary of Fig. 3). The shortest (in duration)
and fewest (in number) pauses are included in the introduction section. This may be
due to the fact that this section is very predictable in terms of turn-taking and has
few turn exchanges: it is the section where the facilitator introduces the game and
the instructions to the players. The players often acknowledge what the facilitator is
explaining with brief verbal feedback, or they may ask brief clarification questions.
Nevertheless, the majority of pauses in this topic are performed by the facilitators
themselves, who pause briefly to elicit feedback from the players that they follow
them, to mark the sequence of instructions, or to take a break as they holds the floor
for a long time.

The three questions are the core topics of the dialog, where the participants need
to discuss and agree upon the appropriate answers. As expected, pauses are frequent
during the question topics; what is interesting though is that Question 2 presents
the lowest number of pauses among all 3 questions, and that Question 3 includes
both the highest number of pauses, as well as the longest pauses. This observation
is interesting in that it is an indicator that Question 3 is more complex than the
other two, either because it is more difficult to address or it requires an elaborate

Fig. 3 Distribution of pause occurrences (percentage) in 4 dialog topics (Introduction, Questions
1, 2 and 3) in the 23 corpus dialogs.
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Table 3 Distribution of MIN, MAX and MEDIAN values for (a) the percentage of duration of
pauses occurring in each of the dialog topics, and (b) the percentage of the quantity of pauses in
each of the dialog topics

Topic Pause duration Pause number

MIN MAX MEDIAN MIN MAX MEDIAN
Introduction 1% 11% 5% 1% 11% 3%
Question 1 2% 28% 14% 19% 56% 31%
Question 2 4% 28% 15% 8% 47% 25%
Question 3 11% 34% 17% 16% 64% 39%
Closing 0 0 0 0 0 0

discussion. Both in terms of quantity and duration, the high percentages of pauses in
Question 3 may indicate what the literature has often claimed, that pauses are related
to cognitive discourse planning; in our case, the speakers may for example need
more time to think about potential answers, or may have difficulty in identifying
answers to the questions, and speech pauses are a mechanism they employ for this.

4.4 Local Context

As mentioned in Sect. 4.1, the list of pauses was extracted together with the speaker
id of the turns that are located before and after the pause interval. This was done
to examine the position of pauses with regard to speaker change, and to identify
whether we can derive any conclusions about the speaker who takes a turn after a
speech pause. Pauses may occur within the same speaker’s turns, may be located
between the turns of two different speakers, but may also occur before or after si-
multaneous talk. Fig. 4 presents the percentages of occurrences of the various com-
binations of the speaker ids that were found before and after a pause interval in the
dataset, including cases of overlapping talk.

The majority of pauses (46%) are located among the turns of the same speaker.
This case is most probably related to the fact that pauses are a mechanism that speak-
ers employ to plan their discourse and mark its structure, but also to the cognitive
processing aspects, i.e. the time speakers need to find appropriate words or think
about difficult concepts. Pauses that occur between the two players of the game are
also frequent (20%) and indicate that speakers with this role (i.e. player) exchange
turns more frequently with each other than with the facilitator. An interesting aspect
that cannot be clarified from the pause measurements alone, is that of the way the
turn change occurs. It would be important to be able to infer whether the transition
from one player to the other is done in a smooth way, i.e. in the case where a player
offers the turn to his/her co-player, or whether a speaker takes advantage of a pause
to grab the floor.

The next most frequent pattern is that of the pause happening after a facilitator’s
turn, followed by a turn from one of the players (13%). This is the most frequent
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case with the facilitator in the left context, and it highlights the role of the facilitator,
i.e. to give the floor to the participants after addressing a question or providing
helping cues. A 7% of the occurrences refers to cases where the player pauses and
the facilitator takes the floor. These cases usually indicate either feedback elicitation,
i.e. the players have provided the right answer and await for confirmation, or that
the players need help to address the questions posed as they cannot keep on further
guessing or discussing potential answers.

An interesting case for further investigation is that of overlapping talk, either
before or after the pause. For example, when two players talk simultaneously and
after they pause, one of them takes the floor (6% of the cases), it is very possible
that an interruption has taken place and it is resolved after the pause. In this respect,
pauses may be associated with conversational dominance detection, in the sense that
they help identify the person that takes the floor after overlapping talk. However, the
frequency of the rest of the patterns where overlapping talk is involved is similar,
hence the context is not very informative in providing helpful cues, and information
from language or other features is needed to interpret behaviors before or after the
overlaps.

4.5 Language Effects on Pause Duration

Silence in conversations is a critical communication device and the beliefs expressed
in talk and silence are culture dependent (?, ?). Language and cultural differences
are important factors in the analysis and interpretation of pauses. Although the con-
versations in our dataset were carried out in English, the dataset consists of speakers
that are both native and non-native English speakers. At the same time, since most
of the cross-lingual and cross-cultural studies on pauses are focused on the pause

Fig. 4 Distribution of the speaker turn context (i.e. who speaks) that precedes and follows a speech
pause. All possible combinations and the related percentage are listed.
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length aspect (?, ?, ?, ?), we specifically tested the effects of the native and non-
native linguistic background of the corpus speakers on the duration of their pauses.

The dataset includes 16 native English speakers and 33 non-native English speak-
ers. The non-native speakers have a fluent command of English and they span 15 na-
tionalities from Europe, Asia and South America. The majority of the native speak-
ers are Irish5 (13), while there are 2 speakers from the UK and one speaker from the
US.

We took into account two features related to the speaker who holds the floor
before and after a pause: the nationality of the speaker and whether that speaker is
a native speaker of English or not. In the case of overlapping talk occurring before
or after a pause, we considered the aforementioned features for both of the speakers
who talk simultaneously.

The results show that there is a significant difference (p=0.01) in pause durations
for pauses that are preceded and followed by speech from native speakers of the
same language, whatever that language is, and those that are not. The cases where
the speech before and after the pause comes from speakers of the same language
may refer to pauses that occur within a speaker’s speech, or in cases where there
is a pause between two turns of speakers of the same linguistic background. In
those cases, pauses turned out to be shorter than the pauses that are preceded and
followed by speech from native speakers of different languages, with a difference of
267 milliseconds in the mean duration of pauses.

A more detailed analysis of the pause production of the English native speak-
ers shows that there are differences in pause duration patterns among Irish, British
and American speakers. Irish and British speakers have longer pause durations for
their own pauses than the pauses that they yield, the latter e.g. in cases when the
speaker changes after they pause (a difference of 177 and 199 msec. respectively
in the pauses mean duration). The American speaker has shorter pause durations
for pauses he owns than those he yields (a difference of 244 msec. in the pauses
mean duration). Those differences suggest that any generalizations about pause du-
rations appear to require dialect-level articulation rather than larger-language level
articulation.

5 Conclusion

In this chapter, we presented a study about silent and breath pauses that occur in a
multimodal dataset of collaborative group dialogs. We presented data related to the
frequency and the duration of the speech pauses in the corpus as a whole and in the
distinct sections of each dialogue where different topics are discussed. Also, we pro-
vided measurements related to the context that precedes and follows a speech pause
in terms of speaker turns. Finally, we investigated the effects of the linguistic back-
ground of the speakers on the duration of pauses they produce. Our observations

5 All Irish speakers in the corpus are English native speakers and use English in their conversations
and elsewhere, and not Irish Gaelic, the first official language in the Republic of Ireland.
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confirm that speech pauses are frequent in human dialogs, that they serve several
functions and that they are employed by the speakers as a means to structure and
emphasise their discourse and give time to reflect the conversation messages. Fur-
thermore, we argue that pauses may provide important cues about the complexity
of a given topic, in that this topic elicits more discussion time from the participants
or requires more reflexion. We also suggest that, when investigating language and
culture specificity in relation to duration aspects of pauses, one should consider both
the language and the dialectal variation of the speakers. While exploring the context
of the pauses, we focused on the structure of the turns (the sequence of speakers)
and not their content. Although in some patterns the sequences are informative per
se, in the majority of the cases additional information is needed to draw conclusions
about who could be the speaker after a pause. Such information could be drawn from
linguistic cues, i.e. the words or the syntactic boundaries of the utterances, but also
from information related to other modalities, such as prosodic features or gestures
co-occurring with speech. Additional information is therefore needed in cases where
pause context patterns, pause frequency and duration do not provide sufficient infor-
mation. Furthermore, psychological aspects are equally important to co-investigate,
as personality and social skills features contribute to the interpretation of speakers’
behavior.

Although more information apart from the pause intervals is needed to further
investigate the speakers’ actions and intentions, we believe that the investigation
of pauses is important to achieve better understanding of the human communication
and exploit this knowledge in the development of models used in dialog systems and
conversational agents. We consider this as a challenging topic and addressing this
scientific question in sample data will provide significant input to multimodal big
data computing, escpecially in terms of dealing with cognition and understanding
complexity. Since multimodal data analysis is focused on how to fuse the informa-
tion from the different modalities and different features within modalities, to form
a coherent decision, speech pause cues should be further explored and included in
future investigations on human behavior model development.
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Vinciarelli, A., Esposito, A., André, E., Bonin, F., Chetouani, M., Cohn, J. F., . . .
others (2015). Open challenges in modelling, analysis and synthesis of hu-
man behaviour in human–human and human–machine interactions. Cognitive
Computation, 7(4), 397–413.

Zhu, W., Cui, P., Wang, Z., & Hua, G. (2015, July). Multimedia big data computing.
IEEE MultiMedia, 22(3), 96-c3. doi: 10.1109/MMUL.2015.66


