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## Abstract

The present thesis deals with the development of theoretical and computational tools for the first principles study of ground state and electronic transport properties of nanoscale devices and the application of these tools to systems of current interest. The ground state properties are studied within density functional theory (DFT) using the SIESTA code, whereas the transport properties are investigated using the nonequilibrium Green's functions (NEGF) formalism implemented in the SMEAGOL code. This is itself is based on SIESTA. We present our implementation a new algorithm for the calculation of the self-energies for quasi one-dimensional systems. The main advantage of this method is that all the singularities in the computation are avoided wherever possible, so that it is very stable and accurate. We also present a formalism for the inclusion of bound states in the calculation of the non-equilibrium charge density within the NEGF method, which we also use to treat systems with very weakly coupled states. Based on this formalism an adaptive energy-mesh scheme for the integration over energy of the density of states and transmission is implemented.

We first use ground state DFT to study the magneto-structural phase transitions of MnAs. The magnetic interactions are calculated by mapping DFT total energies onto a Heisenberg model, and the Curie temperature is obtained within a mean field approximation. We explain the anomalous features in the phase diagram and in the temperature dependence of the susceptibility of MnAs with the strong dependence of the magnetic exchange interactions on the structural parameters.

We then move on to the investigation of electronic transport through nano-devices. The I-V characteristics of a molecular junction, consisting of a $\mathrm{Mn}_{12}$ single molecule magnet weakly coupled to two gold surfaces, are calculated for two different spin configurations of the $\mathrm{Mn}_{12}$ center. The $I-V$ curves for the two states are found to be similar, although there are small quantitative differences which might be detectable in experiments.

Finally a detailed study of the electronic transport properties of $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions is presented. It is shown that for such systems at finite voltage the correct occupation of the bound states forming at the $\mathrm{Fe} / \mathrm{MgO}$ interfaces is crucial in
order to obtain a physically meaningful solution. Two features are found to determine the $I$ - $V$ characteristics: 1) interface states, and 2) Fe band-edges of the states with high transmission. For a junction with a barrier thickness of 4 MgO monolayers two bias regions are identified. The low bias region is characterized by a large contribution to the current from sharp resonant interface states, resulting in a non-monotonic behavior of the TMR as function of bias voltage, whereas the TMR decreases continuously with bias in the high bias regime. If the contribution to the current from the sharp interface resonances is removed, the TMR decreases monotonically with bias for all voltages. We then perform a detailed study of the dependence of the zero bias transport properties on the thickness of the MgO barrier. We further show that oxygen vacancies in the MgO barrier can drastically reduce the TMR, due to a depolarization of the density of states at the vacancy site. We also investigate double MgO barrier junctions, separated by a thin Fe layer, and find evidence in the $I-V$ curves of quantum well states formed in the middle Fe layer. In these junctions the decay of the TMR with bias is slower than for a single barrier junction, which we explain by the relative shift in energy of the density of states in the Fe electrodes with bias.
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## Chapter 1

## General Introduction

The discovery of the giant magnetoresistance (GMR) in 1988 by the groups of P . Grünberg [1] and A. Fert [2] triggered large interest in devices combining electronic and magnetic degrees of freedom. Over the last two decades there has been a rapid increase of the activity in this area of research, in which spin-polarized electronic transport phenomena in metals, semiconductors and molecules are studied. This is now commonly referred to as spin electronics, or also spintronics $[3,4,5,6,7]$. Due to its rather broad definition, the field of spintronics covers a large area of research [8].

The prototype spintronics devices are the spin-valves. A typical spin-valve consists of two electrodes that are ferromagnetic metals, separated by a usually thin spacer, as schematically illustrated in Fig. 1.1. The resistance of such a device is sensitive to the mutual orientation of the magnetizations of the electrodes. It is usually small when the magnetizations of the contacts are parallel ( P ) with respect to each other [Fig. 1.1(a)], but it rises when the two magnetizations are antiparallel (AP) [Fig. 1.1(b)]. The magnetization of one of the ferromagnets is usually pinned, while that of the other is free to rotate, so that it aligns to an externally applied field. A reversal of the magnetic field therefore results in a large change in the resistance of the device. The general dependence of the resistance of a device on the magnetic field is called magnetoresistance (MR). The term giant magnetoresistance was chosen by Fert's group in Ref. [2] since their measured MR was much larger then that of other known systems. A GMR spin-valve is therefore an efficient detector of the orientation of a magnetic field. Read heads for magnetic data storage devices based on this idea are now used in most commercial applications.
(a)

(b)


Figure 1.1: Schematic representation of a spin-valve device with parallel alignment of the magnetic moments of the electrodes (a), and with antiparallel alignment (b). The arrows indicate the direction of the magnetizations of the ferromagnetic electrodes.

A measure for the sensitivity of a spin-valve is the MR ratio. For a fixed applied bias voltage it is defined as

$$
\begin{equation*}
\mathrm{MR}=\frac{I_{\mathrm{P}}-I_{\mathrm{AP}}}{I_{\mathrm{AP}}}, \tag{1.1}
\end{equation*}
$$

where $I_{\mathrm{P}}$ is the current for P alignment, and $I_{\mathrm{AP}}$ is the current for the AP. This definition is sometimes referred to as the "optimistic MR", since the values become very large if $I_{\mathrm{AP}} \ll I_{\mathrm{P}}$.

The GMR is found in layered metallic structures, and the mechanisms leading to the GMR effect are well studied. Extensive reviews are given in Refs. [9, 10, 11, 12]. The basic models for the GMR are based on the assumptions that the spins are in a collinear state, so that in each of the ferromagnets one can define the majority spins and the minority spins, and that there is no spin-flip scattering in the junction ("two spin-fluid approximation"). The transmission through a spin-valve then depends on the degree of matching of the Fermi surfaces of the different layers. Since this is usually better for P alignment than for AP alignment, a large MR ratio is found.

## Tunnel junctions

Although in the GMR spin-valves the spacer consists of layered metallic materials, over the years many different types of spacers have been used, such as insulators $[13,14,12,15,16]$, semiconductors $[5,6]$ or semi-metals. Currently the most relevant devices for applications are the magnetic tunnel junctions, where the spacer is insulating. Whereas in GMR junctions the current measurements can be performed both in the plane of the junction and out of plane, in tunnel junctions the resistance is always measured across the barrier. In practical applications of tunnel junctions, such as sensors or hard-disk drives read heads, there are three important quantities. The first is the zero-bias tunneling magnetoresistance ratio (TMR), the second is the resistance area product of the junction, and the third is the voltage, $V_{1 / 2}$, at which the TMR
decreases to half its value at zero bias. In order to maximize the signal in a device it is ideal if the zero-bias TMR and $V_{1 / 2}$ are as large as possible, and if the resistance area product is low. In the first generation of tunnel junctions usually amorphous $\mathrm{Al}_{2} \mathrm{O}_{3}$ was used as spacer [13]. These junctions however never reached room temperature TMR in excess of $70 \%$ [17]. In the new generation of TMR devices crystalline spacers such as MgO are used $[15,16]$, which can reach TMR values as large as $604 \%$ at room temperature and $1144 \%$ at $5 \mathrm{~K}[18,19]$. Such crystalline junctions are not only interesting for device applications, but also from a fundamental point of view. Although the basic mechanism behind the high TMR is known [20, 21, 15, 16], there are still large discrepancies between the theoretical predicted TMR values for such junctions and the experimentally measured values. An understanding of the detailed bias dependence of the current and of the TMR is still lacking, especially with respect to the quantitative influence of the interface structure, of the role of defects in the MgO , of disorder, of inelastic effects, and of the electrodes band structure. At present this is an active area of research and in this work we investigate some of these aspects.

## Molecular spintronics

The advances in the field of organic and molecular electronics also opened the possibility to use single molecules or layers of organic materials as spacers. MR ratios up to $40 \%$ at a temperature of 11 K have been measured for spacers composed of organic monolayers [22, 23]. Also quasi one-dimensional systems such as carbon nanotubes have been used as spacers $[24,25]$.

A completely different type of spin-valve can be realized by using non-magnetic electrodes, separated by a magnetic spacer. Such devices could for example be used as memory cells, if the spacer can be stabilized in different magnetic states, and if these can be inferred by an electric readout such as a resistance measurement. In the field of molecular spintronics the single molecule magnets are a potential candidate for such a device [26, 27]. These consist of a central magnetic core of transition metals and ligand ions, which is stabilized by attaching organic functional groups. Magnetic hysteresis has been measured in these molecules at temperatures of the order of a few K, which has been attributed to the intra-molecular magnetic anisotropy [27]. The most investigated of the single molecule magnets are the $\mathrm{Mn}_{12}$ based molecules, since they have a large ground state magnetic moment of $20 \mu_{\mathrm{B}}$ and a high magnetic anisotropy [27]. Current vs. voltage curves for individual $\mathrm{Mn}_{12}$ based molecules have been obtained using scanning tunneling spectroscopy [28, 29, 30]. It is however still an open question whether the magnetic state of the molecule can be determined
by a readout of the current. This requires the conductance to change significantly for different magnetic states. In this work we address this question with ab initio methods.

## Spin-injection

The use of spin-valve devices is mainly restricted to spin and magnetic field detectors. The integration of spin and electron transport phenomena can however also be used in different applications. One of the ideas is to develop spin-controlled logic devices [31]. A prerequisite for such devices is the ability to inject spin-polarized currents into non-magnetic semiconductors from ferromagnetic carrier sources. For metalsemiconductor contacts however the spin-injection in the diffusive transport regime is rather low due to the resistance mismatch between the two materials [32]. One way to overcome this problem is to use diluted magnetic semiconductors (DMS) like $\mathrm{In}_{1-x} \mathrm{Mn}_{x}$ As and $\mathrm{Ga}_{1-x} \mathrm{Mn}_{x}$ As $[33,34]$ as spin injectors $[35,36]$. The main drawback in the use of these materials in technological applications, however, is their rather low Curie temperature, which to date does not exceed $200 \mathrm{~K}[37,38]$. The study of possible candidates for room temperature ferromagnetic DMS is currently an active area of research $[39,40,41,42,43]$. Another way to overcome the resistance mismatch problem is to insert a thin insulating layer between the metal and the semiconductor. In this case high spin-injection rates have been measured using spin-filtering tunneling barriers such as $\mathrm{MgO}[44,45]$ or $\mathrm{Al}_{2} \mathrm{O}_{3}[46]$.

It is however also possible to inject spins directly from the metal to the semiconductor if the material and interface parameters are optimized. Recently a very high injection efficiency of $50 \%$ has been obtained using the half metallic Heusler alloy $\mathrm{Co}_{2} \mathrm{FeSi}$ as spin injector [47]. Another candidate for spin injection is the ferromagnetic metal MnAs, for which a spin injection efficiency of $6 \%$ was reported [48]. Bulk MnAs presents a first-order phase transition at $40^{\circ} \mathrm{C}$, where it changes from ferromagnetic/hexagonal to paramagnetic/orthorhombic [49]. This magneto-structural phase transition has important implications for technological applications. While it is a major drawback for the use of MnAs as spin injecting material at room temperature, the magneto-elastic effects related to the phase transition are useful for transducers [50], and the magneto-caloric properties are interesting for developing refrigeration devices [51]. In this work we therefore investigate the origin of the phase transitions of MnAs using ab initio methods, in order to verify existing phenomenological models, and to present suggestions for possible improvements in the device design based on specific strain engeneering $[52,53]$.

## Modeling of electron transport in nano-devices

Transport through nanoscale objects can not be described by ordinary "circuit analysis" based on Ohm-Kirchhoff's laws. This is because the mean free path of the electrons is usually comparable with the size of the device, so that quantum transport theory has to be applied. Reviews about models of classical- and quantum-transport and their applications in calculations are given in Refs. [54, 55, 56, 57]. The applicability of the different models depends on various system specific length scales [54, 55]. One of these is the elastic mean free path, which determines how far an electron can travel without change of momentum. If the device dimensions are smaller than the elastic mean free path, the momentum of the electrons is approximately conserved, and the transport is denoted as "ballistic". Another important quantity is the phase relaxation length, which is the average distance over which an electron can travel before its initial phase is destroyed. For devices smaller than the phase relaxation length there is quantum interference between the different possible paths an electron can take across a device, and the transport is denoted as coherent. If the device dimensions are larger than the phase relaxation length, then there is no long-distance interference, and the transport is diffusive. In crystalline magnetic tunnel junctions for example the barrier thickness is so small that the transport is largely phase coherent, whereas for amorphous $\mathrm{Al}_{2} \mathrm{O}_{3}$ junctions the phase coherence is largely lost due to dynamic scattering [16]. The spin diffusion length is another important length scale, and corresponds to the distance over which an electron keeps its spin memory. This is usually much longer than the phase relaxation length. Also the screening length is an important factor in electronic transport, since it determines after which distance the potential of a localized charge is screened by the surrounding electrons. This distance is short in metals, but becomes very long in semiconductors and insulators [55]. Effects of impurities are therefore felt at a long distance in semiconductors, but only a rather short distance in metals. Another important quantity for spintronics devices is the spin polarization of a device. We note however that different definitions of the polarization are relevant depending whether the electron transport is in the diffusive or in the ballistic regime $[58,55]$. In this work we always assume that the transport is in the ballistic regime, which implies that we neglect all contributions from inelastic effects. We will however discuss the expected contributions from inelastic effects where necessary.

Quantum transport can be calculated in its time dependent evolution [59] or in the steady state [54], which is the approach taken in this work. For the case of noninteracting single-particle Hamiltonians most methods are based on the Landauer-

Büttiker scattering formalism [60], which connects transport properties directly to the electronic structure. One of these methods is the non-equilibrium Green's functions (NEGF) formalism [54, 61, 62, 63], which allows also to calculate the charge density at an applied bias voltage. In principle also inelastic processes can be included in the NEGF formalism [54]. Alternative methods are based on matching wave-functions [64, 65].

A detailed description of the electronic structure of a device is crucial for making quantitative transport calculations. To date the most used method for computing electronic, magnetic and structural properties of materials from first principles (i.e. without using parameters fitted to experiments) is density functional theory (DFT) [66, 67]. A number of numerical implementations exist to calculate the electron transport properties of materials based on DFT [61, 62, 63, 64, 65]. In this work we use the $a b$ initio electron transport code SMEAGOL $[61,68]$, which was developed in a joint effort between S. Sanvito and A. R. Rocha in Trinity College Dublin, J. Ferrer and V. M. Garcia-Suarez in the Universidad de Oviedo, and C. J. Lambert and S. Bailey in the University of Lancaster. In SMEAGOL the DFT Hamiltonian is obtained through an interface with the DFT code SIESTA [69]. SIESTA uses a very efficient localized atomic orbital basis set, which makes possible to treat systems with a large number of atoms in the unit cell. Moreover it generates a self-consistent tight-binding-like Hamiltonian, which can be readily used in the transport technique. In this work we present some of the extensions included in the SMEAGOL code, which increase its stability and enable the calculation of the current vs. voltage characteristics for a new set of physical systems, such as tunneling junctions and systems with weakly coupled states.

### 1.1 Dissertation Layout

The main focus of this work is the development of theoretical and computational tools for the $a b$ initio study of ground state and electronic transport properties of materials, and the application of these tools to systems of current interest. The ground state properties are studied within density functional theory (DFT) using the SIESTA code, whereas the transport properties are investigated using the non-equilibrium Green's functions (NEGF) formalism implemented in SMEAGOL, which itself is based on SIESTA. We present our implementation in the SMEAGOL code of an improved algorithm for the calculation of the self-energies for quasi one-dimensional systems, and of a formalism for the inclusion of completely localized states in the NEGF method. These tools are used to determine current vs. voltage ( $I-V$ ) curves for electronic transport through $\mathrm{Mn}_{12}$ based magnetic molecules and across $\mathrm{Fe} / \mathrm{MgO}(100)$ single and double barrier magnetic tunnel junctions. A study of the magneto-structural properties of MnAs is presented, where the magnetic interactions are calculated by mapping DFT total energies onto a Heisenberg model.

In chapter 2 we introduce the many-electron problem and give an overview of DFT and its implementation in the SIESTA code. We present the Hohenberg-Kohn and the Kohn-Sham theorems, and give and overview of the existing exchange-correlation functionals.

In chapter 3 we investigate the magneto-structural phase transitions of MnAs between the ferromagnetic hexagonal $\mathrm{B} 8_{1}$ structure and the paramagnetic and antiferromagnetic orthorhombic B31 structure. We calculate the magnetic exchange coupling parameters by mapping the DFT total energies for different configurations of the Mn magnetic moments onto a Heisenberg Hamiltonian. This allows us to extract the Curie temperature within a mean field approximation. Based on our ab initio calculations we give a model for description of the experimental magneto-structural phase diagram of MnAs , and compare the results to experiments and to the various phenomenological models based on the original idea of Bean and Rodbell [49].

Chapter 4 presents the NEGF formalism used for the quantum transport calculations. This formalism allows to calculate the charge density of a nano-device attached to metallic electrodes with different chemical potentials. The current flowing through the device can be calculated once its charge density is obtained self-consistently. The particular implementation of the NEGF concepts in the ab initio transport code SMEAGOL is discussed. A brief discussion of some of the limits of the use of the NEGF formalism in conjunction with DFT is also given.

In chapter 5 a stable and accurate method for the calculation of the self-energies
(SEs) of quasi one-dimensional systems and its implementation in SMEAGOL are outlined. The main advantage of the method is that all the singularities in the computation are avoided where possible, and that it involves no inversions of illconditioned matrices. The origin of localized surface states of semi-infinite systems is discussed, and their effect on the accuracy analyzed.

In chapter 6 a formalism for the inclusion of both very weakly coupled and bound states (BSs) in the calculation of the non-equilibrium charge density is outlined. The non-equilibrium occupation of the BSs is set based on the assumption of an effective coupling of these states to the leads. We also present an algorithm to generate an adaptive energy-mesh for the integration over energy of the density of states. In the second part of the chapter the developed methods are applied for the calculation of the transport through weakly coupled molecules. One of these systems consists of a $\mathrm{Mn}_{12}$ based magnetic molecule, which is very weakly coupled to gold electrodes through benzene groups. The main question we answer is whether it is possible to distinguish between two magnetic states of the molecule by performing an $I-V$ measurement.

In chapter 7 we study the spin-dependent transport properties of $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions. The $I-V$ curves for a junction of 4 MgO monolayers thickness are calculated and the resulting TMR- $V$ curves presented. The results are discussed using a simple model, based on the relative positions in energy of interface states and band edges of high-transmission states. We also discuss the importance of a correct inclusion of the BSs forming at the $\mathrm{Fe} / \mathrm{MgO}$ interfaces in the NEGF formalism at finite bias. We then perform a detailed study of the dependence of the zero bias transport properties on the thickness of the MgO barrier, and also investigate the effects of oxygen vacancies $\left(\mathrm{V}_{\mathrm{O}}\right)$ in the MgO barrier on the $I-V$ and TMR- $V$ curves. In the last part of this chapter we study the transport properties of $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ junctions, which have a double MgO barrier, separated by a thin Fe layer.

Finally, towards the end of the dissertation we present the general conclusions, and point to some questions related to the presented work that require further investigations. We also present possible future developments of the SMEAGOL transport code.

## Chapter 2

## Density functional theory and the SIESTA code

In this chapter an overview of the basic concepts of density functional theory (DFT) is given, followed by the description of the practical implementation of the DFT scheme for electronic structure calculations in the SIESTA code. A more detailed description of DFT can be found in a number of books on the subject [70, 71, 72, 73].

First the full many-body description of the ground state for a system of electrons and nuclei is given within the Born-Oppenheimer approximation. Then the basic DFT theorems of Hohenberg-Kohn and Kohn-Sham are presented, where the complex many-body electron system is replaced by an equivalent system of non-interacting particles moving in an effective potential. The various contributions to this effective Hamiltonian are discussed, and special attention is given to the approximations for the exchange-correlation potential.

In the second part the ab initio DFT code SIESTA is introduced. This is the basic computational tool used in this work. In SIESTA a linear combination of atomic orbitals is used as basis set, and the nuclei and core shell electrons are replaced by pseudopotentials. The mapping of the real space coordinates representation to the matrix representation used in SIESTA is presented, where the fundamental quantity is the density matrix.

### 2.1 Density functional theory

### 2.1.1 The many-electron system

The basic goal of electronic structure calculations is to describe the quantum-mechanical ground state properties of a system composed of $N_{\mathrm{e}}$ electrons and $N_{\mathrm{n}}$ nuclei. If the kinetic energy of the electrons is not too high, then the dynamics of such a system are governed by the time-dependent non-relativistic Schrödinger equation. Since the
mass of the electrons $m_{\mathrm{e}}$ is much smaller than those of the nuclei, the electrons dynamics happens at a time-scale much faster than that of the nuclei. Therefore the the Born-Oppenheimer approximation is commonly used [74, 72], in which the nuclei are assumed to be classical particles generating a static time-independent potential in which the electrons move, and where only the electrons are described quantummechanically. Since the aim is to describe the time-independent ground state properties, and the external potential generated by the nuclei is assumed to be constant in time, the system of $N_{\mathrm{e}}$ electrons can be described by the time-independent Schrödinger equation

$$
\begin{equation*}
\hat{H} \Psi=E \Psi . \tag{2.1}
\end{equation*}
$$

Here $\Psi=\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s_{1}, s_{2}, \ldots, s_{N_{e}}\right)$ is the many-electron wave function (WF), $\hat{H}$ is the Hamiltonian operator and $E$ is the energy. The vector $\mathbf{r}_{i}$ represents the coordinates of electron with index $i$ and $s_{i}$ is its spin. $\hat{H}$ depends on the coordinates of the nuclei and electrons, so that in general

$$
\begin{equation*}
\hat{H}=\hat{H}\left(\mathbf{R}_{1}, \mathbf{R}_{2}, \ldots, \mathbf{R}_{N_{\mathrm{n}}} ; \mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s_{1}, s_{2}, \ldots, s_{N_{\mathrm{e}}}\right) \tag{2.2}
\end{equation*}
$$

where the vector $\mathbf{R}_{I}$ represents the coordinates of nucleus with index $I$. The explicit form of $\hat{H}$ is given by

$$
\begin{equation*}
\hat{H}=\hat{T}+\hat{V}_{\mathrm{ne}}+\hat{V}_{\mathrm{ee}} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{align*}
\hat{T} & =\sum_{i=1}^{N_{\mathrm{e}}}-\frac{1}{2} \nabla_{\mathbf{r}_{i}}^{2},  \tag{2.4}\\
\hat{V}_{\mathrm{ne}} & =\sum_{i=1}^{N_{\mathrm{e}}} v\left(\mathbf{r}_{i}\right),  \tag{2.5}\\
\hat{V}_{\mathrm{ee}} & =\sum_{i<j}^{N_{\mathrm{e}}} \frac{1}{r_{i j}} \tag{2.6}
\end{align*}
$$

$\hat{T}$ is the kinetic energy operator of the electrons, $\hat{V}_{\text {ne }}$ is the electron-nucleus potential, and $\hat{V}_{\text {ee }}$ is the electron-electron interaction potential. Here $v\left(\mathbf{r}_{i}\right)=\sum_{I=1}^{N_{\mathrm{n}}} 1 /\left|\mathbf{r}_{i}-\mathbf{R}_{I}\right|$ and $r_{i j}=\left|\mathbf{r}_{i}-\mathbf{r}_{j}\right|$. We note that the equations are given in atomic units throughout this work ( $\hbar=m_{\mathrm{e}}=e=1$ ).

For a given solution of Eq. (2.1) the total energy $W$ of the system of nuclei and electrons is

$$
\begin{equation*}
W=E+V_{\mathrm{nn}}, \tag{2.7}
\end{equation*}
$$

where the nucleus-nucleus energy $V_{\mathrm{nn}}$

$$
\begin{equation*}
V_{\mathrm{nn}}=\sum_{I<J} \frac{Z_{I} Z_{J}}{R_{I J}} \tag{2.8}
\end{equation*}
$$

has been added to the electron energy $E$. Here $Z_{I}$ is the charge of nucleus $I$ and $R_{I J}=\left|\mathbf{R}_{I}-\mathbf{R}_{J}\right| . \quad V_{\mathrm{nn}}$ is a constant for a given position of the nuclei, its value is however important for determining the ground state structure. Furthermore its derivative with respect to the atomic positions is needed for the calculation of the forces.

The physical interpretation of the many-electron fermionic WF $\Psi$ is that the quantity

$$
\begin{equation*}
\left|\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s_{1}, s_{2}, \ldots, s_{N_{\mathrm{e}}}\right)\right|^{2} \tag{2.9}
\end{equation*}
$$

is the probability to find the electrons at the positions $\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}$ and with spins $s_{1}, s_{2}, \ldots, s_{N_{\mathrm{e}}}$. It is therefore normalized so that

$$
\begin{equation*}
N_{\mathrm{e}}=\sum_{s_{1}, s_{2}, \ldots, s_{N_{e}}} \int\left|\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s_{1}, s_{2}, \ldots, s_{N_{e}}\right)\right|^{2} d \mathbf{r}_{1} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N_{e}} \tag{2.10}
\end{equation*}
$$

The probability to find an electron at a position $\mathbf{r}$ with spin $s$ is given by

$$
\begin{equation*}
\rho(\mathbf{r}, s)=\sum_{s_{2}, \ldots, s_{N_{e}}} \int\left|\Psi\left(\mathbf{r}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s, s_{2}, \ldots, s_{N_{\mathrm{e}}}\right)\right|^{2} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N_{\mathrm{e}}} \tag{2.11}
\end{equation*}
$$

This quantity is called the electron density. It is normalized to

$$
\begin{equation*}
N_{\mathrm{e}}=\sum_{s} \int \rho(\mathbf{r}, s) d \mathbf{r} \tag{2.12}
\end{equation*}
$$

The expectation value of an observable $A$ corresponding to an operator $\hat{A}$ is then given by

$$
\begin{equation*}
A[\Psi]=\langle\hat{A}\rangle=\langle\Psi| \hat{A}|\Psi\rangle, \tag{2.13}
\end{equation*}
$$

with

$$
\begin{align*}
\langle\Psi| \hat{A}|\Psi\rangle= & \sum_{s_{1}, s_{2}, \ldots, s_{N_{e}}} \int \Psi^{*}\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{e}}, s_{1}, s_{2}, \ldots, s_{N_{\mathrm{e}}}\right) \\
& \hat{A} \Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{\mathrm{e}}}, s_{1}, s_{2}, \ldots, s_{N_{\mathrm{e}}}\right) d \mathbf{r}_{1} d \mathbf{r}_{2} \ldots d \mathbf{r}_{N_{\mathrm{e}}} . \tag{2.14}
\end{align*}
$$

The notation $A[\Psi]$ explicitly indicates that the expectation value is a functional of the wave function $\Psi$.

The total energy $E$ of the system corresponds to the expectation value of the Hamiltonian $H$

$$
\begin{equation*}
E[\Psi]=\langle\Psi| \hat{H}|\Psi\rangle, \tag{2.15}
\end{equation*}
$$

where we have again explicitly denoted that $E$ is a functional of $\Psi$. The total energy can be split up as

$$
\begin{equation*}
E[\Psi]=T[\Psi]+V_{\mathrm{ne}}[\Psi]+V_{\mathrm{ee}}[\Psi], \tag{2.16}
\end{equation*}
$$

with the kinetic energy

$$
\begin{equation*}
T[\Psi]=\langle\Psi| \hat{T}|\Psi\rangle \tag{2.17}
\end{equation*}
$$

the electron-nucleus potential energy

$$
\begin{equation*}
V_{\mathrm{ne}}[\Psi]=\langle\Psi| \hat{V}_{\mathrm{ne}}|\Psi\rangle \tag{2.18}
\end{equation*}
$$

and the electron-electron potential energy

$$
\begin{equation*}
V_{\mathrm{ee}}[\Psi]=\langle\Psi| \hat{V}_{\mathrm{ee}}|\Psi\rangle . \tag{2.19}
\end{equation*}
$$

In principle one can calculate $\Psi$ and then all the ground state properties of the system. The main problem of the approach presented in this section however is that it is almost impossible to calculate the many-body WF for a large $N_{\mathrm{e}}$. "Large" in this case means more than a few electrons. Different methods have been developed to obtain approximate solutions. In the Hartree-Fock method the WF is expanded as a Slater determinant of single-particle WFs (see Eq. 2.35), so that the many-electron Hamiltonian can be rewritten as a sum of single-particle Hamiltonians [70, 75]. The main problem of the Hartree-Fock approach is however that all the correlations between electrons are neglected, which for example causes major errors in calculations for metallic materials. In the "Configuration-Interaction" (CI) formalism the HartreeFock scheme is extended by expanding the WF over a set of different Slater determinants [76]. By using more determinants the correlations can be described accurately and highly accurate results can be obtained. The drawback however is that the computational cost becomes prohibitive for large systems, since the scaling with system size is typically of the order of $N_{e}^{6}$ or even higher. In the following sections the basic concepts of density functional theory (DFT) are outlined, which is another approach to make the many-electron problem tractable. DFT allows to work with a singleparticle Hamiltonian like the Hartree-Fock method, and can therefore be used for large systems. The advantage over Hartree-Fock is that it also takes into account electron correlations, although this is done only in an approximate way.

### 2.1.2 Hohenberg-Kohn theorems

In the following two sections we assume that the particles are spinless, so that $\rho=$ $\rho(\mathbf{r})$. The generalization to spin particles is briefly outlined in Sec. 2.1.4. If $E_{0}$ is the
lowest eigenvalue of Eq. (2.1) then for an arbitrary $\Psi$ the following inequality holds

$$
\begin{equation*}
E_{0} \leq E[\Psi] . \tag{2.20}
\end{equation*}
$$

Minimization of $E[\Psi]$ with respect to all allowed $N_{\mathrm{e}}$-electron $\Psi$ therefore gives $E_{0}$

$$
\begin{equation*}
E_{0}=\min _{\Psi} E[\Psi] . \tag{2.21}
\end{equation*}
$$

If we write the electron-nucleus potential $\hat{V}_{\text {ne }}$ as a general external potential $V(\mathbf{r})$, then the equations above show that the ground state wave function, and consequently all the ground state properties, are uniquely determined by $V(\mathbf{r})$ and by the number of electrons $N_{\mathrm{e}}$. Therefore also $\rho(\mathbf{r})$ of the ground state is uniquely determined by $V(\mathbf{r})$ and $N_{\mathrm{e}}$.

The first theorem of Hohenberg and Kohn states that also the opposite is true, namely that "the external potential $V(\mathbf{r})$ is determined, within a trivial additive constant, by the ground state electron density $\rho(\mathbf{r})$ " $[70,66]$. Since $\rho(\mathbf{r})$ determines the potential $V(\mathbf{r})$ it implicitly also determines all the electronic properties of the system in the ground state. All quantities are therefore functionals of $\rho(\mathbf{r})$, so that we can write the kinetic energy as $T[\rho]$, the electron-nucleus potential energy as $V_{\mathrm{ne}}[\rho]$ and the electron-electron potential energy as $V_{\mathrm{ee}}[\rho]$. The total energy of the system $E_{V}[\rho]$ for a given potential $V(\mathbf{r})$ therefore is

$$
\begin{equation*}
E_{V}[\rho]=T[\rho]+V_{\mathrm{ne}}[\rho]+V_{\mathrm{ee}}[\rho] . \tag{2.22}
\end{equation*}
$$

The big difference to the definitions given in the previous section is that now these quantities depend only on $\rho$, which is a function of a single variable $\mathbf{r}$, instead of being a functional of the full many-body WF which itself is a function of the $N_{\mathrm{e}}$ variables $\mathbf{r}_{i}$. Therefore the problem written in this way has been simplified by drastically reducing the degrees of freedom. However the explicit functional dependence of the observables on $\rho(\mathbf{r})$ is not known, and therefore rewriting them as functionals of $\rho$ instead of $\Psi$ is of no practical advantage at this point.

The second Hohenberg-Kohn theorem is analogous to the variational principle for WFs [Eq. (2.21)], where instead of the WF the electron density is used. It states that "for a trial density $\tilde{\rho}(\mathbf{r})$, such that $\tilde{\rho}(\mathbf{r}) \geq 0$ and $\int \tilde{\rho}(\mathbf{r}) d \mathbf{r}=N_{\mathrm{e}}$,

$$
\begin{equation*}
E_{0} \leq E_{V}[\tilde{\rho}], \tag{2.23}
\end{equation*}
$$

where $E_{V}[\tilde{\rho}]$ is the energy functional of Eq. (2.22)" [70, 66]. This shows that in principle one can obtain the ground state charge density and all the ground state properties of the system by finding the $\tilde{\rho}$ that minimizes $E_{V}[\tilde{\rho}]$. In practice however
this is difficult to solve, mainly due to the many constraints the trial charge density has to fulfill [70]. The Kohn-Sham scheme presented in the next chapter is a practical way to overcome these problems and to obtain $\rho(\mathbf{r})$.

### 2.1.3 Kohn-Sham equations

In order to be able to use above concepts in practical calculations Kohn and Sham have derived a procedure based on the solution of an equivalent non-interacting particle system, where the exact calculation of the kinetic energy and all the many-body effects are included in the so called exchange-correlation potential [67]. First the energy functional of Eq. (2.22) is rewritten in an equivalent form as

$$
\begin{equation*}
E_{V}[\rho]=T_{\mathrm{s}}[\rho]+V_{\mathrm{ne}}[\rho]+J[\rho]+E_{\mathrm{xc}}[\rho], \tag{2.24}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{\mathrm{xc}}[\rho]=T[\rho]-T_{\mathrm{s}}[\rho]+V_{\mathrm{ee}}[\rho]-J[\rho] \tag{2.25}
\end{equation*}
$$

is the exchange-correlation (XC) energy,

$$
\begin{equation*}
J[\rho]=\frac{1}{2} \int \frac{\rho(\mathbf{r}) \rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r} d \mathbf{r}^{\prime} \tag{2.26}
\end{equation*}
$$

is the classical Coulomb repulsion energy for a charge density $\rho(\mathbf{r})$,

$$
\begin{equation*}
V_{\mathrm{ne}}[\rho]=\int \rho(\mathbf{r}) V(\mathbf{r}) d \mathbf{r} \tag{2.27}
\end{equation*}
$$

and $T_{\mathrm{s}}[\rho]$ is the kinetic energy of a reference system of non-interacting particles, which will now be introduced. The idea is that $T_{\mathrm{s}}[\rho]$ is a good approximation for $T[\rho]$, so that $T_{\mathrm{s}}[\rho]-T[\rho]$ is small. $E_{\mathrm{xc}}[\rho]$ contains all the information about the many-body and non-classical contributions to the energy, and so it contains all the parts that are difficult to calculate exactly. The non-interacting reference system is defined by the following single-particle Schrödinger-like equation [70]

$$
\begin{equation*}
\hat{H}_{\mathrm{KS}} \Psi_{i}(\mathbf{r})=\epsilon_{i} \Psi_{i}(\mathbf{r}), \tag{2.28}
\end{equation*}
$$

where the Kohn-Sham (KS) Hamiltonian $\hat{H}_{\mathrm{KS}}$ is

$$
\begin{equation*}
\hat{H}_{\mathrm{KS}}=-\frac{1}{2} \nabla^{2}+V_{\mathrm{eff}}(\mathbf{r}) \tag{2.29}
\end{equation*}
$$

Here the single-particle kinetic energy operator $\hat{T}$ is

$$
\begin{equation*}
\hat{T}=-\frac{1}{2} \nabla^{2} \tag{2.30}
\end{equation*}
$$

The effective KS potential $V_{\text {eff }}(\mathbf{r})$ is defined by

$$
\begin{align*}
V_{\mathrm{eff}}(\mathbf{r}) & =\frac{\delta\left(E_{V}[\rho]-T_{\mathrm{s}}[\rho]\right)}{\delta \rho(\mathbf{r})} \\
& =\frac{\delta\left(V_{\mathrm{ne}}[\rho]+J[\rho]+E_{\mathrm{xc}}[\rho]\right)}{\delta \rho(\mathbf{r})}, \tag{2.31}
\end{align*}
$$

where the definition of $E_{V}[\rho]$ in Eq. (2.24) has been used. By taking the functional derivative $V_{\text {eff }}(\mathbf{r})$ writes

$$
\begin{equation*}
V_{\mathrm{eff}}(\mathbf{r})=V(\mathbf{r})+V_{\mathrm{H}}(\mathbf{r})+V_{\mathrm{xc}}(\mathbf{r}), \tag{2.32}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\mathrm{H}}(\mathbf{r})=\int \frac{\rho\left(\mathbf{r}^{\prime}\right)}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r}^{\prime} \tag{2.33}
\end{equation*}
$$

is the electrostatic Hartree potential (also called Coulomb potential) and

$$
\begin{equation*}
V_{\mathrm{xc}}(\mathbf{r})=\frac{\delta E_{\mathrm{xc}}[\rho]}{\delta \rho(\mathbf{r})} \tag{2.34}
\end{equation*}
$$

is the exchange-correlation potential.
The fermionic many-body ground state WF for such a non-interacting system can by constructed as Slater determinant of the matrix of the $N_{\mathrm{e}}$ lowest energy singleparticle states

$$
\Psi\left(\mathbf{r}_{1}, \mathbf{r}_{2}, \ldots, \mathbf{r}_{N_{e}}\right)=\left|\begin{array}{cccc}
\Psi_{1}\left(\mathbf{r}_{1}\right) & \Psi_{1}\left(\mathbf{r}_{2}\right) & \ldots & \Psi_{1}\left(\mathbf{r}_{N_{e}}\right)  \tag{2.35}\\
\Psi_{2}\left(\mathbf{r}_{1}\right) & \Psi_{2}\left(\mathbf{r}_{2}\right) & \ldots & \Psi_{2}\left(\mathbf{r}_{N_{e}}\right) \\
\vdots & \vdots & \ddots & \vdots \\
\Psi_{N_{e}}\left(\mathbf{r}_{1}\right) & \Psi_{N_{e}}\left(\mathbf{r}_{2}\right) & \ldots & \Psi_{N_{\mathrm{e}}}\left(\mathbf{r}_{N_{\mathrm{e}}}\right)
\end{array}\right|
$$

Using the orthogonality relation for the single-particle WFs $\int \Psi_{i}^{*}(\mathbf{r}) \Psi_{j}(\mathbf{r}) d \mathbf{r}=\delta_{i j}$ the ground state electron density [Eq. (2.11)] for such a many-body WF is

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i=1}^{N_{e}} \Psi_{i}^{*}(\mathbf{r}) \Psi_{i}(\mathbf{r}), \tag{2.36}
\end{equation*}
$$

which is equivalent to populating the $N_{\mathrm{e}}$ lowest lying single-particle levels. It is possible to generalize this to non-integer occupation [77, 70], so that the density becomes

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i=1} n_{i} \Psi_{i}^{*}(\mathbf{r}) \Psi_{i}(\mathbf{r}), \tag{2.37}
\end{equation*}
$$

where the sum now goes over all WFs and $n_{i} \in[0,1]$ is the occupation number of the eigenstate with index $i$ and energy $\epsilon_{i}$. The correct set of $\left\{n_{i}\right\}$ is the one that minimized the total energy [70] with the constraint that

$$
\begin{equation*}
N_{\mathrm{e}}=\sum_{i} n_{i} . \tag{2.38}
\end{equation*}
$$

In practice however usually only the lowest lying states are occupied.
The kinetic energy of this non-interacting system with density $\rho(\mathbf{r})$ is

$$
\begin{equation*}
T_{\mathrm{s}}=\sum_{i=1} n_{i} \int \Psi_{i}^{*}(\mathbf{r})\left(-\frac{1}{2} \nabla^{2}\right) \Psi_{i}(\mathbf{r}) d \mathbf{r} \tag{2.39}
\end{equation*}
$$

Although the functional dependence of $T_{\mathrm{s}}$ on $\rho(\mathbf{r})$ is unknown, this equation shows that it is possible to calculate $T_{\mathrm{s}}$ indirectly as $T_{\mathrm{s}}\left[\left\{\Psi_{i}\right\}\right]$ by first solving the KS equation [Eq. (2.28)] to obtain the set of ground state single-particle WFs $\left\{\Psi_{i}\right\}$. The possibility to calculate an approximate value for the kinetic energy is one of the main advantages of the KS scheme in practical applications. The other reason for the success of the KS scheme is that a number of approximations for the exchange-correlation potential have been developed and that these work well for a variety of materials, even if not in all.

We conclude this section with some notes about the physical meaning of the KS eigenvalues. The sum of the eigenvalues $\epsilon_{i}$

$$
\begin{equation*}
\sum_{i=1}^{N_{e}} \epsilon_{i}=T_{\mathrm{s}}[\rho]+\int V_{\mathrm{eff}}(\mathbf{r}) \rho(\mathbf{r}) d \mathbf{r} \tag{2.40}
\end{equation*}
$$

is not equal to the total energy $E_{V}$ from Eq. (2.24). This instead can be rewritten as

$$
\begin{equation*}
E_{V}=\sum_{i=1}^{N_{e}} \epsilon_{i}-\frac{1}{2} \int \frac{\rho(\mathbf{r}) \rho(\mathbf{r})}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} d \mathbf{r} d \mathbf{r}^{\prime}+E_{\mathrm{xc}}[\rho]-\int V_{\mathrm{xc}}(\mathbf{r}) \rho(\mathbf{r}) d \mathbf{r} . \tag{2.41}
\end{equation*}
$$

The physical meaning of the eigenvalues $\epsilon_{i}$ is that each eigenvalue corresponds to the derivative of the total energy with respect to the occupation number $n_{i}$ of the state

$$
\begin{equation*}
\epsilon_{i}=\frac{d E_{\mathrm{V}}}{d n_{i}} . \tag{2.42}
\end{equation*}
$$

This fundamental relation is usually referred to as Janak theorem, and is valid for any $n_{i}$ ranging between 0 and $1[77,70]$. For molecules it is therefore possible to obtain the electron affinity $A$, defined as the total energy difference for a molecule in its neutral state ( $N_{0}$ electrons) and in the singly reduced stated ( $N_{0}+1$ electrons)

$$
\begin{equation*}
A=E_{\mathrm{V}}\left(N_{0}\right)-E_{\mathrm{V}}\left(N_{0}+1\right)=-\int_{0}^{1} \epsilon_{\mathrm{LUMO}}(n) d n \tag{2.43}
\end{equation*}
$$

where LUMO denotes the lowest unoccupied molecular orbital. The larger the affinity the more favorable it is for the molecule to bind an extra electron. In the same way the ionization potential $I$, which is the energy difference upon removal of an electron, can be calculated as

$$
\begin{equation*}
I=E_{\mathrm{V}}\left(N_{0}-1\right)-E_{\mathrm{V}}\left(N_{0}\right)=-\int_{0}^{1} \epsilon_{\mathrm{HOMO}}(n) d n \tag{2.44}
\end{equation*}
$$

where HOMO denotes the highest occupied molecular orbital. The larger the ionization potential the more energy is required to remove an electron from the molecule. It can be shown that $\epsilon_{\mathrm{HOMO}}(n)$ should be a constant for any value of $n>0$, and that in general $\epsilon_{\mathrm{HOMO}}(n)>\epsilon_{\mathrm{HOMO}}(0)$ for any $n>0[78,79,80]$. This discontinuity of $\epsilon_{\text {HOMO }}(n)$ for an infinitesimal $n$ is known as the "derivative discontinuity" (referring to the fact that $\epsilon_{\text {НОмО }}$ is a derivative of the total energy with occupation number). The ionization potential therefore becomes

$$
\begin{equation*}
I=-\epsilon_{\mathrm{HOMO}}, \tag{2.45}
\end{equation*}
$$

where by definition the occupation of the HOMO is assumed to be non-zero. We note however that this relation is only valid if one uses a XC functional that correctly describe the derivative discontinuity. For approximate functionals that do not have this property $-\epsilon_{\text {HOMO }}$ is only a rough approximation for $I$.

### 2.1.4 Spin-polarized DFT

The generalization of DFT to a collinear spin-polarized system is achieved by introducing separately a majority electron density $\rho^{\uparrow}(\mathbf{r})$ and a minority electron density $\rho^{\downarrow}(\mathbf{r})[81,70]$. The total electron density then is

$$
\begin{equation*}
\rho(\mathbf{r})=\rho^{\uparrow}(\mathbf{r})+\rho^{\downarrow}(\mathbf{r}), \tag{2.46}
\end{equation*}
$$

and the magnetization density is defined as the difference

$$
\begin{equation*}
m(\mathbf{r})=\rho^{\uparrow}(\mathbf{r})-\rho^{\downarrow}(\mathbf{r}) \tag{2.47}
\end{equation*}
$$

Majority and minority spins satisfy two independent KS equations

$$
\begin{align*}
\hat{H}_{\mathrm{KS}}^{\dagger} \Psi_{i}^{\dagger} & =\epsilon_{i}^{\dagger} \Psi_{i}^{\dagger}, \\
\hat{H}_{\mathrm{KS}}^{\downarrow} \Psi_{i}^{\downarrow} & =\epsilon_{i}^{\downarrow} \Psi_{i}^{\downarrow}, \tag{2.48}
\end{align*}
$$

where $\hat{H}_{\mathrm{KS}}^{\sigma}=\frac{\delta E_{K S}}{\delta \rho^{\sigma}(\mathbf{r})} . \sigma$ indicates the spin and is either $\uparrow$ or $\downarrow$. All the terms of the KS Hamiltonian operators $\hat{H}_{\mathrm{KS}}^{\dagger}$ and $\hat{H}_{\mathrm{KS}}^{\downarrow}$ are identical and depend only on $\rho(\mathbf{r})$ except for the XC potential, for which in general $V_{\mathrm{xc}}^{\dagger}(\mathbf{r}) \neq V_{\mathrm{xc}}^{\perp}(\mathbf{r})$. The reason is that the XC energy is a functional of both $\rho^{\dagger}(\mathbf{r})$ and $\rho^{\downarrow}(\mathbf{r})\left(E_{\mathrm{xc}}=E_{\mathrm{xc}}\left[\rho^{\dagger}, \rho^{\downarrow}\right]\right)$, so that $V_{\mathrm{xc}}^{\dagger}(\mathbf{r})=\frac{\delta E_{\mathrm{xc}}\left[\rho^{\dagger}, \rho^{\downarrow}\right]}{\delta \rho^{\dagger}(\mathbf{r})}$ and $V_{\mathrm{xc}}^{\perp}(\mathbf{r})=\frac{\delta E_{\mathrm{xc}}\left[\rho^{\dagger}, \rho^{\downarrow}\right]}{\delta \rho^{\perp}(\mathbf{r})}$ are different. The ground state electron density is obtained by occupying the $N_{\mathrm{e}}$ lowest energy levels choosing from both spins

$$
\begin{equation*}
\rho^{\sigma}(\mathbf{r})=\sum_{i=1}^{N^{\sigma}} \Psi_{i}^{\sigma *}(\mathbf{r}) \Psi_{i}^{\sigma}(\mathbf{r}) \tag{2.49}
\end{equation*}
$$

where $N_{\mathrm{e}}=N^{\uparrow}+N^{\downarrow}$.
The general procedure for a non-collinear spin-configuration is similar, however in that case 4 electron densities are needed and the KS equation becomes a matrix-vector equation where the $2 \times 2 \mathrm{KS}$ Hamiltonian acts on spinor wave functions [82, 72].

### 2.1.5 Exchange-correlation functionals

In principle the Kohn-Sham formalism is exact. However this is based on the assumption that the exchange-correlation potential $V_{\mathrm{xc}}[\rho](\mathbf{r})$ can be calculated exactly, which in practice is not possible. There are however different approximations for $V_{\mathrm{xc}}[\rho](\mathrm{r})$ that work well for a set of systems.

Since $V_{\mathrm{xc}}(\mathbf{r})$ is a functional of $\rho(\mathbf{r})$, in general the value of $V_{\mathrm{xc}}$ at a point $\mathbf{r}$ depends on the value of the function $\rho\left(\mathbf{r}^{\prime}\right)$ over the whole space spanned by $\mathbf{r}^{\prime}$. The most basic approximation is the local density approximation (LDA), where it is assumed that $V_{\mathrm{xc}}$ at point $\mathbf{r}$ is a function of the density at that point only, so that $V_{\mathrm{xc}}(\mathbf{r})=V_{\mathrm{xc}, \mathrm{LDA}}(\rho(\mathbf{r}))$ $[67,70]$. The function $V_{\mathrm{xc}, \mathrm{LDA}}(\rho(\mathbf{r}))$ is chosen in such a way to be the exact solution for a uniform electron density, and is therefore a good approximation for electron densities that vary slowly over space [67]. Although this condition is rarely fulfilled in real systems, the LDA works well for many systems, mainly because it fulfills all relevant sum rules and has many correct formal features [71]. The generalization of the LDA for spin-polarized systems is the local spin density approximation (LSDA), where $V_{\mathrm{xc}}^{\sigma}(\mathbf{r})=V_{\mathrm{xc}, \mathrm{LSDA}}^{\sigma}\left(\rho^{\dagger}(\mathbf{r}), \rho^{\downarrow}(\mathbf{r})\right)$ [81].

The so called generalized gradient approximation (GGA) is an expansion of the LDA, where $V_{\mathrm{xc}}$ depends also on the gradient of $\rho^{\sigma}(\mathbf{r})$, so that $[71,72]$

$$
\begin{equation*}
V_{\mathrm{xc}}^{\sigma}(\mathbf{r})=V_{\mathrm{xc}, \mathrm{GGA}}^{\sigma}\left(\rho^{\dagger}(\mathbf{r}), \rho^{\downarrow}(\mathbf{r}), \nabla \rho^{\dagger}(\mathbf{r}), \nabla \rho^{\downarrow}(\mathbf{r})\right) . \tag{2.50}
\end{equation*}
$$

There are different flavors of GGAs that are built in such a way as to satisfy different criteria $[83,84,85]$. In this work the GGA as parametrized by Perdew, Burke and Ernzerhof (PBE) is used [85].

Both the LDA and GGA are local approximations in the sense that $V_{\mathrm{xc}}^{\sigma}(\mathbf{r})$ depends only on the properties of the electron density at that single point $\mathbf{r}$. Therefore they usually both give similar results, so that for systems where LDA gives a fundamentally wrong result also GGA will not improve the results much. The failures of the LDA and GGA are mainly found for materials where the electrons tend to be localized and "strongly interacting", which is for example the case of many transition-metal oxides [72]. One way to solve this problem is to use non-local, orbital-dependent exchange-correlation functionals [71, 73, 72].

A computationally inexpensive approach of this type to correct some of the LDA failures, typically used for transition-metal oxides, is the "LDA +U " approximation [86, 87]. In this case the LDA XC energy is replaced by a Hubbard- $U$ type orbitaldependent energy for some orbitals, usually the $d$ and $f$ orbitals, with the effect that occupied orbitals are shifted to lower energies, whereas unoccupied are shifted to higher energies. The method is not fully $a b$ initio since it relies on the parameters $U$ and $J$, which are usually chosen in such a way as to reproduce some reference properties the material.

One of the fundamental problems of LDA and GGA is the so-called "self-interaction" [88, 70, 72], which is caused by the fact that in the Hartree potential [Eq. (2.33)] the integral is performed over the total $\rho(\mathbf{r})$, which includes the spurious electrostatic interaction of each particle with itself. A similar self energy contribution is also included in the LDA and GGA XC potential. For example, in the single electron case the Coulomb potential acting on a particle should be zero. In the LDA and GGA however the particle will feel the potential generated by itself. In the Hartree-Fock approach the self-interaction in $V_{\mathrm{H}}$ is exactly canceled by the exchange term [72], so that the total potential is self-interaction free. The problem in LDA and GGA is that the exchange potential is only approximated and therefore this cancellation is not complete, so that part of the unphysical self-interaction remains. One way to overcome this problem is the use of an exact functional for the exchange part in the XC potential, so that by construction the self-interaction is canceled [89, 71, 72]. The correlation part of the potential has to be added separately, and it is important that this does not reintroduce a spurious self-interaction. The problem of such an approach is that it is difficult to construct the corresponding correlation, which is especially important in transition metals, moreover the method is computationally very expensive. Another possibility is to explicitly add a "self-interaction correction" (SIC) to the XC functional. Different functionals have been developed to this aim, most recent works are however based on the ideas of Perdew and Zunger [88]. The main drawback of these methods however is that they are still computationally much more expensive than LDA or GGA. In this work we use the "atomic-SIC" (ASIC) approximation, described in Ref. [90] and based on the concepts in Refs. [91, 92]. It is a computationally inexpensive approximate method which has been shown to give good results for a variety of systems. For metal-oxides it improves the band gap usually bringing it close to the experimental value. Similarly the ionization potential of molecules is improved compared to LDA [90]. Those improvements are important in electronic transport calculations through molecules [93]. We note however that neither the LDA, nor the GGA or the ASIC correctly describe the "derivative dis-
continuity". We also note that for metallic systems the ASIC often gives unphysical results. In the ASIC an occupation dependent correction is added to the LDA XC potential, with the effect that occupied states are shifted down to lower energies, whereas unoccupied levels are not affected. The physical reason for this is that due to the self-interaction error the LDA XC energy is too high only for occupied states.

In our calculations we use either LDA, GGA or LDA+ASIC, depending on which XC functional is better suited to the studied materials.

### 2.2 The SIESTA code

There exists a variety of different $a b$ initio computer codes that implement the DFT method in order to calculate the electronic structure of materials [94, 95, 96, 97, $98,99,100,101,69]$. The differences between the various code generally lie in the basis set over which the Kohn-Sham WFs are expanded, and in the approximations used, where usually the tradeoff lies between accuracy and speed. In this work the SIESTA code is used [69]. SIESTA employs pseudopotentials to describe the nuclei and the core electrons, and the WF is expanded as a linear combination of nonorthogonal atomic orbitals. In this section a brief overview of SIESTA is given, a more detailed description can be found in Refs. [69, 102, 103, 104, 105]. The main advantages of SIESTA for the purposes of this work are that it is a very efficient code and therefore makes it possible to calculate systems with a rather large number of atoms (of the order of a few thousands). Furthermore the Hamiltonian is written in a tight-binding like form, which makes it easy to integrate the electronic transport formalism developed in tight-binding schemes (see chapter 4). Another big advantage is that the source code is open, so that it can be modified depending on the user's needs.

### 2.2.1 Pseudopotentials

In order to reduce the number of states in the calculation it is of advantage to split the electrons of an atom into core and valence electrons. The valence electrons are the ones occupying the outer shells that are responsible for the chemical bonding, so that the electronic properties of these states depends strongly on their chemical environment. The core electrons on the other hand are the ones in the fully occupied inner shells. These do not participate to the chemical bonding, and their electronic properties are only slightly affected by the chemical environment, so that the potential generated by the core electrons can be assumed to be independent from the environment. It is
therefore possible to remove the core electrons from the calculation and only consider the valence electrons. The nucleus and the core electrons are then replaced by an effective potential. This effective potential however is singular at the position of the nucleus, and to describe it properly a very fine mesh would be needed. However since the electronic properties of molecules and solids are determined by the charge density in the bonding region, it is not necessary to describe the charge density close to the nucleus accurately. It is therefore possible to replace the effective potential by the so-called pseudopotential $V_{\mathrm{PS}}$, which avoids the singularity at the nucleus, but reproduces the right potential at larger distances. In the same way the corresponding pseudo-wave functions differ from the atomic wave functions close to the nucleus, but they are identical in the bonding region. An atom where the nucleus and the core electrons are replaced by a pseudo-potential is called a pseudo-atom.

In SIESTA Trullier-Martins norm-conserving pseudopotentials are used [106, 107]. The effective single-particle atomic potential $V_{\text {eff,cv }}$ acting on the valence electrons is equal to the sum of the effective potential generated by the nucleus and the core electrons $V_{\text {eff,c }}$ and the one generated by the other valence electrons alone $V_{\mathrm{v}}$, so that $V_{\mathrm{eff}, \mathrm{cv}}=V_{\mathrm{eff}, \mathrm{c}}+V_{\mathrm{v}}$. It is assumed that $V_{\mathrm{eff}, \mathrm{cv}}$ is spherical, so that $V_{\mathrm{eff}, \mathrm{cv}}=V_{\mathrm{eff}, \mathrm{cv}}(r)$, where $r$ is the distance from the nucleus. The valence WFs can therefore be expanded as a product of a radial part $R_{n l}(r)$ with the spherical harmonics $Y_{l m}(\theta, \phi)$ that only depend on the angles $\theta$ and $\phi$. The radial atomic-WF $R_{n l}(r)$ are then constructed by self-consistently solving the radial KS equation

$$
\begin{equation*}
\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{2 r^{2}}+V_{\mathrm{eff}, \mathrm{c}}(r)+V_{\mathrm{v}}(r)\right] r R_{n l}(r)=\epsilon_{n l} R_{n l}(r), \tag{2.51}
\end{equation*}
$$

where the corresponding equation for the pseudo-atom is

$$
\begin{equation*}
\left[-\frac{1}{2} \frac{d^{2}}{d r^{2}}+\frac{l(l+1)}{2 r^{2}}+V_{\mathrm{PS}, l}(r)+V_{\mathrm{v}}(r)\right] r R_{\mathrm{PS}, l}(r)=\epsilon_{l} R_{\mathrm{PS}, l}(r) . \tag{2.52}
\end{equation*}
$$

Here $V_{\mathrm{PS}, l}(r)$ and $R_{\mathrm{PS}, l}(r)$ are the $l$-dependent pseudo-potential and pseudo-WF respectively. We note that there is no dependence on $n$, but, since for each quantum number $l$ a different equation is solved, the pseudopotential will be different for each $l$. $V_{\mathrm{PS}, l}(r)$ is constructed from Eq. (2.52) in a unique way by requiring the following four criteria to be satisfied [106]:

1. For a given principal quantum number $n$ the atomic wave functions have $n-1$ nodes. The corresponding pseudo-wave-functions however have no nodes, this means that all information about the $n$ quantum number is lost.
2. The pseudo-wave-function is identical to the atomic wave function beyond a critical radius $r_{\mathrm{c}}$.


Figure 2.1: (a) Pseudo-WF and all-electron-WF for the Fe-4s shell and (b) the corresponding pseudopotential.
3. The charge inside a sphere of radius $r_{\mathrm{c}}$ is the same for both atomic- and pseudo-wave-function.
4. The eigenvalues calculated for both the atomic- and pseudo-wave-function are equal.

In Fig. 2.1(a) the all-electron radial WF is shown together with the corresponding pseudo-WF for the Fe-4s shell. In Fig. 2.1(b) the corresponding pseudopotential is shown. The pseudopotential converges to the unscreened potential $-Z / r$ for $r>r_{\mathrm{c}}$, where $Z$ is the number of valence electrons.

For certain elements that have a core charge with a rather large extension it is necessary to add non-linear core corrections [108]. In this case the value of part of the core charge is stored together with the pseudopotential and taken into account for the calculation of the exchange-correlation potential for the pseudo-atom.

Since $\hat{V}_{\mathrm{PS}}$ is different for each $l$, it can be written as $\hat{V}_{\mathrm{PS}}(r)=\sum_{l} V_{\mathrm{PS}, l}(r) \hat{P}_{l}$, where $\hat{P}_{l}$ is a projector onto the $l$ component of the WF. The long tail $-Z / r$ part of the pseudopotential is identical for all $l$, whereas the $l$-dependent part has only finite range equal to $r_{c}$. It is therefore possible to split the pseudopotential into a long range $l$-independent $V_{\text {local }}$ and short range $l$-dependent part

$$
\begin{equation*}
\hat{V}_{\mathrm{PS}}(r)=V_{\text {local }}(r)+\sum_{l m} \delta V(r) \hat{P}_{l} \tag{2.53}
\end{equation*}
$$

where $\delta V(r)=\delta V_{\mathrm{PS}, l}(r)-V_{\text {local }}(r)$ is short ranged [69, 106]. Furthermore the $l$ dependent part is approximated into the fully non-local form $\hat{V}_{\mathrm{KB}}$ as proposed by Kleinman and Bylander (KB) [109, 106, 107, 69]. The result is that the pseudopotential operator is of finite range and has the form $\hat{V}_{\mathrm{PS}}(r)=V_{\text {local }}(r)+\hat{V}_{\mathrm{KB}}$.

### 2.2.2 Basis set

One of the goals of the SIESTA program is to achieve linear scaling in the computational effort with system size. This requires finite range interactions and the corresponding sparsity of all the relevant matrices. The sparsity is achieved by expanding the WF as a linear combination of atomic orbitals (LCAO) of the type described in Ref. [110]. These basis orbitals have a finite radius, and they are strictly zero beyond that. For an atom $I$ located at position $\mathbf{R}_{I}$ the basis functions are

$$
\begin{equation*}
\Phi_{I l m n}(\mathbf{r})=\Phi_{I l n}\left(r_{I}\right) Y_{l m}\left(\frac{\mathbf{r}_{I}}{r_{I}}\right) \tag{2.54}
\end{equation*}
$$

where $\mathbf{r}_{I}=\mathbf{r}-\mathbf{R}_{I}, r_{I}=\left|\mathbf{r}_{I}\right|, l$ and $m$ are the angular momentum quantum numbers, and the index $n$ indicates the fact that for each $l, m$ an arbitrary number of nodeless radial functions can be used. These are called higher $\zeta$-orbitals [69]. In principle the shape of the basis orbitals $\Phi_{I I n}(r)$ is arbitrary, however in SIESTA these are usually calculated in such a way that they correspond to the solution of the pseudo-atom within a spherical box. In order to confine them inside a certain cutoff radius $r_{\mathrm{c}}$ an infinite hard wall potential is imposed at $r_{\mathrm{c}}$. The smaller $r_{\mathrm{c}}$, the more the basis functions differ from the atomic WF. In practice the first $\zeta$-orbital is constructed by solving the radial KS equation for the pseudo-atom [Eq. (2.52)] at a slightly higher energy

$$
\begin{equation*}
\left[-\frac{1}{2 r} \frac{d^{2}}{d r^{2}} r+\frac{l(l+1)}{2 r^{2}}+V_{\mathrm{PS}, l}(r)+V_{v}(r)\right] \Phi_{l}(r)=\left(\epsilon_{l}+\delta \epsilon_{l}\right) \Phi_{l}(r) \tag{2.55}
\end{equation*}
$$

with $\Phi_{l}\left(r_{\mathrm{c}}\right)=0$. The energy shift $\delta \epsilon_{l}$ can be chosen in such a way that the first node of $\Phi_{l}(r)$ occurs at $r=r_{\mathrm{c}}$. Higher $\zeta$-orbitals are constructed starting from the first $\zeta$-orbital using the split-norm scheme [111]. The basis can further be enriched by including so-called polarization orbitals, which are obtained by polarizing the basis orbitals with an electric field [69].

### 2.2.3 Electron Hamiltonian and density matrices

For a set of pseudo-atoms the non-spin-polarized KS Hamiltonian operator $\hat{H}$ (we omit the index "KS" to explicitly label the Kohn-Sham Hamiltonian) as defined in Eq. (2.29) is

$$
\begin{equation*}
\hat{H}=\hat{T}+\sum_{I} V_{\text {local }, I}(\mathbf{r})+\sum_{I} \hat{V}_{\mathrm{KB}, I}+V_{\mathrm{H}}(\mathbf{r})+V_{\mathrm{xc}}(\mathbf{r}), \tag{2.56}
\end{equation*}
$$

where $\hat{T}$ is the kinetic energy operator [Eq. (2.30)], $V_{H}(\mathbf{r})$ is the Hartree electrostatic potential [Eq. (2.33)] and $V_{\mathrm{xc}}(\mathbf{r})$ is the exchange-correlation potential. $V_{\text {local }, I}(\mathbf{r})$ is the
local part of the pseudopotential of atom $I$ and $\hat{V}_{\mathrm{KB}, I}$ is the corresponding KleinmanBylander projector [69]. $V_{\text {local }, I}(\mathbf{r})$ is a long range potential decaying as $-Z_{I} / r_{I}$, where $Z_{I}$ is the valence charge of pseudo-atom $I$. It is however possible to obtain a short range potential by screening $V_{\text {local }, I}(\mathbf{r})$ with the Coulomb potential generated by the atomic electron valence density $\rho_{I}(\mathbf{r})$, since $\int \rho_{I}(\mathbf{r}) d \mathbf{r}=Z_{I}$ and therefore the total charge of such a combined system is zero. $\rho_{I}(\mathbf{r})$ is obtained by populating the levels of the pseudo-atom according to the free-standing atomic occupation with $Z_{I}$ electrons. By Adding the Coulomb screening potential $V_{\mathrm{H}}\left[\rho_{I}\right](\mathbf{r})$ generated by $\rho_{I}(\mathbf{r})$ to $V_{\text {local }, I}(\mathbf{r})$ the neutral atom potential $V_{\mathrm{NA}, I}(\mathbf{r})=V_{\text {local, } I}(\mathbf{r})+V_{\mathrm{H}}\left[\rho_{I}\right](\mathbf{r})$ is obtained. We note that $V_{\mathrm{NA}, I}(\mathbf{r})$ is zero if $r_{I} \geq r_{\mathrm{c}, \text { max }}$, where $r_{\mathrm{c}, \text { max }}$ is the largest of the cutoff radii $r_{\mathrm{c}, l}$ for all $l$ of atom $I$. If we define $\delta \rho(\mathbf{r})=\rho(\mathbf{r})-\sum_{I} \rho_{I}(\mathbf{r})$, so that $\int \delta \rho(\mathbf{r}) d \mathbf{r}=0$, the total Hamiltonian can be rewritten as

$$
\begin{equation*}
\hat{H}=\hat{T}+\sum_{I} \hat{V}_{\mathrm{KB}, I}+\sum_{I} V_{\mathrm{NA}, I}(\mathbf{r})+\delta V_{\mathrm{H}}(\mathbf{r})+V_{\mathrm{xc}}(\mathbf{r}), \tag{2.57}
\end{equation*}
$$

where $\delta V_{\mathrm{H}}(\mathbf{r})=V_{\mathrm{H}}[\delta \rho](\mathbf{r})$ is the Coulomb potential generated by the charge $\delta \rho(\mathbf{r})$. All the potentials in the Hamiltonian are now short-range.

The KS equation [Eq. (2.28)] then is

$$
\begin{equation*}
\hat{H} \Psi(\mathbf{r})=E \Psi(\mathbf{r}) \tag{2.58}
\end{equation*}
$$

The WF $\Psi(\mathbf{r})$ is expanded over the localized basis orbitals described in Sec. 2.2.2

$$
\begin{equation*}
\Psi(\mathbf{r})=\sum_{\nu} \psi_{\nu} \Phi_{\nu}(\mathbf{r}) \tag{2.59}
\end{equation*}
$$

where the set of indices $\{\operatorname{Ilmn}\}$ has been collected into the general index $\nu$. In Eq. (2.59) the sum runs over all $N_{\mathrm{u}}$ orbitals in the simulation cell. The KS equation becomes

$$
\begin{equation*}
\sum_{\nu} \hat{H}(\mathbf{r}) \Phi_{\nu}(\mathbf{r}) \psi_{\nu}=E \sum_{\nu} \Phi_{\nu}(\mathbf{r}) \psi_{\nu} \tag{2.60}
\end{equation*}
$$

Multiplying this equation from the left by $\Phi_{\mu}^{*}(\mathbf{r})$ and integrating over $\mathbf{r}$ we obtain a matrix equation

$$
\begin{equation*}
\sum_{\nu} H_{\mu, \nu} \psi_{\nu}=E \sum_{\nu} S_{\mu, \nu} \psi_{\nu} \tag{2.61}
\end{equation*}
$$

Here we have introduced the overlap matrix

$$
\begin{equation*}
S_{\mu, \nu}=\left\langle\Phi_{\mu} \mid \Phi_{\nu}\right\rangle=\int \Phi_{\mu}^{*}(\mathbf{r}) \Phi_{\nu}(\mathbf{r}) d \mathbf{r} \tag{2.62}
\end{equation*}
$$

and the Hamiltonian matrix

$$
\begin{equation*}
H_{\mu \nu}=\left\langle\Phi_{\mu}\right| \hat{H}\left|\Phi_{\nu}\right\rangle=\int \Phi_{\mu}^{*}(\mathbf{r}) \hat{H}(\mathbf{r}) \Phi_{\nu}(\mathbf{r}) d \mathbf{r} \tag{2.63}
\end{equation*}
$$

The dimension of the matrices $S$ and $H$ is equal to the number of basis orbitals in the simulation cell $N_{\mathrm{u}}$. For a collinear spin-polarized calculation the Hamiltonian will be different for up and down spin

$$
\begin{align*}
H_{\mu \nu}^{\dagger} & =\left\langle\Phi_{\mu}\right| \hat{H}^{\dagger}\left|\Phi_{\nu}\right\rangle,  \tag{2.64}\\
H_{\mu \nu}^{\downarrow} & =\left\langle\Phi_{\mu}\right| \hat{H}^{\downarrow}\left|\Phi_{\nu}\right\rangle, \tag{2.65}
\end{align*}
$$

where the difference between $\hat{H}^{\dagger}$ and $\hat{H}^{\downarrow}$ lies in the exchange-correlation potential (see Sec. 2.1.4). In the remaining part of this section we will describe an unpolarized system, the generalization to a spin-polarized system is straight-forward.

The normalization of the WFs in real space $\int\left|\Psi_{i}(\mathbf{r})\right|^{2} d \mathbf{r}=1$ leads to the normalization of the expansion coefficients $\psi^{\dagger} S \psi=1$. By using Eq. (2.36) the charge density in real space then is

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i=1}^{N_{\mathrm{e}}}\left|\Psi_{i}(\mathbf{r})\right|^{2}, \tag{2.66}
\end{equation*}
$$

where the sum goes over the $N_{\mathrm{e}}$ lowest lying states. The numerical stability and convergence can be improved by partially occupying also some of the higher lying levels, in which case the charge density becomes

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{i} n_{i}\left|\Psi_{i}(\mathbf{r})\right|^{2}, \tag{2.67}
\end{equation*}
$$

where the sum now goes over all $N_{\mathrm{u}}$ WFs and $n_{i} \in[0,1]$ is the occupation number of the eigenstate with index $i$ and energy $E_{i}$. Within SIESTA $n_{i}$ is given by a FermiDirac distribution $n_{i}=f\left(E_{i}\right)$

$$
\begin{equation*}
f\left(E_{i}\right)=\frac{1}{1+e^{\frac{E_{i}-E_{F}}{k_{\mathrm{B}} T}}}, \tag{2.68}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant, $T$ is the electronic temperature and $E_{\mathrm{F}}$ is the Fermi energy.

Then the charge density is expanded as function of the basis orbitals and becomes

$$
\begin{equation*}
\rho(\mathbf{r})=\sum_{\mu \nu} \rho_{\mu \nu} \Phi_{\nu}^{*}(\mathbf{r}) \Phi_{\mu}(\mathbf{r}), \tag{2.69}
\end{equation*}
$$

where we have introduced the density matrix

$$
\begin{equation*}
\rho_{\mu \nu}=\sum_{i} n_{i} \psi_{i \mu} \psi_{i \nu}^{*} \tag{2.70}
\end{equation*}
$$

This is a Hermitian $N_{\mathrm{u}} \times N_{\mathrm{u}}$ matrix. Since within the LDA and GGA approximations for the exchange-correlation potential the real space Hamiltonian is a functional of
$\rho(x)$, in matrix representation it is a function of the density matrix $H=H(\rho)$. Since the integral over the simulation cell of the charge density is equal to the number of valence electrons $N_{\mathrm{e}}$ it is possible to express $N_{\mathrm{e}}$ as function of the density matrix

$$
\begin{equation*}
N_{\mathrm{e}}=\int \rho(\mathbf{r}) d \mathbf{r}=\sum_{\mu \nu} \rho_{\mu \nu} S_{\nu \mu}=\operatorname{Tr}[\rho S] . \tag{2.71}
\end{equation*}
$$

Using the normalization of the WF this simplifies to

$$
\begin{equation*}
N_{\mathrm{e}}=\sum_{i} n_{i} . \tag{2.72}
\end{equation*}
$$

For a given set of eigenvalues $E_{i}$ this equation implicitly determines the Fermi energy used in Eq. (2.70) to obtain $\rho$.

Since $H$ depends on $\rho$, and in turn $\rho$ depends on $H$, the solution has to be selfconsistent. Starting from a trial density matrix $\rho^{\text {in }}$ the corresponding Hamiltonian $H\left(\rho^{\mathrm{in}}\right)$ is constructed, and from this the density matrix $\rho^{\text {out }}=\rho\left(H\left(\rho^{\mathrm{in}}\right)\right)$ is obtained. If $\rho^{\text {in }}$ is the self-consistent solution then $\rho^{\text {out }}=\rho^{\text {in }}$. In a practical calculation the criterion for self-consistency is $\left\|\rho^{\text {out }}-\rho^{\text {in }}\right\|<\epsilon_{\mathrm{SC}}$, where $\|\ldots\|$ is a matrix norm, usually the maximum norm, and $\epsilon_{\text {SC }}$ is a small number setting the degree of convergence. In SIESTA the self-consistent solution is found by updating $\rho^{\text {in }}$ using part of the output density matrix $\rho^{\text {out }}$ until the self-consistent criterion is fulfilled [112].

### 2.2.4 Brillouin zone sampling

An infinite periodic system is obtained by specifying a unit cell by its three lattice vectors together with the internal positions of the atoms inside the unit cell. The crystal is then constructed by stacking cells separated by the lattice vectors in all directions, and the charge density can be constructed by applying Bloch theorem. In this section we denote orbitals inside a reference unit cell by unprimed indices (e.g. $\mu, \nu, \ldots$ ), and those in a general cell in the full crystal by primed indices (e.g. $\mu^{\prime}$, $\nu^{\prime}, \ldots$ ). Sums over unprimed orbital indices therefore run over the $N_{\mathrm{u}}$ orbitals in the unit cell, whereas sums over primed indices run over all the orbitals in the whole infinite crystal. The notation $\nu^{\prime} \equiv \nu$ indicates that $\Phi_{\nu^{\prime}}(\mathbf{r})$ and $\Phi_{\nu}(\mathbf{r})$ are equivalent orbitals, related by a lattice vector translation, so that orbital $\nu$ is the equivalent orbital inside the reference unit cell to the orbital $\nu^{\prime}$ in an arbitrary cell.

For a given $\mathbf{k}$-vector $\mathbf{k}=\left(k_{x}, k_{y}, k_{z}\right)$ in the Brillouin zone (BZ) the WF is expanded as

$$
\begin{equation*}
\psi_{\mathbf{k} \mu^{\prime}}=e^{i \mathbf{k} \overline{\mathbf{R}}_{\mu^{\prime}}} \psi_{\mathbf{k} \mu}, \quad \mu^{\prime} \equiv \mu \tag{2.73}
\end{equation*}
$$

Here $\overline{\mathbf{R}}_{\mu^{\prime}}=\mathbf{R}_{\mu^{\prime}}-\mathbf{R}_{\mu}$ is the lattice vector translation between the equivalent orbitals $\mu$ and $\mu^{\prime}$. For each $\mathbf{k}$-point the matrix KS equation [Eq. (2.61)] for the infinite system can be reduced to a matrix equation that involves only the orbitals of the unit cell

$$
\begin{equation*}
\sum_{\nu} H_{\mathbf{k} \mu \nu} \psi_{\mathbf{k} \nu}=E \sum_{\nu} S_{\mathbf{k} \mu \nu} \psi_{\mathbf{k} \nu} \tag{2.74}
\end{equation*}
$$

where the Hermitian $N_{\mathrm{u}} \times N_{\mathrm{u}}$ matrices $H_{\mathbf{k}}$ and $S_{\mathbf{k}}$ are given by

$$
\begin{align*}
H_{\mathbf{k} \mu \nu} & =\sum_{\nu^{\prime} \equiv \nu} H_{\mu \nu^{\prime}} e^{i \mathbf{k} \overline{\mathbf{R}}_{\nu^{\prime}}}  \tag{2.75}\\
S_{\mathbf{k} \mu \nu} & =\sum_{\nu^{\prime} \equiv \nu} S_{\mu \nu^{\prime}} e^{i \mathbf{k} \overline{\mathbf{R}}_{\nu^{\prime}}} . \tag{2.76}
\end{align*}
$$

Although in principle these sums run over all the unit cells of the infinite crystal, the number of non-zero terms in the sum is finite since the basis orbitals have strictly finite range. This is reflected in the structure of $H$ and $S$. The WF with energy $E_{i}$ in real space is then given by

$$
\begin{equation*}
\Psi_{\mathbf{k} i}(\mathbf{r})=\sum_{\mu^{\prime}} \psi_{\mathbf{k} i \mu^{\prime}} \Phi_{\mu^{\prime}}(\mathbf{r}) \tag{2.77}
\end{equation*}
$$

and also here since only a finite number of orbitals $\Phi_{\mu^{\prime}}(\mathbf{r})$ is non-zero at a given point $\mathbf{r}$, this sum effectively only goes over this finite number of orbitals and not over the whole crystal. The corresponding charge density is

$$
\begin{equation*}
\rho(\mathbf{r})=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} \sum_{i} n_{\mathbf{k} i}\left|\Psi_{\mathbf{k} i}(\mathbf{r})\right|^{2} d \mathbf{k}=\sum_{\mu^{\prime} \nu^{\prime}} \rho_{\mu^{\prime} \nu^{\prime}} \Phi_{\nu^{\prime}}^{*}(\mathbf{r}) \Phi_{\mu^{\prime}}(\mathbf{r}) . \tag{2.78}
\end{equation*}
$$

The $\mathbf{k}$-space integral goes over the BZ and $\Omega_{\mathrm{BZ}}=\int_{\mathrm{BZ}} d \mathbf{k}$ is the volume of the BZ . The density matrix now is

$$
\begin{equation*}
\rho_{\mu^{\prime} \nu^{\prime}}=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} e^{i \mathbf{k}\left(\overline{\mathbf{R}}_{\mu^{\prime}}-\overline{\mathbf{R}}_{\nu^{\prime}}\right)} \rho_{\mathbf{k} \mu \nu} d \mathbf{k}, \quad \mu^{\prime} \equiv \mu, \nu^{\prime} \equiv \nu \tag{2.79}
\end{equation*}
$$

with the $N_{\mathrm{u}} \times N_{\mathrm{u}}$ Hermitian matrix $\rho_{\mathbf{k} \mu \nu}$ defined as

$$
\begin{equation*}
\rho_{\mathbf{k} \mu \nu}=\sum_{i} n_{\mathbf{k} i} \psi_{\mathbf{k} i \mu} \psi_{\mathbf{k} i \nu}^{*} \tag{2.80}
\end{equation*}
$$

If $\rho_{\mathbf{k} \mu \nu}$ is known for all $\mathbf{k}$-points it is possible to construct $\rho_{\mu^{\prime} \nu^{\prime}}$ for all $\mu^{\prime}$ and $\nu^{\prime}$. With Eq. (2.71) the total number of particles in the unit cell becomes

$$
\begin{equation*}
N_{\mathrm{e}}=\int_{\mathrm{UC}} d \mathbf{r} \rho(\mathbf{r})=\sum_{\mu \nu^{\prime}} \rho_{\mu \nu^{\prime}} S_{\nu^{\prime} \mu}=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} \operatorname{Tr}\left[\rho_{\mathbf{k}} S_{\mathbf{k}}\right] d \mathbf{k}, \tag{2.81}
\end{equation*}
$$

where the real space integral over $\mathbf{r}$ spans the unit cell (UC). Using the normalization of the WFs $\int_{\mathrm{UC}}\left|\Psi_{\mathbf{k} i}(\mathbf{r})\right|^{2} d \mathbf{r}=1$, which leads to

$$
\begin{equation*}
\psi_{\mathbf{k} i}^{\dagger} S_{\mathbf{k}} \psi_{\mathbf{k} i}=1 \tag{2.82}
\end{equation*}
$$

this becomes

$$
\begin{equation*}
N_{\mathrm{e}}=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} \sum_{i} n_{\mathbf{k} i} d \mathbf{k} . \tag{2.83}
\end{equation*}
$$

This equation again implicitly sets the Fermi energy. For periodic systems therefore an independent Kohn-Sham equation is solved for each $\mathbf{k}$-point to obtain the set of eigenvalues and WFs. Using all the eigenvalues of all $\mathbf{k}$-points the Fermi energy is determined by Eq. (2.83), which then allows one to obtain the density matrix via Eqs. (2.79) and (2.80).

We conclude this section by providing the expression for the density of states (DOS). Starting from the total number of states $N_{\mathrm{u}}$ in the unit cell

$$
\begin{equation*}
N_{\mathrm{u}}=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{-\infty}^{\infty} d E \int_{\mathrm{BZ}} \sum_{i} \delta\left(E-E_{\mathbf{k} i}\right) d \mathbf{k} \tag{2.84}
\end{equation*}
$$

the $\operatorname{DOS} \mathcal{N}(E)$ is defined as

$$
\begin{equation*}
\mathcal{N}(E)=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} \sum_{i} \delta\left(E-E_{\mathbf{k} i}\right) d \mathbf{k} \tag{2.85}
\end{equation*}
$$

so that $N_{\mathrm{u}}=\int_{-\infty}^{\infty} \mathcal{N}(E) d E$. The total DOS can be split up in the contributions from the single orbitals, the so called projected density of states (PDOS), in the following way

$$
\begin{equation*}
\mathcal{N}(E)=\sum_{\mu}^{N_{\mathrm{u}}} \mathcal{N}_{\mu}(E), \tag{2.86}
\end{equation*}
$$

with the PDOS for orbital $\mu, \mathcal{N}_{\mu}$, defined as

$$
\begin{equation*}
\mathcal{N}_{\mu}(E)=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} \sum_{i}^{N_{\mathrm{u}}} \delta\left(E-E_{\mathbf{k} i}\right) \sum_{\nu}^{N_{\mathrm{u}}} \psi_{\mathbf{k} i \nu}^{*} S_{\nu \mu} \psi_{\mathbf{k} i \mu} d \mathbf{k} \tag{2.87}
\end{equation*}
$$

The PDOS is a measure for the contribution of the single orbitals to the total DOS.

### 2.2.5 Total energy

The Kohn-Sham total energy per unit cell is

$$
\begin{equation*}
E_{\mathrm{KS}}=\operatorname{Tr}[\rho H]-\frac{1}{2} \int_{\mathrm{UC}} V_{\mathrm{H}}(\mathbf{r}) \rho(\mathbf{r}) d \mathbf{r}+E_{\mathrm{xc}}[\rho]-\int_{\mathrm{UC}} V_{\mathrm{xc}}(\mathbf{r}) d \mathbf{r}+\sum_{I<J} \frac{Z_{I} Z_{J}}{R_{I J}} \tag{2.88}
\end{equation*}
$$

Once the self-consistent charge density is obtained forces and stresses can be calculated by taking the derivative of the total energy with respect to the atomic positions and lattice vectors $[72,69]$.

### 2.3 Conclusions

In this chapter, starting from a discussion of the many-body system, we have introduced the DFT formalism and also the fundamental DFT quantities such as the electron density, the Kohn-Sham Hamiltonian and the corresponding equations. In the second part the practical implementation of the DFT scheme contained in the SIESTA code has been outlined. It has been shown how functions and operators expressed in a real space representation (i.e. described as functions of $\mathbf{r}$ ) are converted into a tight-binding-like matrix representation by projecting them onto a localized basis set. In this matrix representation the fundamental quantities are now the density matrix, the Kohn-Sham Hamiltonian matrix and the overlap matrix. Thus the Kohn-Sham equations become matrix equations. This density matrix formalism is the framework in which the electronic transport theory is presented in chapters 4,5 and 6 .

## Chapter 3

## Magneto-structural properties of MnAs

MnAs is an extremely promising material for magneto-electronics, since it can grow epitaxially on $\mathrm{GaAs}[113,114]$ and $\mathrm{Si}[115]$ forming clean and atomically sharp interfaces [115]. MnAs/GaAs heterojunctions have been extensively studied experimentally $[113,116,117,118]$, and spin injection from MnAs into GaAs has been demonstrated [48]. Bulk MnAs presents a first-order phase transition at $\sim 40^{\circ} \mathrm{C}$, where it changes from ferromagnetic/hexagonal to paramagnetic/orthorhombic [49]. This magneto-structural phase transition has important implications for technological applications. While it is a major drawback for its use as spin injecting material, the magneto-elastic effects are useful for transducers [50], and their magneto-caloric properties are interesting for developing refrigeration devices [51]. The aim of this work is to use $a b$ initio density functional theory (DFT) to develop an understanding of the phase transitions of MnAs , which can be compared with experiments and with existing phenomenological models.

This chapter is organized as follows. First a review of the experimental properties of MnAs is presented, and a brief description of the existing phenomenological models is given. Then the results of our $a b$ initio calculations are presented and compared to experiments and phenomenological models. The magnetic and structural properties of MnAs are studied by mapping total energies onto a Heisenberg model. The exchange coupling constants are calculated for different distorted unit cells, and the Curie temperature and its dependence on the lattice parameters are evaluated in the mean field approximation. We also predict the ground state volume and lattice structure for the paramagnetic state, this allows us to formulate a model for the second phase transition between two paramagnetic states at 400 K . Finally a simple model for the susceptibility as function of temperature is given, and a semi-quantitative description of the phase diagram of MnAs will emerge.


Figure 3.1: Magnetization per Mn atom $\mu$ as a function of temperature for ferromagnetic MnAs below 318 K , and inverse susceptibility $\chi_{\mathrm{M}}^{-1}$ for paramagnetic MnAs above 318 K (schematically after Ref. [125]).

While most of the chapter deals with bulk properties, in the last section we present a systematic experimental and theoretical study of the first-order phase transition of MnAs thin films epitaxially grown on GaAs under biaxial tensile stress. The experiments were carried out by the group of Prof. F. Iikawa, while we performed the theoretical calculations. When MnAs is grown on GaAs the phase transition temperature depends on the the growth direction $[113,116,119,120]$. Here we show that this can be mainly attributed to the induced strain. Our results give direct information on the dependence of the phase transition temperature of MnAs films on the lattice parameters. We demonstrate that an increase of the lattice constant in the hexagonal plane raises the phase transition temperature $\left(T_{\mathrm{p}}\right)$, while an increase of the perpendicular lattice constant lowers $T_{\mathrm{p}}$. Our results indicate that the phase transitions of MnAs can indeed be explained by ab initio calculations.

### 3.1 Experimental properties

MnAs is a ferromagnetic metal at low temperature but it becomes paramagnetic at $T_{\mathrm{p}}=318 \mathrm{~K}$, when the magnetic moment abruptly vanishes (Fig. 3.1), the resistivity increases discontinuously [121], the volume is reduced by $2.1 \%$, and the lattice structure changes from the hexagonal $\mathrm{B} 8_{1}$ (NiAs-type) to the orthorhombic B31 (MnPtype) $[122,49,123,124,125]$. A latent heat of $7490 \mathrm{~J} / \mathrm{kg}$ is associated with this transition [49]. Hysteresis is present with a critical temperature of 307 K upon cooling and of 318 K upon heating [124]. All these properties clearly indicate a first-order phase transition.

Above $T_{\mathrm{p}}$ the distortion reduces continuously, until it vanishes at $T_{\mathrm{t}} \approx 398 \mathrm{~K}$ [122] where the crystal structure reverts back to the $\mathrm{B} 8_{1}$. There is no latent heat, but only a discontinuity in the heat capacity of the material, i.e. this phase transition is of second order. For temperatures between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$ the paramagnetic susceptibility $\chi$ has an anomalous behavior. It increases with increasing temperature until it reaches a maximum at $T_{\mathrm{t}}$. Above $T_{\mathrm{t}}$ it decreases and has a Curie-Weiss behavior (Fig. 3.1). Moreover at $T_{\mathrm{t}}$ there is a lambda point in the specific heat [126]. Application of a magnetic field transforms the B31 structure back to the B8 $8_{1}$ above a critical field [127, 128, 50, 129, 121]. Tab. 3.1 gives a short summary of the described properties of MnAs.

|  |  |  |  |
| :--- | :--- | :--- | :--- |
|  | $0<T<T_{\mathrm{p}}$ | $T_{\mathrm{p}}<T<T_{\mathrm{t}}$ | $T_{\mathrm{t}}<T$ |
| Crystal structure | Hexagonal B8 | Orthorhombic B31 | Hexagonal B8 $1_{1}$ |
| Magnetic order | Ferromagnetic | Paramagnetic | Paramagnetic |
| Magnetic moment | $3.4 \mu_{\mathrm{B}}$ | -- | -- |
| Susceptibility $\chi$ | -- | $\partial \chi / \partial T>0$ | $\partial \chi / \partial T<0$ |

Table 3.1: Some properties of MnAs at zero pressure [124].

Fig. 3.2 shows the phase diagram. If pressure is applied $T_{\mathrm{p}}$ is lowered while $T_{\mathrm{t}}$ increases. Above the critical pressure of 4.6 kbar the ferromagnetic $\mathrm{B} 8_{1}$ structure becomes unstable, and the material remains in the B31 structure for all temperatures below $T_{\mathrm{t}}$. At high pressures and low temperatures different types of ordered magnetic structures are found, with a reduced saturation magnetic moment compared to the zero pressure ferromagnetic phase. Canted spin structures, similar to the helimagnetic structures of MnP [130], are found at a pressure of 4.75 kbar below 210 K , with a local magnetic moment of about $3 \mu_{\mathrm{B}}$. The different saturation magnetic moments for different pressures therefore correspond to different types of canted magnetic alignments. A hysteresis region lies between the ferromagnetic and the canted regions, where both the B 81 and the B 31 structures can be stabilized.

When the magnetic order breaks down and the system becomes paramagnetic, MnAs maintains the B31 structure for all pressures. As the temperature is further increased the structure of the cell continuously changes back towards the $\mathrm{B} 8_{1}$, until at $T_{\mathrm{t}}$ it has again the $\mathrm{B} 8_{1}$ structure, with $\partial T_{\mathrm{t}} / \partial P>0$, where $P$ is the pressure.

The magnetocrystalline anisotropy is quite strong in MnAs, with the $c$-axis being the hard axis, so that the moments prefer to lie in the hexagonal plane [123]. Measurements on the magnetoelastic coupling [131] indicate that the coupling is stronger


Figure 3.2: Temperature ( $T$ ) versus pressure $(P)$ phase diagram of MnAs (adapted from Ref. [125]), indicating also $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$ as functions of pressure.
in the hexagonal plane than perpendicular to it.
Fig. 3.3 shows the unit cells of MnAs in the hexagonal $\mathrm{B} 8_{1}$ and in the orthorhombic B31 crystal structures and it defines the unit cell vectors $\mathbf{a}, \mathbf{b}$ ( $\mathbf{b}_{h}$ for the $B 8_{1}$ structure) and $\mathbf{c}$. The B 81 structure consists of stacked hexagonal layers of Mn and As atoms, and the unit cell contains two Mn and two As atoms. The B31 structure is obtained by slightly distorting the B 81 , it has twice the volume of the $\mathrm{B} 8_{1}$ due to symmetry lowering and contains four Mn and four As atoms. The lattice is nearly hexagonal and the atoms are moved out of the hexagonal symmetry points along the $\mathbf{b}$ and $\mathbf{c}$ directions (figure 3.3(b)).

The Mn atoms are mainly displaced in the hexagonal plane along the $\mathbf{b}$ direction forming chains (Fig. 3.4), while the As atoms are displaced along the $\mathbf{c}$ axis. In each unit cell one of the planar As atoms is moved upwards and the other downwards with respect to the original position in the $\mathrm{B} 8_{1}$ structure, so as to keep the MnAs distance nearly constant. The displacement $u$ of the Mn atoms in the hexagonal plane lies between 0 and $0.05 b(b=|\mathbf{b}|)$, depending on the temperature and pressure, while the displacement $v$ of the As atoms along the $c$-axis is between 0 and $0.05 c$ $(c=|\mathbf{c}|)$. The $\mathrm{B} 8_{1}$ structure is a special case of the B31 structure, where $b=\sqrt{3} a$ and $u=v=0$.

Therefore we choose the unit cell vectors in such a way that a and $\mathbf{c}$ have the same direction for both the $\mathrm{B}_{1}$ and the B31 structures. In contrast the directions of the vectors $\mathbf{b}_{\mathrm{h}}\left(\left|\mathbf{b}_{\mathrm{h}}\right|=|\mathbf{a}|=a\right)$ for the hexagonal cell and $\mathbf{b}$ for the orthorhombic cell are different.


Figure 3.3: (a) B81 unit cell containing two Mn and two As atoms, (b) B31 unit cell containing four Mn and four As atoms.


Figure 3.4: Two-dimensional representation of one layer of Mn atoms in the B31 structure. $\mathrm{d}_{i j}$ represent the various Mn-Mn distances. The first index $i=2$ indicates that all the Mn are second nearest-neighbor to each other in the $\mathrm{B} 8_{1}$ structure. The second index $j=1,2,3$ labels the three distances arising from the B31 distortion.

The lattice parameters of MnAs as function of temperature and magnetic field have been measured in several works [132, 122, 133, 50]. Fig. 3.5 shows the change of the lattice parameters as a function of temperature for zero pressure [122]. The lattice parameters increase with temperature due to normal thermal expansion. However the in plane lattice parameter $a$ decreases when the temperatures get near $T_{\mathrm{p}}$, where it jumps from $3.717 \AA$ to the lower value of $3.673 \AA$. The perpendicular lattice parameter


Figure 3.5: Lattice parameters $a$ and $c$ (see figure 3.3) as a function of temperature (adapted from Ref. [122]).
$c$ always increases continuously with temperature. At $T_{\mathrm{t}}$ there is an inflection in the slope of the lattice parameter as a function of temperature, and at about $T_{\mathrm{s}}=$ 450 K the slope changes discontinuously. This discontinuous change of the slope depends on various experimental details, and it is found at about 410 K in other measurements[133].

The exact temperature at which the distortion disappears is somewhat uncertain, and fluctuations may play a role for small distortions. The given temperature for the disappearing of the distortion corresponds to $T_{\mathrm{t}}=398 \mathrm{~K}[122,133]$, however measurements for small distortions are difficult and such temperature can only be inferred. As pointed out in Ref. [134] the distortion should appear at temperatures slightly above $T_{\mathrm{t}}$. Throughout this work we assume that the disappearing of the distortion occurs at $T_{\mathrm{s}}$, which is the temperature where the thermal expansion coefficient of MnAs changes abruptly.

### 3.2 Review of existing models

In early theories it was believed that the first order phase transition at $T_{\mathrm{p}}$ was between a ferromagnetic and an antiferromagnetic state. Kittel proposed a model where the distortion from the $\mathrm{B} 8_{1}$ to the B31 structure produces the change in sign of one of the exchange coupling constants, giving rise to antiferromagnetic order [135]. However there was no experimental evidence of this antiferromagnetic state and experiments demonstrated that the transition is instead to a paramagnetic state [133].

Therefore Bean and Rodbell (BR) proposed a modification of Kittel's theory, where the exchange interactions are ferromagnetic for both structures, but they are
much weaker in the B31 phase [136, 49]. The main idea is that the exchange interaction decays strongly as the volume decreases. In order to simplify the model, the analysis was based on the extrapolated Curie temperature $T_{\mathrm{C}}$ only, and not on the details of the magnetic interaction at the atomic level. Furthermore the model neglected the anisotropic change of the crystal structure, and assumed that it is possible to describe the change from the $\mathrm{B} 8_{1}$ to the B31 structure by a change in volume only. The dependence of $T_{\mathrm{C}}$ on the volume $V$ was described by the following equation

$$
\begin{equation*}
T_{\mathrm{C}}=T_{0}\left[1+\beta \frac{\left(V-V_{0}\right)}{V_{0}}\right] \tag{3.1}
\end{equation*}
$$

where $T_{0}$ is the Curie temperature at the volume $V_{0}$, which is the volume that the system would have in the hypothetical absence of exchange interaction. In this context this corresponds to the volume of the B 31 structure above $T_{\mathrm{p}} . \beta$ is a parameter and is determined by fitting the model to experiments. Within the BR model one can show that for certain values of $\beta$ a first order phase transition between a ferromagnetic and paramagnetic state occurs with a simultaneous change of the volume. However the model does not explain the second order phase transition at $T_{\mathrm{t}}$. Further improvements such as the introduction of a term proportional to $\left(V-V_{0}\right)^{2}$ do not change the main results [137].

Later Goodenough made an attempt to explain the anomalous behavior of the susceptibility and the second order phase transition at $T_{\mathrm{t}}$ by extending the BR model and assuming that the local magnetic moment on the Mn atoms depends strongly on the volume $[125,124]$. Here the Mn atoms are assumed to be in a high spin state in the B 81 structure and in a low spin state in the B31 structure $[125,124]$. However measurements of the local magnetic moment show that the change in the magnetic moment at $T_{\mathrm{p}}$ is very small, therefore the Goodenough model is not applicable to this phase transition. This is probably due to the fact that the MnAs unit cell volume in any crystalline structure is too big to justify a high-spin to low-spin transition. In fact in $\mathrm{MnAs}_{1-x} \mathrm{P}_{x}$ the change from high-spin to low-spin state is observed [122, 138, 139], however the low spin state is found for unit cell volumes smaller than $120 \AA^{3}$. In contrast the unit cell of MnAs has always a volume of around $130 \AA^{3}$, and it always remains in the high-spin state.

In 1982 Kato et al. extended the BR model by taking into account not only the change in volume, but also the change of the crystal structure [140]. Furthermore instead of just using $T_{\mathrm{C}}$ for describing the magnitude of the exchange interactions, they consider exchange coupling constants up to second nearest neighbors. The obtained results are similar to those of Bean and Rodbell. The second order phase transition at $T_{\mathrm{t}}$ is explained by assuming that locally the structure above $T_{\mathrm{t}}$ is still the B31,
but that the distortions from the $\mathrm{B} 8_{1}$ are randomly distributed. This assumption is probably not valid, since neutron diffraction experiments clearly indicate that the structure is a regular $\mathrm{B} 8_{1}$ above $T_{\mathrm{t}}$ [133].

A Landau-type phenomenological model, where the free energy $\Phi$ is expanded as a function of order parameters, is given in Refs. [134, 141, 142] and references therein. In Ref. [134] just two order parameters are used, the relative magnetization $\sigma$ ( $\sigma=1$ for a ferromagnetic state, $\sigma=0$ for a paramagnetic state) and the orthorhombic distortion $d$. The following equation is used for the free energy:

$$
\begin{align*}
& \Phi(d, \sigma ; T, H)=\Phi_{0}+c_{1}\left[T-T_{0}\left(1-\delta_{1} d^{2}\right)\right] \sigma^{2}+c_{2} \sigma^{4}+ \\
& \quad+c_{3} \sigma^{6}+c_{4}\left(T-T_{\mathrm{D}}\right) d^{2}+c_{5} d^{4}-M_{0} \sigma H\left(1-\delta_{2} d^{2}\right), \tag{3.2}
\end{align*}
$$

where $c_{1}, \ldots, c_{5}$ and $\delta_{1}, \delta_{2}$ are expansion coefficients to be fitted to experiment, $H$ is an external magnetic field, $M_{0}$ is the saturation magnetization, $T_{0}$ is the extrapolated Curie temperate of the low temperature phase, and $\Phi_{0}$ is a constant. The distortion $d$ plays the same role as the relative change in volume $\left(V-V_{0}\right) / V_{0}$ of the BR model (Eq. (3.1)). In Eq. (3.1) $T_{\mathrm{C}}$ depends linearly on the change in volume, whereas now it depends quadratically on the distortion $d, T_{\mathrm{C}}=T_{0}\left(1-\delta_{1} d^{2}\right)$. This is the correct expansion of $T_{\mathrm{C}}$, since the linear term in $d$ disappears due to symmetry ( $+d$ and $-d$ correspond to the same distortion). The terms in $\sigma^{2}, \sigma^{4}$ and $\sigma^{6}$ appear also in the BR model and lead to the first order transition at $T_{\mathrm{p}}$. The second order phase transition at $T_{\mathrm{t}}=T_{\mathrm{D}}$ is generated by the $d^{2}$ and $d^{4}$ terms in the expansion.

Also the variation of the magnetic moment with the distortion is contained in the model, although the authors find that the corresponding coefficient $\delta_{2}$ is essentially zero. For $T_{0}$ the Curie temperature extrapolated from the high temperature susceptibility above $T_{\mathrm{t}}$ was considered ( $T_{0}=285 \mathrm{~K}$ ), and for $T_{\mathrm{D}}$ the temperature at which the inverse susceptibility has a minimum ( $T_{\mathrm{D}}=394 \mathrm{~K}$ ). By construction this model yields the correct thermodynamic behavior, and also predicts the increase of the susceptibility between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$ by means of the reduction of the distortion with increasing temperature.

Variations of this model $[141,142]$ give similar results. In Ref. [142] the full $T-P-$ $H$ phase diagram of MnAs is explained with a Landau-type expansion, where more order parameters are used. However also in this case a term equivalent to $\left(T-T_{\mathrm{D}}\right) d^{2}$ of Eq. (3.2) is used in order to obtain the phase transition at $T_{\mathrm{D}}$. Despite the fact that Landau-type expansions give very good agreement between theory and experiments when the right parameters are used, they do not provide insights into the origin of the terms of the expansion, especially of the $\left(T-T_{\mathrm{D}}\right) d^{2}$ term. In Ref. [143] a basic justification of such term is given from first principles within a spin fluctuation theory
constructed from a Hubbard Hamiltonian. It is shown that for a given volume the minimum of the free energy can lie at $d=0$ for a ferromagnetic state or at $d \neq 0$ for a paramagnetic state.

In 1986-87 Motizuki and Katoh used spin fluctuation theory in order to explain the anomalous behavior of the susceptibility between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}[144,145]$. A Hubbard Hamiltonian was used, with model density of states obtained from first principle calculations. They could qualitatively show that the susceptibility increases when going from the $B 31$ structure to the $B 8_{1}$ structure, again mainly due to the fact that $T_{\mathrm{C}}$ increases with increasing temperature.

More recently various tight binding $[146,147]$ as well as first principles [148, 149, $150,151,152,153,154,155,156]$ calculations have been performed for MnAs in the $\mathrm{B} 8_{1}$ structure. The results generally agree and compare well with the experiments. Only few studies on MnAs in the B31 structure are known to the authors [157, 158, 159]. In Ref. [157] a description of the paramagnetic state of the B31 structure is given by assuming that it coincides with zero local magnetic moment of the Mn atoms. This in fact describes a low spin-state for Mn and not paramagnetism, which rather corresponds to constant magnetic moments randomly oriented by spin fluctuations. Ref. [159] is a later publication and largely confirms our findings. In Ref. [160] it is argued that the actual ground state is only approximately ferromagnetic, and that there might be a slight canting of the magnetic moments.

In the present chapter we investigate the magnetic interaction across the various phase transitions of MnAs. An explanation of the magnetostructural properties in terms of first-principles calculations is given, thereby illustrating the origin and providing a justification of the parameters used by the different models.

### 3.3 DFT calculations

The first principles calculations within DFT are performed using SIESTA [69]. The generalized gradient approximation (GGA) as parametrized in Ref. [85] is used for the exchange correlation potential, since it has been shown to give good structural properties for hexagonal MnAs $[150,151]$. In the valence we consider $4 s, 4 p$ and $3 d$ orbitals for Mn , and $4 s, 4 p$ and $4 d$ for As. For both Mn and As double $\zeta$ polarized local orbitals are used for the $s$ and $p$ angular momenta, whereas for the $d$ orbitals double $\zeta$ is used. The number of $k$-points in the Brillouin zone is specified by a grid cutoff of $20 \AA$. This corresponds to a $11 \times 11 \times 8$ mesh for the $\mathrm{B} 8_{1}$ unit cell, giving approximately $1000 k$-points in the full Brillouin zone. For the B31 unit cell such cutoff yields a $8 \times 11 \times 7$ mesh. The real space mesh cutoff, which determines the


Figure 3.6: Density of states for ferromagnetic MnAs in the $\mathrm{B} 8_{1}$ structure.


Figure 3.7: Band structure for ferromagnetic MnAs in the $\mathrm{B} 8_{1}$ structure
density of the real space grid, is 300 Ry.
After full relaxation of the unit cell to a pressure below 0.1 kbar , and of the atomic positions to forces smaller than $0.01 \mathrm{eV} / \AA$, the B31 unit cell in the ferromagnetic configuration relaxes to a $\mathrm{B} 8_{1}$ structure with $a=3.72 \AA$ and $c=5.58 \AA$. The experimental values at room temperature are $a=3.724 \AA$ and $c=5.706 \AA$. Therefore the relative error is below $1 \%$ for $a$ and $-2 \%$ for $c$. The lattice parameters at 110 K can be extracted from figure 3.5 and are $a=3.733 \AA$ and $c=5.677 \AA$. This demonstrates that GGA reproduces rather well the zero temperature ground state.

For a fixed $c / a$ ratio of 1.54 , which is close to the experimental value at the first order phase transition, the energy is minimized for $a=3.695 \AA$, which compares


Figure 3.8: Projected density of states for ferromagnetic MnAs in the $\mathrm{B} 8_{1}$ structure.
well with the results of other $a b$ initio calculations [148, 150, 151]. The magnetic moment per Mn atom is $3.4 \mu_{\mathrm{B}}$, and compares well with the measured value of $3.4 \mu_{\mathrm{B}}$ [124]. Also the density of states (DOS) and the band structure are similar to previous calculations (Figs. 3.6 and 3.7), and in approximate agreement with experimental data $[155,161]$. The projected density of states (PDOS, Eq. 2.87) is shown in Fig. 3.8. It can be seen that MnAs is a strong ferromagnet, i.e. one of the two $\mathrm{Mn} d$ spin sub-bands is completely filled. There is a strong hybridization between the Mn-3d and As- $4 p$ states. Around the Fermi level there is almost no contribution from the $s$ and $p$ states in the minority spin. We calculated the DOS also using the LDA instead of the GGA, and we note that also in that case the DOS is similar, the peaks of the $d$ states are however shifted to higher energies by about 0.3 eV for the majority spin, and to lower energies by about 0.2 eV for the minority.

The unit cell of the B31 structure contains 4 Mn atoms, allowing for 3 possible independent antiferromagnetic configurations of the local moments of the Mn atoms. The different antiferromagnetic states are,++--+-+- and +--+ . As a matter of notation ++-- means that the atoms 1 and 2 in the unit cell have opposite magnetic moment than that of atoms 3 and 4 . The indices of the Mn atoms in the unit cell are defined in Fig. 3.3(b). A cell relaxation is performed for those three antiferromagnetic configurations. Tables 3.2 and 3.3 list the calculated relaxed structures together with the total energies per Mn atom as compared to the ferromagnetic ground state energy $\left(E-E_{\mathrm{FM}}\right)$. The structure remains of the $\mathrm{B} 8_{1}$ type if the local moments are ferromagnetically aligned in the hexagonal plane, whereas it changes to the B31 type if the moments are antiferromagnetically aligned in the

|  | $a(\AA)$ | $b(\AA)$ | $c(\AA)$ | $V\left(\AA^{3}\right)$ | $u / b$ | $v / c$ | $d_{2,1}(\AA)$ | $d_{2,3}(\AA)$ |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ++++ | 3.72 | 6.47 | 5.58 | 134.27 | 0.00 | 0.00 | 3.73 | 3.73 |
| ++-- | 3.56 | 6.18 | 5.81 | 127.93 | 0.00 | 0.00 | 3.56 | 3.57 |
| +-+- | 3.55 | 6.24 | 5.62 | 124.54 | 0.05 | 0.05 | 3.10 | 4.10 |
| +--+ | 3.62 | 6.29 | 5.70 | 129.83 | 0.04 | 0.04 | 3.12 | 4.17 |

Table 3.2: Relaxed lattice parameters for different spin configurations.
plane, with $u(v)$ of the order of $0.05 b(0.05 c)$. There is also a slight displacement of the Mn atoms along $\mathbf{c}$ of at most $0.01 c$, and of the As atoms along $\mathbf{b}$ of at most $0.01 b$. Generally it can be observed that the in-plane lattice parameters contract and the $c$ parameter expands for the antiferromagnetic states, resulting in a net reduction of the volume $V$. The calculated lattice parameters are similar to those given in Ref. [157], although the absolute value of the magnetic moments is different. This is probably due to the fact that we use the Mulliken population analysis to determine the local magnetic moment, while in Ref. [157] it is obtained by integrating the magnetization density over a sphere centered on the Mn atoms.

The total energy for the ferromagnetic alignment is the lowest, although the +-+- configuration is higher by only $17 \mathrm{meV} / \mathrm{Mn}$. This indicates that the system should evolve to one of the antiferromagnetic states when put under pressure, since those have a much smaller volume but only a slightly higher energy.

|  | $\mu_{\mathrm{Mn}}\left(\mu_{\mathrm{B}}\right)$ | $\mu_{\mathrm{As}}\left(\mu_{\mathrm{B}}\right)$ | $E-E_{\mathrm{FM}}(\mathrm{meV})$ |
| :--- | :---: | ---: | :---: |
| ++++ | 3.43 | -0.24 | 0 |
| ++-- | 3.10 | 0.00 | 62 |
| +-+- | 3.01 | -0.08 | 17 |
| +--+ | 3.33 | -0.03 | 35 |

Table 3.3: Local magnetic moment of the Mn and As atoms, and total energies per Mn atom for different spin configurations.

Tab. 3.2 gives also the distances between a given Mn atom and its first three nearest neighbor Mn atoms in the hexagonal plane $d_{2,1}, d_{2,2}$ and $d_{2,3}$ (see Fig. 3.4). Note that $d_{2,2}=a$ and it is not given explicitly. While these distances are all equal in the hexagonal case, they differ of as much as $1 \AA$ in the B31 structure. Large changes in the distance between the Mn atoms are possible since the nearest neighbor $\mathrm{Mn}-\mathrm{Mn}$ separation in MnAs is well above the inter-atomic distance $2.61 \AA$ of bulk Mn [162], which can be regarded as the minimal possible distance between Mn atoms. The distance between nearest neighbor Mn and As atoms lies between $2.46 \AA$ and 2.62
$\AA$ for all the different configurations, and it therefore changes much less than the Mn-Mn distance.

The local magnetic moment on the $\mathrm{Mn}\left(\mu_{\mathrm{Mn}}\right)$ and As $\left(\mu_{\mathrm{As}}\right)$ atoms, calculated using the atomic Mulliken population [163], is also given in Tab. 3.3. The local moment on the Mn atoms ranges between $3.43 \mu_{\mathrm{B}}$ for the ferromagnetic configuration to 3.01 $\mu_{\mathrm{B}}$ for the +-+- configuration. This reduction in the local moment is mainly due to the decrease of the cell volume, and the consequent increase of the hybridization between the Mn- $d$ and As- $p$ orbitals.

In summary these calculations show that the distortion to the B31 structure is caused by an antiferromagnetic alignment of the local magnetic moments in the hexagonal plane.

### 3.4 Fit to Heisenberg energy

In order to extract the various exchange parameters, calculations are performed for three different B31 supercells using different local magnetic configurations. These supercells contain 8 Mn atoms and are obtained respectively by doubling the B31 unit cell along the a lattice vector (supercell 1), along b (supercell 2) and along c (supercell 3). The calculated total energies are then fitted to a model Heisenberg energy

$$
\begin{equation*}
E_{\mathbf{s}_{1}, \mathbf{s}_{2}, \ldots}=E_{0}-\frac{1}{2} \sum_{i, j} \mathbf{s}_{j} \mathbf{s}_{j} J_{i j}, \tag{3.3}
\end{equation*}
$$

where $\mathbf{s}_{i}$ is the magnetic moment of the $i$-th Mn ion, and the $J_{\mathrm{S}}$ are coupling parameters. Here we neglect 4-moment coupling constants $J_{i j k l}$ and the small induced magnetic moment over the As atoms. $E_{0}$ is a constant that can be associated to the energy of the paramagnetic phase. In fact if all the local magnetic moments are randomly aligned the contribution coming from $\sum_{i, j} \mathbf{s}_{j} \mathbf{s}_{j} J_{i j}$ vanishes. In Appendix A the approximations involved in deriving Eq. (3.3) are presented.

In mean field theory the Curie temperature $T_{\mathrm{C}}$ for classical Heisenberg $\left|\mathbf{s}_{i}\right|=1$ exchanged magnetic moments is

$$
\begin{equation*}
k_{\mathrm{B}} T_{\mathrm{C}}=\sum_{j} J_{0 j} / 3=J_{0} / 3, \tag{3.4}
\end{equation*}
$$

where $k_{\mathrm{B}}$ is the Boltzmann constant [164, 165], The quantity $J_{0}=\sum_{j} J_{0, j}$ is the sum of the exchange coupling constants of a given magnetic moment with all the other moments. In the following sections Eq. (3.4) is always used to extract Curie temperatures, although it is well-known that the mean field approximation overestimates $T_{\mathrm{C}}$ [166, 165].


Figure 3.9: Variation of the various exchange quantities as function of the number of coupling coefficients $N_{\text {max }}$ included in the fit. (a) Standard deviation $\Delta$ of the energies resulting from Eq. (3.3) as compared to the calculated DFT energies per Mn atom. (b) $E_{0}$ per Mn atom (Eq. (3.3)), where the zero of energy is chosen as the energy of the ferromagnetic state. (c) Mean field Curie temperature $T_{\mathrm{C}}$.

Calculations are performed for all the independent spin configurations of the supercell 1 , and for a randomly chosen subset of those of supercells 2 and 3. 35 different configurations of the magnetic moments are used in total. The energies are then fitted by a least-mean-square fit to the coupling parameters of Eq. (3.3). Since the system is metallic with the $d$-orbitals having finite density of states at the Fermi level, the magnetic interaction is expected to have a long range character. For the chosen supercells it is possible to extract coupling constants up to the ninth nearest neighbor. The lattice parameters used are approximately those for ferromagnetic MnAs in the B 81 structure at the phase transition temperature $T_{\mathrm{p}}=318 \mathrm{~K}(a=3.71 \AA, c / a=1.54)$.

We carefully tested the convergence of our results with the range of the Heisenberg exchange interaction. Fig. 3.9 shows the standard deviation $\Delta$ of the energies resulting from Eq. (3.3) as compared to the calculated DFT energies per Mn atom, the value of $E_{0}$ per Mn atom, and the mean field Curie temperature $T_{\mathrm{C}}$ as a function of the number of coupling coefficients $N_{\max }$ included in the fit. The standard deviation $\Delta$ decays monotonically, remains roughly constant for $N_{\max } \geq 3$, and then reaches a minimum value of around 5 meV for $N_{\max }=9$. This can be considered as the error resulting from neglecting high moment coupling constants. The value of $E_{0}$ changes less over the whole range, being something like an average of the energies of the different magnetic configurations.


Figure 3.10: Exchange coupling parameters for $N_{\max }=3$ and $N_{\max }=9$ as a function of the distance between the magnetic moments.
$T_{\mathrm{C}}$ reaches a constant value of approximately 633 K for $N_{\max } \geq 3$. This indicates that the main contribution arises from the first three nearest neighbor coupling constants. The experimental value of $T_{\mathrm{C}}$ for the low temperature phase lies somewhere between $T_{\mathrm{p}}=318 \mathrm{~K}$ and $T_{\mathrm{t}}=400 \mathrm{~K}$. This means that our mean field $T_{\mathrm{C}}$ overestimates the experimental one by a factor between 1.6 and 2 .

Fig. 3.10 shows the calculated exchange coupling constants as a function of the distance for two different fits counting respectively 3rd and 9th nearest neighbor coupling. The first three exchange constants $J_{1}, J_{2}$ and $J_{3}$ (see Fig. 3.11(a)) remain nearly unchanged when going from 3rd to 9th nearest neighbor coupling. Interestingly the coupling parameters are positive and therefore ferromagnetic up to $d \sim 6.5 \AA$ (fifth neighbor interaction). In what follows we consider only coupling parameters up to third nearest neighbors, as they give the main contribution to the magnetic properties of the material.

### 3.4.1 $\quad \mathrm{B} 81$ to B 31 distortion at $T_{\mathrm{p}}$

The B 81 to B 31 structure phase transition at $T_{\mathrm{p}}$ is investigated by calculating the Heisenberg coupling constants for different distorted cells. We start from the $\mathrm{B} 8_{1}$ with the experimental lattice parameters near $T_{\mathrm{p}}(a=3.71 \AA, b=\sqrt{3} a, c=1.54 a, u=$ $v=0$ ) and distort the cell linearly to the B31 structure. The amount of distortion $d$ is given in percent, where $d=0 \%$ stands for the lattice parameters of the ferromagnetic B 81 cell just below $T_{\mathrm{p}}$, and $d=100 \%$ for the paramagnetic B31 cell above $T_{\mathrm{p}}(a=$ $\left.3.676 \AA, b=1.01 \sqrt{3} a, c=1.556 a, u=2.7110^{-2} b, v=2.4510^{-2} c\right)$ [133]. Calculations are done for distortions between $0 \%$ and $220 \%$. Note that the volume decreases with increasing distortion. For these calculations only the supercells 1 and 2


Figure 3.11: Schematic representation of the atomic positions of the Mn atoms together with the exchange constants for the B 81 (a), and the B31 (b) structures.
are used with a total of 26 different spin configurations. The standard deviation of the fit is approximately constant for all the distortions and is of the order of $5 \mathrm{meV} / \mathrm{Mn}$.

Fig. 3.11(a) shows the Mn atoms of the $\mathrm{B} 8_{1}$ structure coupled by first ( $J_{1}$ ), second $\left(J_{2}\right)$ and third $\left(J_{3}\right)$ nearest neighbor interaction. In the distorted B31 structure the three coupling constants $J_{1}, J_{2}$ and $J_{3}$ are split into six different constants due to symmetry loss. While there is still only one $J_{1}$ coupling, the in-plane $J_{2}$ splits into three different coupling constants $J_{2,1}, J_{2,2}$ and $J_{2,3}$, corresponding to different distances between the Mn atoms in the hexagonal plane (see figure 3.4). Moreover also the third nearest neighbor coupling $J_{3}$ splits into three different constants, although two of them are between Mn atoms separated by approximately the same distance at $T_{\mathrm{p}}$, and so they are assumed to be identical. Hence $J_{3}$ effectively splits only into $J_{3,1}$ and $J_{3,2}$.

Fig. 3.12 shows the calculated values for the exchange parameters as a function of the distortion. For $0 \%$ distortion the values of $J_{2,1}, J_{2,2}$ and $J_{2,3}$ are approximately equal reflecting the hexagonal symmetry. The values of $J_{3,1}$ and $J_{3,2}$ also should be identical although they differ by about 2 meV (note that in the fit we do not force the $\mathrm{B} 8_{1}$ symmetry when determining the $J_{\mathrm{s}}$ for the undistorted structure, i.e. they are fitted without symmetry constraints). This can be assumed to be the error over the fit. Additional control fits were also performed for different subsets of the 26 spin configurations. The variation over the $J_{\text {s }}$ was of $20 \%$, whereas the variation of $J_{0}$ was always smaller than $6 \%$.

The value of $J_{1}$ remains approximately constant for all the distortions, reflecting the fact that the distance between the quasi-hexagonal layers remains roughly constant. In contrast the in-plane $J$ s change and eventually become antiferromagnetic. In particular the coupling becomes strongly antiferromagnetic for $J_{2,1}$, i.e. for those

Mn atoms that get closer in the hexagonal plane under distortion. Also $J_{2,3}$, which couples the Mn atoms increasing their separation, is reduced and becomes antiferromagnetic for large distortions. Finally the coupling parameters $J_{3,1}$ and $J_{3,2}$ have only minor changes, with $J_{3,1}$ becoming weakly antiferromagnetic for large distortions.

The evolution of the coupling constants with the distortion indicates why for the +-+- and +--+ spin configurations (see tables 3.2 and 3.3), where the spins are antiferromagnetically aligned in the hexagonal planes, the lowest energy is found for the B31 structure. The relaxed structure for both spin configurations is similar to a distortion of about $200 \%$. At this distortion the in-plane coupling constants $J_{2,1}$ and $J_{2,3}$ become antiferromagnetic, resulting in a reduction of the total energy as compared to the $\mathrm{B} 8_{1}$ structure for those spin configurations. In contrast for the ++++ and ++-- configurations, that have a ferromagnetic alignment of the moments in the hexagonal plane, the B 81 structure is stable, since for that structure $J_{2,1}$ and $J_{2,3}$ are positive.

Fig. 3.13(a) shows the relative change of the mean field Curie temperature $T_{\mathrm{C}}(d) / T_{\mathrm{C}}(0)$ for the ferromagnetic state. $T_{\mathrm{C}}$ decreases monotonically with increasing distortion. For $100 \%$ distortion (B31 structure at $T_{\mathrm{p}}$ ) $T_{\mathrm{C}}(100 \%) / T_{\mathrm{C}}(0)=0.67$, demonstrating that when the phase transition from the B 81 to the B31 structure occurs, the system in the B31 cell is already paramagnetic with very little magnetic order. The experimental Curie temperature $T_{\mathrm{C}}^{\exp }$ for the hexagonal cell at $T=T_{\mathrm{p}}$ is not known, since the structure changes.

Fig. 3.13(b) shows the total energy per B31 unit cell as a function of the distortion in the ferromagnetic (FM) and in the +--+ antiferromagnetic configurations (AF). This latter is the antiferromagnetic configuration giving the lowest total energy at its minimum among all the ones calculated along the considered distortion. The figure also shows the value of $E_{0}$, the energy of the paramagnetic state [see Eq. (3.3)]. The zero in the energy scale is the energy of the ferromagnetic state for $d=0 \%$.

The ferromagnetic state has its energy minimum for $d=0 \%$, and increases parabolically for increasing distortion. This means that the $\mathrm{B} 8_{1}$ structure is the one with lowest energy in the ferromagnetic state. In contrast the competing antiferromagnetic configuration has a minimum for about $180 \%$ distortion, where the energy is lower than the ferromagnetic phase. The crossing between the two energy curves occurs at about $d \approx 142 \%$. The ground state of the system is therefore expected to be ferromagnetic for small distortions, and to become antiferromagnetic for very large distortions. In the intermediate region the ground state can be expected to be some canted spin structure.
$E_{0}$ has a very flat minimum for distorted cells, reflecting the fact that the total


Figure 3.12: Evolution of the exchange coupling constants when distorting the unit cell linearly from the $\mathrm{B} 8_{1}$ structure to the B 31 structure. $d=0 \%$ represents the B 81 structure at $T_{\mathrm{p}}=318 \mathrm{~K}, d=100 \%$ represents the B31 structure at $T_{\mathrm{p}}$. A positive (negative) value of $J$ means ferromagnetic (antiferromagnetic) coupling.
energy increases for the ferromagnetic state, but decreases on average for the antiferromagnetic states. The minimum is found to be at about $d \approx 100 \%$, which corresponds indeed to the lattice parameters of the paramagnetic state above the phase transition. This therefore indicates that a structural change from the $\mathrm{B} 8_{1}$ to the B 31 structure occurs when there is a transition from the ferromagnetic to the paramagnetic state. Our calculations therefore correctly predict the structural transition at $T_{\mathrm{p}}$.

### 3.4.2 $\quad \mathrm{B} 31$ to $\mathrm{B} 8_{1}$ distortion at $T_{\mathrm{t}}$

For a temperature in between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$ the MnAs crystal structure continuously changes from B31 back to $\mathrm{B} 8_{1}$. As mentioned in Sec. 3.1 the phase transition temperature $T_{\mathrm{t}}$ is usually identified as the temperature where the susceptibility and the specific heat have a maximum. This is at about 398 K . However the distortion should disappear at slightly higher temperatures as pointed out in Ref. [134]. Therefore, since the exact temperature for this second order structural phase transition is not known exactly, we introduce an operative definition and assume that the distortion disappears at a temperature $T_{\mathrm{s}}$, at which the slope of the in-plane lattice constant as function of temperature $a(T)$ changes discontinuously (see Fig. 3.5). According to


Figure 3.13: (a) Relative change of the mean field Curie temperature $\left[T_{\mathrm{C}}(d)-T_{\mathrm{C}}(0)\right] / T_{\mathrm{C}}(0)$ for the ferromagnetic state. (b) Total energy for one B31 unit cell for the ferromagnetic configuration (FM), for the +--+ antiferromagnetic configuration ( AF ), together with $E_{0}$ (equation (3.3)), as a function of the distortion d. $d=0 \%$ and $d=100 \%$ represent respectively the B 81 and the B31 phase at $T_{\mathrm{p}} \approx 318 \mathrm{~K}$.

Fig. 3.5 the lattice constant at $T_{\mathrm{s}}$ is $a\left(T_{\mathrm{s}}\right)=\tilde{a} \approx 3.699 \AA$, and $(\partial a / \partial T)_{T_{\mathrm{s}}} \approx 0$. At $T_{\mathrm{t}}$ the same lattice parameter is $a\left(T_{\mathrm{t}}\right) \approx 3.697 \AA$, so that the difference in $\tilde{a}$ is very small.

We argue that the main reason for the second order phase transition at high temperatures is related to the lattice thermal expansion. The idea is that upon volume expansion, the ground state of the paramagnetic phase moves towards the hexagonal structure. We verify this hypothesis by calculating the minimum of $E_{0}$ $\left(E_{0}^{\min }\right)$ along a distortion of the cell transforming $\mathrm{B} 8_{1}$ to B 31 . In the calculation the volume of the cell is kept constant and we repeat the calculation for different volumes. This allows us to evaluate both $E_{0}^{\min }$ and the corresponding distortion as a function of the volume. Since for $T>T_{\mathrm{p}} \mathrm{MnAs}$ is always paramagnetic, the minimum of $E_{0}$ corresponds to the stable distortion $d_{0}$ at a given volume. In practice the change in volume can be described simply by the change in the planar lattice constant $a$, since both $b / a$ and $c / a$ do not deviate much from their value at $T_{\mathrm{p}}$. Thus we always consider $b=\sqrt{3} a$ and $c=1.556 a$ and the phase transition is investigated as a function of $a$ only.

The equilibrium distortion $d_{0}$ as a function of $a$ is presented in figure 3.14 (filled circles). Indeed the distortion decreases with volume and it disappears for $a$ between $a=3.695 \AA$ and $a=3.71 \AA$. Moreover we find $100 \%$ distortion for $a \sim 3.66 \AA$. These


Figure 3.14: Distortion $d_{0}$ for the minimum of the paramagnetic ground state as a function of the lattice constant $a$. The dots are calculated values, the dashed line is a fit with equation (3.5).
values agree rather well with the experimental ones, where the distortion disappears at about $a\left(T_{\mathrm{s}}\right)=3.699 \AA$, and $100 \%$ distortion is found at $a\left(T_{\mathrm{p}}\right)=3.673 \AA$.

In order to interpret these results consider that the distortion is symmetric for $\pm d$ $\left[E_{0}(d)=E_{0}(-d)\right]$, and therefore $E_{0}$ can be expanded in even powers of the distortion $E_{0}(d)=r_{0}+r_{1} d^{2}+r_{2} d^{4}$. Here $r_{i}$ are parameters to fit to the DFT calculations. In particular note that $r_{0}$ corresponds to the energy of the paramagnetic phase when the crystal is undistorted, i.e. it has the hexagonal structure. In this way the minimum of the $E_{0}(d)$ curve is obtained for $d_{0}=\sqrt{-\frac{r_{1}}{2 r_{2}}}$ if $r_{1}<0$, and for $d_{0}=0$ for $r_{1} \geq 0$. We now define $\tilde{a}$ as the lattice constant where $r_{1}=0$. For small distortions the parameters $r_{1}$ and $r_{2}$ can then be further expanded around $\tilde{a}$ as $r_{1}=r_{1,1}(a-\tilde{a})$ and $r_{2}=r_{2,0}+r_{2,1}(a-\tilde{a})+r_{2,2}(a-\tilde{a})^{2}$. In order to obtain the leading terms in this expansion, we calculate the value of $r_{0}, r_{1}$ and $r_{2}$ for different lattice constants ( $a=3.656,3.676,3.695,3.71,3.74$ and $3.78 \AA$ ). We then first calculate $\tilde{a}$ and $r_{1,1}$ by mapping $r_{1}$ onto the expansion $r_{1}(a)=r_{1,1}(a-\tilde{a})$, and with the obtained value of $\tilde{a}$ we can then in the same way also calculate the expansion coefficients of $r_{2}$. The so calculated values for the leading terms are $\tilde{a}=3.706 \AA, r_{1,1}=62.410^{-3} \mathrm{meV} / \AA$ and $r_{2,0}=1.2910^{-7} \mathrm{meV}$ ( $d$ is given in percent). The equilibrium distortion $d_{0}$ up to first order in $a$ is then

$$
\begin{equation*}
d_{0}(a)=\gamma \sqrt{\frac{\tilde{a}-a}{\tilde{a}}} \Theta(\tilde{a}-a), \quad \gamma=\sqrt{\tilde{a} \frac{r_{1,1}}{2 r_{2,0}}} \tag{3.5}
\end{equation*}
$$

where $\Theta(x)$ is the Heaviside function. With the values of $\tilde{a}, r_{1,1}$ and $r_{2,0}$ given above $\gamma=947$ is obtained. The resulting distortion is presented in Fig. 3.14 (dashed line).

Importantly, if we use Eq. (3.5) to fit the experimentally determined distortions at $a\left(T_{\mathrm{s}}\right)=3.699 \AA\left(d_{0}=100 \%\right)$ and $a\left(T_{\mathrm{p}}\right)=3.673 \AA\left(d_{0}=0\right)$, we obtain $\gamma=1184$ and $\tilde{a}=3.699$, both in good agreement with our calculated values. This suggests that the


Figure 3.15: Solid line: Distortion $d_{0}$ for the minimum of the paramagnetic ground state as a function of temperature calculated with equation (3.5) (with $\gamma=1184$ and $\tilde{a}=3.699 \AA$ ) using $a(T)$ taken from Fig. 3.5. Dashed line: experimental distortion extracted from $v(T)$ of Fig. 3 in Ref. [122].
main effects of the distortion to the B31 structure arise from the atomic displacement from the symmetry positions, and that small changes of the ratio of the lattice vectors, neglected in our calculations, play only a secondary role. Using the values $\gamma=1184$ and $\tilde{a}=3.699 \AA$ of the two parameters the evolution of the distortion as a function of temperature $T$ can be obtained by inserting the data for $a(T)$ from Fig. 3.5 in Eq. (3.5). The result is shown in Fig. 3.15 (full line). The figure also shows the experimental distortion $d_{\exp }$ obtained from $v(T)$ extracted from Fig. 3 of Ref. [122] (dashed line). The main difference between the two curves is that the distortion $d_{\exp }$ becomes zero at 398 K , whereas in our results this happens only at 450 K . This is due to our choice of $T_{\mathrm{s}}=450 \mathrm{~K}$, which by definition sets the temperature where the distortion disappears. Close to the phase transition temperature fluctuations play an important role, so that for very small distortions close to the phase transition the description may not be valid.

By using the computed values of $r_{0}, r_{1}$ and $r_{2}$ the minimum of $E_{0}\left[E_{0}^{\min }=E_{0}(d=\right.$ $\left.d_{0}\right)$ ] is calculated as a function of the volume of the unit cell, and it is shown in Fig. 3.16 together with $r_{0}$. Recalling that $r_{0}$ is the energy of the paramagnetic hexagonal phase, it also can be expanded as function of the lattice constant $r_{0}=\epsilon_{0}+\epsilon_{1}\left(a-a_{0}\right)^{2}$, where $a_{0}$ is the equilibrium lattice constant of the hexagonal phase. This, combined with Eq. (3.5), gives an expression for the energy minimum as a function of the lattice constant $a$

$$
\begin{align*}
E_{0}^{\min }(a) & =\epsilon_{0}+\epsilon_{1}\left(a-a_{0}\right)^{2}-\epsilon_{2}(a-\tilde{a})^{2} \Theta(\tilde{a}-a), \\
\epsilon_{2} & =\frac{r_{1,1}^{2}}{4 r_{2,0}}=7546 \frac{\mathrm{meV}}{\AA^{2}}, \tag{3.6}
\end{align*}
$$

where $\epsilon_{0}, \epsilon_{1}$ and $a_{0}$ are to be fitted from the calculations of $r_{0}$ (Fig. 3.16). The fitted


Figure 3.16: Energy expansion coefficient $r_{0}$ and $E_{0, \min }$ as function of the lattice constant. The dashed line shows $\epsilon_{0}+\epsilon_{1}\left(a-a_{0}\right)^{2}$, the solid line shows $\epsilon_{0}+\epsilon_{1}\left(a-a_{0}\right)^{2}-$ $\epsilon_{2}(a-\tilde{a})^{2}$ (see Eq. (3.6)).
values are $\epsilon_{0}=264 \mathrm{meV}, \epsilon_{1}=15935 \mathrm{meV} / \AA^{2}$ and $a_{0}=3.65 \AA$. From equation (3.6) the energy minimum is easily found

$$
\begin{equation*}
a_{\min }=a_{0}\left(1-\frac{\epsilon_{2}}{\epsilon_{1}-\epsilon_{2}} \frac{\tilde{a}-a_{0}}{a_{0}}\right), \tag{3.7}
\end{equation*}
$$

and by using the calculated parameters we estimate $a_{\min }=3.60 \AA$. Since $a_{\min }<a_{0}$, we derive the important result that the distortion allows the volume to be further reduced as compared to the hexagonal phase. Furthermore the curvature of the energy as a function of $a$ is

$$
\begin{equation*}
\frac{\partial^{2} E_{0}^{\min }(a)}{\partial a^{2}}=2 \epsilon_{1}-2 \epsilon_{2} \Theta(\tilde{a}-a), \tag{3.8}
\end{equation*}
$$

which is also reduced by a factor $2 \epsilon_{2}$ when the structure is distorted.
The effect of the thermal expansion on the lattice parameter can now be modeled as a temperature dependent position of $a_{0}, a_{0}=a_{0}(T)$. The change of the lattice constant with temperature for the distorted phase can therefore be written as

$$
\begin{equation*}
\frac{\partial a_{\min }}{\partial T}=\frac{\epsilon_{1}}{\epsilon_{1}-\epsilon_{2}} \frac{\partial a_{0}}{\partial T} \tag{3.9}
\end{equation*}
$$

Since $\epsilon_{2}$ is smaller than $\epsilon_{1}$ the lattice expands with temperature faster for the distorted phase than for the undistorted phase. If the calculated values for $\epsilon_{1}$ and $\epsilon_{2}$ are used the ratio $\epsilon_{1} /\left(\epsilon_{1}-\epsilon_{2}\right)$ is found to be 1.90 , which agrees well with the value of 2.25 extracted from Fig. 3.5. Near the phase transition, i.e. where $d \approx 0$, phononic effects due to the different curvatures of the energy and fluctuations should be considered. It is especially interesting that the change of the lattice constant with the temperature goes to zero near the phase transition temperature.

In the same way as $E_{0}$ also $T_{\mathrm{C}}$ can be expanded as a function of the lattice constant and of the distortion

$$
\begin{equation*}
T_{\mathrm{C}}(a, d)=T_{\mathrm{C}}(\tilde{a})\left[1+K_{v} \frac{a-\tilde{a}}{\tilde{a}}-K_{d} d^{2}\right], \tag{3.10}
\end{equation*}
$$

where $K_{v}$ and $K_{d}$ are parameters, and $T_{\mathrm{C}}(\tilde{a})$ is the Curie temperature for the cell with lattice parameter $\tilde{a}$ and where the atoms are in the hexagonal positions. Note that this equation is a generalization of the Bean-Rodbell model equation [Eq. (3.1)] and of the Landau expansion in Eq. (3.2), since the change in volume and the distortion are now included as independent quantities. The parameters are fitted by a least mean squares fit to the calculated values of $T_{\mathrm{C}}$ obtained for six lattice constants ranging between $3.656 \AA$ and $3.78 \AA$ and for different distortions. We obtain $T_{\mathrm{C}}(\tilde{a})=573 \mathrm{~K}$, $K_{v}=6.80$ and $K_{d}=2.6210^{-5}$. At $d=100 \%$ the relative change of the Curie temperature is $T_{\mathrm{C}}(\tilde{a}, d=100 \%) / T_{\mathrm{C}}(\tilde{a})=0.74$ and corresponds roughly to the value of Fig. 3.13(a). In this case it is slightly larger due to the fact that the volume is kept constant, whereas for the calculations of Fig. 3.13 it shrinks with increasing the distortion.

Next we calculate the dependence of the magnetic moment on the distortion and on the unit cell volume. The dependence is again expanded to lowest order in $a$ and d

$$
\begin{equation*}
\mu(a)=\mu(\tilde{a})\left[1+\alpha_{\mu} \frac{a-\tilde{a}}{\tilde{a}}+\alpha_{\mu, d} d^{2}\right] . \tag{3.11}
\end{equation*}
$$

We now have different ways of extracting the magnetic moment of the Mn atoms from our DFT calculations. One possibility is to take the total moment of the cell for the ferromagnetic spin configuration and divide it by the number of Mn atoms. In this way however the small induced moments of the As atoms are subtracted from the moment on the Mn. A second possibility is to take the average Mulliken spin population for the Mn atoms. The advantage of this method is that also antiferromagnetic configurations can be used to determine the average moment, and the induced moments of the As atoms are accounted for. The drawback however is that Mulliken populations are somewhat arbitrary as they depend on the basis set.

By setting $\tilde{a}$ to $3.699 \AA$, the values obtained using the cell moment are $\mu(\tilde{a})=$ $3.28 \mu_{\mathrm{B}}, \alpha_{\mu}=3.28$ and $\alpha_{\mu, d}=-1.1510^{-6}$. Similarly from the average Mulliken population over all the magnetic configurations we obtain $\mu(\tilde{a})=3.42 \mu_{\mathrm{B}}, \alpha_{\mu}=3.48$, and $\alpha_{\mu, d} \approx 0$. These results are rather similar to each other. With $\alpha_{\mu}=3.28$ and $\alpha_{\mu, d}=$ $-1.1510^{-6}$ a reduction of the lattice constant of $1 \%$, as approximately found at $T_{\mathrm{p}}$, results in a reduction of the magnetic moment of about $3 \%$, and a distortion of


Figure 3.17: Diagram of the positions of Mn and As atoms in orthorhombic MnAs.
$d=100 \%$ results in a reduction of $\mu$ of about $1 \%$. Both effects therefore reduce the magnetic moment and are of the same order of magnitude.

### 3.5 Small distortions of the $\mathrm{B} 8_{1}$ structure

In this section the dependence of $T_{\mathrm{C}}$ on the individual lattice parameters and on the distances between the atoms is investigated for the B 81 structure. Our approach is to distort the cell orthorhombically but to leave the atoms in their high symmetry positions. Apart from a general understanding of the phase diagram of MnAs this analysis is useful for predicting the behavior of MnAs when grown on a substrate. For instance when grown on $\operatorname{GaAs}(001)$ the substrate induces strain in MnAs , and the unit cell is slightly orthorhombically distorted [113]. This distortion does not correspond to the orthorhombic B31 structure, since the atoms do not move out of the high symmetry positions. Moreover different growth orientations are possible, and the Curie temperature varies accordingly [119]. In the second part of this section we present experimental results, obtained by our collaborators, showing that the phase transition temperature $T_{\mathrm{p}}$ changes when strain is applied to the MnAs film, and compare the data with our model.

When the cell is orthorhombically distorted the first three nearest neighbor coupling constants split into five different constants, corresponding to the ones of the B31 cell (Fig. 3.11), and with the only exception that now $J_{2,1}=J_{2,3}$. The number of total energy calculations used for the fit of the coupling parameters is 16 . The change of $T_{\mathrm{C}}$ for each different distortion can be expressed as a function of the change
of each single Mn-Mn and Mn-As distance in the unit cell. This gives

$$
\begin{equation*}
\frac{\delta T_{\mathrm{C}}}{T_{\mathrm{C}}}=\frac{\delta J_{0}}{J_{0}}=\sum_{\mu=1}^{5} K_{\mu} N_{\mu} \frac{\delta d_{\mu}}{d_{\mu}}, \tag{3.12}
\end{equation*}
$$

where the sum goes over all five independent distances in the orthorhombic unit cell as defined in Fig. 3.17. The dependence on the angles between the atoms is neglected. $N_{\mu}$ are the multiplicities of each distance $d_{\mu}$ within one unit cell, and have the values $N_{\mathrm{Mn}, 1}=4, N_{\mathrm{Mn}, 2}=4, N_{\mathrm{Mn}, 3}=8, N_{\mathrm{As}, 1}=4, N_{\mathrm{As}, 2}=8$. For the evaluation of the $K_{\mu}$ coefficients, 21 different distortions are considered, including changes of volume, changes of the ratio of the different axes and different displacements of the As atoms. For all the distortions the orthorhombic symmetry however was preserved. The best fit gives

$$
\begin{align*}
K_{\mathrm{Mn}, 1} & =6.6, K_{\mathrm{Mn}, 2}=6.2, K_{\mathrm{Mn}, 3}=5.9  \tag{3.13}\\
K_{\mathrm{As}, 1} & =-7.5, K_{\mathrm{As}, 2}=-7.5
\end{align*}
$$

The values of $K_{\mathrm{Mn}, 1}$ and $K_{\mathrm{Mn}, 2}$ are almost identical, as one should expect from the symmetry and similarly for $K_{\mathrm{As}, 1}$ and $K_{\mathrm{As}, 2}$.

Eq. (3.12) describes the fact that the change of $T_{\mathrm{C}}$ is the result of an interplay between the change of the Mn-Mn and Mn-As distances. The calculated $K_{\mu}$ show that, while an increase in the distance between Mn atoms increases $T_{\mathrm{C}}$, an increase of the Mn-As distance decreases it. However note that the two distances can not be changed independently, thus the net change in $T_{\mathrm{C}}$ depends on the details of the distortion.
$J_{0}$ can also be expanded over the orthorhombic lattice parameters

$$
\begin{equation*}
\frac{\delta J_{0}}{J_{0}}=\sum_{i=1}^{3} K_{i} \frac{\delta a_{i}}{a_{i}}, \text { with } K_{i}=\sum_{\mu=1}^{5} K_{\mu} N_{\mu} \frac{a_{i}}{d_{\mu}} \frac{\partial d_{\mu}}{\partial a_{i}}, \tag{3.14}
\end{equation*}
$$

where $a_{1}=a, a_{2}=b$ and $a_{3}=c$. The change of the distances between Mn and As atoms is not exactly known for the orthorhombic cell. However it is easy to show that to first order the position of the As atom in the cell does not influence $J_{0}$, since up to first order $\delta d_{\mathrm{As}, 2}=2 \delta d_{\mathrm{As}, 1}$ when moving the As atom inside the cell. Therefore the As atoms can be assumed to remain in the high symmetry position. Assuming now $K_{2}=K_{3}$ and $K_{4}=K_{5}$ (as imposed by symmetry), the general form of the $K_{i}$ is

$$
\begin{align*}
K_{a}=K_{b} & =6 K_{2}+\frac{96 K_{4}}{16+3 \tilde{c}^{2}}, \\
K_{c} & =4 K_{1}+\frac{36 K_{4} \tilde{c}^{2}}{16+3 \tilde{c}^{2}}, \tag{3.15}
\end{align*}
$$

where $\tilde{c}=c / a$. Using the average between $K_{2}$ and $K_{3}$ and $\tilde{c}=1.533$ this gives

$$
\begin{equation*}
K_{a}=K_{b}=4.9, \quad K_{c}=-1.0 \tag{3.16}
\end{equation*}
$$

Our results clearly show that stretching the unit cell along the basal plane raises $T_{\mathrm{p}}$ (since $K_{a}>0$ ), while stretching along the $c$-axis lowers $T_{\mathrm{p}}\left(K_{c}<0\right)$. An increase of the volume without distorting the cell results in an increase of the ferromagnetic exchange interactions and therefore of $T_{\mathrm{C}}$, since $K_{a}$ is positive and larger in magnitude than $K_{c}$. If the cell changes only its volume the expansion corresponds to the one of Eq. (3.10) with a factor $K_{v}=2 K_{a}+K_{c}=8.8$. We note that this value is somewhat different from the value of $K_{v}=6.8$ given in Sec. 3.4.2. This is due to the different type of analysis performed in this section, which starts from the dependence of $T_{\mathrm{C}}$ on the distances between the single atoms. The difference is however small and can be considered a measure for the error in our results.

### 3.5.1 Comparison with experiment

Here we present a direct comparison of our theoretical predictions with experimental results for the magneto-structural phase transition of MnAs films grown on GaAs. Those films present a non-abrupt phase transition with the coexistence [167] of the two phases in the form of periodically alternating stripes $[168,169]$ for a large temperature range $\left(\sim 20^{\circ} \mathrm{C}\right)[167,168,169,170]$. As a result of this phase coexistence, a considerable fraction of the volume of the MnAs epitaxial films is usually in the paramagnetic phase at $\sim 30^{\circ} \mathrm{C}$, which is a strong limitation for applications on room temperature spintronic devices. The growth of MnAs films on different crystal orientations has been suggested as an alternative that can provide higher phase-transition temperatures [170]. The detailed mechanism that associates the crystal distortion (lattice parameter variation) with the phase transition temperature is, however, still unclear,

In order to get more insight into the MnAs phase transition, the experimental group of Prof. F. Iikawa has designed an x-ray diffraction experiment to investigate in detail the dependence of the phase transition temperature on the crystal distortions. Their experimental results, part of which are presented in this section, show a clear variation of the phase transition temperature of MnAs films due to the lattice distortions imposed by the substrate and by the application of an external biaxial stress. They observed that an increase of the unit cell volume does not necessarily result in an increase of the transition temperature, contrary to the predictions of the Bean-Rodbell model [49].


Figure 3.18: (a) Schematic diagram of a unit cell of the A-orientation MnAs/GaAs(001). The lattice parameters $\mathbf{a}, \mathbf{b}$ and $\mathbf{c}$ are defined in the orthorhombic structure notation (see Fig. 3.3(b)). (b) Diagram of a biaxial stress ring cell. The X-ray beam was focused at the center of the ring.

The MnAs films were epitaxially grown on $\mathrm{GaAs}(001)$ by molecular beam epitaxy under growth conditions that yield A-oriented films [171], as shown in the Fig. 3.18(a). The orthorhombic unit cell vectors as defined in Fig. 3.3(b) are used. This is more appropriate for MnAs film on GaAs, since the films are deformed by the substrate and lose the hexagonal symmetry to an orthorhombic one even in the ferromagnetic phase. In the following the ferromagnetic phase for both the hexagonal as well as for the slightly distorted structure is denoted as $\alpha$-phase, whereas the B31 phase is denoted as $\beta$-phase. The results presented here were obtained for a 130 nm thick MnAs film. External biaxial strain was applied using a stress ring cell [172] assembled in a temperature controlled continuous $\mathrm{N}_{2}$ gas flow cryostat. The sample is mounted between a ring and a sphere [Fig. 3.18(b)] and biaxial strain is achieved by moving the sphere towards the ring [172]. The film (much thinner than the substrate), which is located on the upper side of the sample, undergoes a symmetric biaxial tensile strain at the center of the ring. The strain is approximately uniform within $\sim 1 \mathrm{~mm}$ of diameter from the center, which is of the order of the X-ray beam spot.

At intermediate temperatures around the phase transition temperature X-ray spectra indicate the coexistence of the two phases. Measurements for cooling cycles gave similar results to the ones for the heating cycle, with a small shift of the phase transition to lower temperatures, resulting in a thermal hysteresis. This was also observed in previous works [170]. Fig. 3.19(a) shows the experimentally measured volume fraction $F_{\alpha}$ vs. temperature of the $\alpha$-MnAs phase for a 130 nm thick MnAs film, with and without an external strain. The fraction $F_{\alpha}$ was obtained from the ratio of the integrated intensity of the $\alpha$ phase X-ray diffraction peak relative to the sum of the total intensity of the peaks for both $\alpha$ - and $\beta$-phases. $F_{\alpha}$ presents


Figure 3.19: Temperature dependence of the volume fraction of $\alpha$-phase $F_{\alpha}$ of the 130 nm MnAs film (a) and the 160 nm MnAs film (b), with and without induced strain.
a non-abrupt profile with a thermal hysteresis, as discussed before. Note that the phase transition of the films starts at temperatures smaller than that of the transition temperature of the bulk $\left(40^{\circ} \mathrm{C}\right)$. When an external tensile strain is applied, the curves show a clear shift to higher temperatures. Similar results were observed for a $160 \mathrm{~nm} \mathrm{MnAs} / \mathrm{GaAs}$ film [Fig. 3.19(b)]. Due to the phase coexistence across a large range of temperatures the phase transition temperature is not well defined for the film. Therefore we choose to define a characteristic transition temperature, $T_{\mathrm{p}}$, as the temperature where $F_{\alpha}$ is 0.5 .

|  | MnAs Bulk | film | film <br> $\epsilon_{\\|}=0$ |
| :---: | :---: | :---: | :---: |
| $a(\AA)$ | 3.724 | $3.710(-0.37 \%)$ | $3.719(-0.13 \%)$ |
| $b(\AA)$ | 6.450 | $6.440(-0.15 \%)$ | $6.434(-0.25 \%)$ |
| $c(\AA)$ | 5.706 | $5.764(+1.0 \%)$ | $5.778(+1.27 \%)$ |
| $V\left(\AA^{3}\right)$ | 137.06 | $137.72(+0.48 \%)$ | $138.26(+0.88 \%)$ |
| $\frac{\delta T_{P}}{T_{P}}(\%)$ | 0.0 | -3.2 | -1.6 |
| $\frac{\delta S_{0}}{J_{0}}(\%)$ | 0.0 | -3.0 | -2.4 |

Table 3.4: Lattice parameters, unit cell volume $(V)$ and relative temperature variation $\frac{\delta T_{P}}{T_{P}}$ of the $\alpha$-MnAs phase at $\mathrm{T}=20^{\circ} \mathrm{C}$ for bulk [132] and for the MnAs film with a strain in the film plane of $\epsilon_{\|}=0$ and for $\epsilon_{\|}=0.25 \%[120](b=\sqrt{3} a$ at the perfect hexagonal structure). In parenthesis the lattice parameter variation relative to bulk is shown. $\frac{\delta J_{0}}{J_{0}}$ are our theoretical data.

In Tab. 3.4 the experimentally measured room-temperature lattice parameters of the MnAs film, as-grown and under external strain, are presented together with those of bulk MnAs taken from Ref. [132]. The lattice parameters of the as-grown film were obtained from specular and grazing incident diffraction (GID) measurements.

Comparing the lattice parameters between bulk and as-grown film, we observe that the MnAs film is stretched along the $c$ direction and is shrunk in the hexagonal basal plane. Similar results were observed in a previous work [170]. The resulting unit cell volume in the film is $0.48 \%$ larger than that in the bulk and presents a smaller $T_{\mathrm{p}}$. When the film is under external tensile strain, the unit cell volume shows a further increase (becoming 0.88\% larger than the bulk). In this case, however, the increase of the cell volume is accompanied by an increase of $T_{\mathrm{p}}$. Bean and Rodbell [49] have predicted an enhancement of $T_{\mathrm{p}}$ upon increasing the MnAs unit cell volume. Our results show, however, that $T_{\mathrm{p}}$ is not a simple function of the cell volume and it does depend on the lattice parameters in a more complex way.

The parameter $J_{0}=\sum_{j} J_{0 j}$, which in the mean field approximation is proportional to the Curie temperature, is a measure of the stability of the ferromagnetic phase [49, $140,173]$. The larger the gain in magnetic energy, the higher should be $T_{\mathrm{p}}$. As a first approximation, we assume that the change of $T_{\mathrm{p}}$ is proportional to the equivalent change of $J_{0}: \frac{\delta T_{\mathrm{P}}}{T_{\mathrm{p}}}=\frac{\delta J_{0}}{J_{0}}$. Tab. 3.4 gives the calculated values of $\frac{\delta J_{0}}{J_{0}}$ for the film, with and without an external stain, and its relative change with respect to the bulk. We observe that the calculated values of $\frac{\delta J_{0}}{J_{0}}$ are in very good agreement with the corresponding experimental values of $\frac{\delta T_{\mathrm{p}}}{T_{\mathrm{p}}}$ for the as-grown sample. The agreement is not equally good for the film under external biaxial strain. In this case the inplane parameters were calculated from the out-of-plane one using the elastic tensor, which carries a significant experimental uncertainty. We remark in particular that the theory correctly predicts the direction of the transition temperature changes due to the film distortions: a decrease of $T_{\mathrm{p}}$ from bulk to the as-grown film and a partial recovery of $T_{\mathrm{p}}$ when a biaxial tensile strain is applied to the film.

We may now interpret the experimental results. The strain obtained by growing a MnAs thin film with the A-orientation on GaAs results in the stretching of the $c$ axis and the contraction of both the $a$ and $b$ axes. All these distortions contribute to reduce $T_{\mathrm{p}}$. When an external biaxial stress is applied along the film plane, the lattice parameters $a$ and $c$ increase while $b$ decreases. The net result is a slight enhancement of $T_{\mathrm{p}}$, reflecting the balance of the $K$ parameters and the relative large value of $K_{a}$. Our calculations also explain why a hydrostatic pressure lowers the phase transition temperature of bulk MnAs, as observed in previous works [49]. Under hydrostatic pressure, the $a$ and $b$ parameters suffer a stronger contraction than $c$ due to the anisotropy of the MnAs elastic constant tensor [174]. This effect, combined with the fact that $\left|K_{a}\right|$ and $\left|K_{b}\right|$ are bigger than $\left|K_{c}\right|$, results in a decrease of $T_{\mathrm{p}}$.

Based on our results we propose that higher $T_{\mathrm{p}}$ can be achieved by growing MnAs in such a way as to maximize the lattice parameters of the basal plane and minimize
the lattice parameter in the perpendicular direction. The possibility of moving across the phase transition temperature by applying an external biaxial pressure opens a new avenue to mechanically driven magneto-devices. One can envision composite materials comprising MnAs and piezoelectric compounds, where the ferromagnetism can be mechanically switched on and off by an external stress.

### 3.6 Curie temperature and susceptibility

It is now possible to analyze two peculiar properties of MnAs. The first is the anomalous behavior of the susceptibility $\chi$ as a function of temperature between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$. The second is the fact that although the Curie temperature for ferromagnetic MnAs has to be larger than $T_{\mathrm{p}}$, the $T_{\mathrm{C}}$ extrapolated from the susceptibility above $T_{\mathrm{t}}$ is only 285 K [124]. In this section both these features are explained using the dependence of the susceptibility on the Curie temperature $\left[\chi=\chi\left(T_{\mathrm{C}}\right)\right]$, and the strong dependence of the Curie temperature on the lattice parameters found in the previous sections $\left[T_{\mathrm{C}}=T_{\mathrm{C}}(a, b, c, d)\right] . T_{\mathrm{C}}(T)$ and $\chi(T)$ are therefore determined using the experimentally measured temperature dependence of the lattice vectors $a(T), b(T)$ and $c(T)$ and of the distortion $d(T)$. This analysis also provides a tool for extracting the parameters $K_{v}$ and $K_{d}$ from experimental data.

By generalizing Eqs. (3.10) and (3.14) the Curie temperature $T_{\mathrm{C}}(a, b, c, d)$ can be written as

$$
\begin{align*}
& T_{\mathrm{C}}(a, b, c, d)= \\
& T_{\mathrm{C}, 0}\left[1+K_{a}\left(\frac{a-\tilde{a}}{\tilde{a}}+\frac{b-\tilde{b}}{\tilde{b}}\right)+K_{c} \frac{c-\tilde{c}}{\tilde{c}}-K_{d} d^{2}\right], \tag{3.17}
\end{align*}
$$

where we use the fact that $K_{a}=K_{b}$ and take the values for $K_{a}$ and $K_{c}$ from Eq. (3.16), while $K_{d}=2.6210^{-5}$ and $T_{\mathrm{C}, 0}=T_{\mathrm{C}}(\tilde{a})=573 \mathrm{~K}$ are those calculated in Sec. 3.4.2. The reference lattice parameters are chosen to be the lattice vectors at $T_{\mathrm{s}}$ $(\tilde{a}=3.699 \AA, \tilde{b}=\sqrt{3} \tilde{a}, \tilde{c}=1.56 \tilde{a})$.

Similarly to the Curie temperature also the susceptibility is calculated in the mean field approximation. This is justified for $T \gg T_{\mathrm{C}}$, a condition which is satisfied for paramagnetic MnAs. The molar susceptibility $\chi_{\mathrm{M}}$ is then given by

$$
\begin{align*}
\chi_{\mathrm{M}}^{-1} & =\frac{1}{C_{0}}\left(T-T_{\mathrm{C}}\right), \\
C_{0} & =\frac{N_{\mathrm{A}} \mu_{\mathrm{B}}^{2} g^{2}}{3 k_{\mathrm{B}}} s(s+1) . \tag{3.18}
\end{align*}
$$

$N_{\mathrm{A}}$ is the Avogadro's number, $g \approx 2$ is the Lande's factor for the free electron spin, $k_{\mathrm{B}}$ is the Boltzmann constant and $s$ is the atomic total spin. Note that the susceptibility
has an additional temperature dependence since $T_{\mathrm{C}}$ and $s$ depend on the temperature through the lattice distortion. However in what follows we neglect the dependence of $s$ on the lattice parameters so that $C_{0}$ is constant over all temperature. An analysis performed by relaxing this approximation gives similar results.

Similarly to Sec. 3.4.2 the model is further simplified by assuming that $b / a$ and $c / a$ are constant above $T_{\mathrm{p}}$. As indicated in Eq. (3.5) $d$ is a function of the lattice constant, $d(a)=\gamma \sqrt{(\tilde{a}-a) / \tilde{a}} \Theta(\tilde{a}-a)$. Moreover we have shown that the experimental distortion as function of the lattice constant is well reproduced when $\gamma=1184$. Therefore it is now possible to express $T_{\mathrm{C}}$ and $\chi_{\mathrm{M}}^{-1}$ as a function of the lattice constant a only

$$
\begin{align*}
& \chi_{\mathrm{M}}^{-1}(a)= \\
& \frac{1}{C_{0}}\left[T-T_{\mathrm{C}, 0}\left(1+\left(K_{v}+K_{d} \gamma^{2} \Theta(\tilde{a}-a)\right) \frac{a-\tilde{a}}{\tilde{a}}\right)\right], \tag{3.19}
\end{align*}
$$

where $K_{v}=2 K_{a}+K_{c}=8.8$. This equation shows that if the lattice expands strongly with temperature $\chi_{M}^{-1}$ decreases.

For temperatures between $T_{\mathrm{p}}$ and about 390 K , as well as above $T_{\mathrm{s}}, a$ increases approximately linearly with temperature (see Fig. 3.5) and can therefore be written as

$$
\begin{equation*}
a(T)=a\left(T_{0}\right)\left[1+\alpha \frac{T-T_{0}}{T_{0}}\right] \tag{3.20}
\end{equation*}
$$

where the experimental values for the coefficients are $T_{0,+}=T_{\mathrm{s}}=452 \mathrm{~K}, a\left(T_{\mathrm{s}}\right)=$ $\tilde{a}=3.699 \AA$ and $\alpha_{+}=0.0126$ for temperatures above $T_{\mathrm{s}}$ (the index " + " denotes the high temperature region above $T_{\mathrm{s}}$, and $T_{0,-}=T_{\mathrm{p}}=318 \mathrm{~K}, a\left(T_{\mathrm{p}}\right)=3.673$ and $\alpha_{-}=0.0284$ for temperatures between $T_{\mathrm{p}}$ and about 390 K (the index "-" denotes the intermediate temperature region). By inserting equation (3.20) into Eq. (3.19) we obtain for the high temperature region above $T_{\mathrm{s}}$

$$
\begin{equation*}
\chi_{\mathrm{M}}^{-1}(T)=\frac{1}{C_{\mathrm{eff}}}\left(T-T_{\mathrm{C}, \mathrm{eff}}\right) \tag{3.21}
\end{equation*}
$$

with

$$
\begin{align*}
C_{\mathrm{eff}} & =\frac{1}{1-K_{v} \alpha_{+} \frac{T_{\mathrm{C}, 0}}{T_{\mathrm{s}}}} C_{0},  \tag{3.22}\\
T_{\mathrm{C}, \mathrm{eff}} & =\frac{1+K_{v} \alpha_{+}}{1-K_{v} \alpha_{+} \frac{T_{\mathrm{C}, 0}}{T_{\mathrm{s}}}} T_{\mathrm{C}, 0}
\end{align*}
$$

$T_{\mathrm{C}, \text { eff }}$ and $C_{\text {eff }}$ are the experimentally accessible quantities for the high temperature susceptibility, and due to the expansion of the lattice they are different from $T_{\mathrm{C}, 0}$ and $C_{0}$. The experimentally measured values are $T_{\mathrm{C}, \mathrm{eff}}=285 \mathrm{~K}$ and $C_{\mathrm{eff}}=3.1210^{-5} \mathrm{~m}^{3}$

K [125], which corresponds to an effective magnetic moment of $3.57 \mu_{\mathrm{B}}$. From $C_{\text {eff }}$ and $T_{\mathrm{C}, \text { eff }}$ the values of $T_{\mathrm{C}, 0}=T_{\mathrm{C}}(\tilde{a})$ and $C_{0}$ can now be obtained

$$
\begin{align*}
C_{0} & =\frac{1-K_{v} \alpha_{+}}{1-K_{v} \alpha_{+}\left(1-\frac{T_{\mathrm{C}, \mathrm{eff}}}{T_{\mathrm{s}}}\right)} C_{\mathrm{eff}}, \\
T_{\mathrm{C}, 0} & =\frac{1}{1-K_{v} \alpha_{+}\left(1-\frac{T_{\mathrm{C}, \mathrm{eff}}}{T_{\mathrm{s}}}\right)} T_{\mathrm{C}, \mathrm{eff}} . \tag{3.23}
\end{align*}
$$

All the variables on the right hand side of Eq. (3.23) can be obtained from experiment except $K_{v}$. For small $K_{v}$ the difference between $T_{\mathrm{C}, 0}$ and $T_{\mathrm{C}, \text { eff }}$ is proportional to $K_{v}$. Since $T_{s}$ is larger than the experimental value of $T_{\mathrm{C}, \text { eff }}$ the effect of the thermal expansion of the hexagonal structure is a reduction of the slope of the inverse susceptibility as a function of temperature, as well as a reduction of the extrapolated Curie temperature as compared to the real Curie temperature.

In the region where linear expansion holds the slope of the inverse susceptibility above $T_{\mathrm{t}}$ is

$$
\begin{equation*}
\frac{\partial \chi_{\mathrm{M},+}^{-1}}{\partial T}=\frac{1}{C_{0}}\left(1-K_{v} \alpha_{+} \frac{T_{\mathrm{C}, 0}}{T_{\mathrm{t}}}\right) \tag{3.24}
\end{equation*}
$$

whereas for in the intermediate temperature region above $T_{\mathrm{p}}$ it is

$$
\begin{equation*}
\frac{\partial \chi_{\mathrm{M},-}^{-1}}{\partial T}=\frac{1}{C_{0}}\left(1-\left(K_{v}+K_{d} \gamma^{2}\right) \alpha_{-} \frac{a_{0}}{\tilde{a}} \frac{T_{\mathrm{C}, 0}}{T_{0,-}}\right) \tag{3.25}
\end{equation*}
$$

In both regions there is a reduction of the slope due to the expansion of the lattice. However the reduction is much larger for $\chi_{\mathrm{M},-}$ than for $\chi_{\mathrm{M},+}$, since there is the additional term proportional to $K_{d}$ due to the distortion, and also $\alpha_{-}>\alpha_{+}$. As a rough approximation it can be assumed that $\left(a_{0} T_{\mathrm{C}, 0}\right) /\left(\tilde{a} T_{0,-}\right) \approx 1$, so that $\frac{\partial \chi_{M_{-}--}^{-1}}{\partial T}$ becomes negative for

$$
\begin{equation*}
\left(K_{v}+K_{d} \gamma^{2}\right) \alpha_{-}>1 \tag{3.26}
\end{equation*}
$$

The values of $\alpha_{-}$and $\gamma$ are determined experimentally and describe how the structure changes with temperature, whereas $K_{v}$ and $K_{d}$ describe how $T_{\mathrm{C}}$ varies for distorted cells. By using our calculated values for $K_{v}$ and $K_{d}$ we obtain $\left(K_{v}+K_{d} \gamma^{2}\right) \alpha_{-}=1.29$. This is indeed larger than one. Therefore we do predict a negative slope for the inverse susceptibility in the intermediate temperature region. With the value for $\gamma=947$ estimated in Sec. 3.4.2 we obtain $\left(K_{v}+K_{d} \gamma^{2}\right) \alpha_{-}=0.92$, which is still smaller than 1. This is due to the underestimation of the distortion as compared to experiments by using $\gamma=947$. With $\gamma=1186$ the reduction of the distortion with increasing lattice constant is large enough to obtain a negative slope of the inverse susceptibility,
whereas $\gamma=947$ underestimates the reduction of the distortion, and so the slope of the inverse susceptibility is reduced but not to the point to make it negative.

Finally we extract the values for $K_{v}$ and $K_{d}$ from the experimental behavior of the Curie temperature. Since the ratio between $K_{a}$ and $K_{c}$ can not be obtained from the thermal properties of MnAs , it is therefore assumed that $K_{c} / K_{a}=-1 / 4.9 \approx-0.2$ is fixed and corresponds to our calculated value. For the hexagonal cell $(d=0) \mathrm{Eq}$. (3.17) reads

$$
\begin{equation*}
T_{\mathrm{C}}(a, c)=T_{\mathrm{C}, 0}\left[1+K_{v}\left(k_{a} \frac{a-\tilde{a}}{\tilde{a}}+k_{c} \frac{c-\tilde{c}}{\tilde{c}}\right)\right], \tag{3.27}
\end{equation*}
$$

where $k_{a}=2 /\left(2+K_{c} / K_{a}\right)=1.11$ and $k_{c}=\left(K_{c} / K_{a}\right) /\left(2+K_{c} / K_{a}\right)=-0.11$. This has to be valid for all temperatures where the cell is hexagonal, therefore it can not be assumed that the ratio between $c$ and $a$ is constant since it changes abruptly from 1.533 to 1.556 at $T_{\mathrm{p}}$. By using the expression for $T_{\mathrm{C}, 0}$ from Eq. (3.23) we obtain $K_{v}$

$$
\begin{equation*}
K_{v}=\frac{\frac{T_{\mathrm{C}}(a, c)}{T_{\mathrm{C}, \mathrm{eff}}}-1}{\alpha_{+}\left(\frac{T_{\mathrm{C}}(a, c)}{T_{\mathrm{C}, \mathrm{eff}}}-\frac{T_{\mathrm{C}}(a, c)}{T_{\mathrm{s}}}\right)+k_{a} \frac{a-\tilde{a}}{\tilde{a}}+k_{c} \frac{c-\tilde{c}}{\tilde{c}}} . \tag{3.28}
\end{equation*}
$$

As reference Curie temperature the extrapolated value to room temperature is used, which can be estimated to be about $T_{\mathrm{C}}(a=3.724 \AA, c=1.533 a)=360 \mathrm{~K}$. By inserting the experimental values for the parameters on the right hand side of Eq. (3.28) we obtain $K_{v}=18.1$. This is about twice as big as our predicted value. The disagreement may partly be due to the fact that the ratio between $K_{c}$ and $K_{a}$ has been fixed for our calculated value. By inserting this value for $K_{v}$ in Eq. (3.23) we obtain $T_{\mathrm{C}, 0}=311$ K , the Curie temperature for the lattice parameters at $T=T_{\mathrm{s}}$.

In order to extract $K_{d}$ from experiments we use the relative change in the slope of the inverse susceptibility around $T_{t}$. This is, according to the Eqs. (3.24) and (3.25),

$$
\begin{equation*}
\frac{\frac{\partial \chi_{M,+}^{-1}}{\partial T}-\frac{\partial \chi_{M}^{-1},-}{\partial T}}{\frac{\partial \chi_{M,+}^{-1}}{\partial T}}=1-\frac{1-\left(K_{v}+K_{d} \gamma^{2}\right) \alpha_{-} \frac{a_{0}}{\bar{a}} \frac{T_{C, 0}}{T_{0}}}{1-K_{v} \alpha_{+} \frac{T_{C, 0}}{T_{t}}} \tag{3.29}
\end{equation*}
$$

and increases with increasing $K_{v}$ and $K_{d}$. All the variables in this equation can be derived from the experimental measurements, except $K_{v}$ and $K_{d}$. Experimentally different values are found for the relative change of the slope [left-hand side of Eq. (3.29)] [134, 175, 176, 177]. These are all of the order of 1.44 . By using this value for the relative change of the slope and the previously calculated value $K_{v}=18.1, K_{d}$ is found to be $1.7810^{-5}$. This value agrees approximately with our predicted value of $2.6210^{-5}$.

In conclusion Tab. 3.5 summarizes the parameters calculated in this work, by comparing our $a b$ initio results obtained from the DFT calculations and the Heisenberg model, with the results obtained by fitting to the experimental data. In general
the value obtained from the $a b$ initio calculations roughly agree with the best fit to experiments, although the DFT results underestimate $K_{v}$ and overestimate $K_{d}$.

|  | $T_{C, 0}$ <br> $(\mathrm{~K})$ | $K_{d}$ <br> $\left(10^{-5}\right)$ | $K_{v}$ | $K_{a}$ | $K_{c}$ | $\gamma$ | $\tilde{a}$ <br> $(\AA)$ |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  |  | $(\AA)$ |
| DFT | 579 | 2.62 | 8.8 | 4.9 | -1.0 | 947 | 3.706 |
| FIT | 311 | 1.78 | 18.1 | 10.1 | -2.1 | 1184 | 3.699 |

Table 3.5: Main parameters used in the description of the phase diagram of MnAs. We compared results obtained from ab initio calculations and Heisenberg model (DFT), with those of the best fit of the experimental properties (FIT).

### 3.7 Phase diagram

It is now possible to draw a qualitative description of the phase diagram of MnAs (see Fig. 3.2). Since the magnetic interactions are strongly dependent on the volume, the effects of the thermal expansion of the lattice are important. First the state of MnAs at zero pressure is considered. For $P=0$ and temperatures below 155 K both ferromagnetic and canted spin structures can be stabilized. The ground state is the ferromagnetic B 81 structure, however also the B31 structure is stable, because at these low temperatures the thermal energy is not large enough to induce a phase transition from a canted spin structure to a ferromagnetic one. As the temperature increases above 155 K the thermal fluctuation may induce the phase transition, and therefore only the ferromagnetic state survives.

As the temperature is further increased and the system becomes paramagnetic, the B31 structure becomes the stable one, as described in Sec. 3.4.1 [Fig. 3.13(b)]. MnAs then remains paramagnetic for all temperatures, but because of the thermal expansion the orthogonal distortion decreases, until it vanishes when a critical volume is reached (see Fig. 3.14). Then the volume becomes large enough to stabilize the $\mathrm{B} 8_{1}$ structure even for a paramagnetic state, leading to the second structural phase transition at $T_{\mathrm{t}}$.

As pressure is applied the volume is reduced and thus the ferromagnetic exchange interaction decreases. Therefore $T_{\mathrm{p}}$ decreases with pressure, while $T_{\mathrm{t}}$ increases. At a temperature of approximately 230 K the ferromagnetic state is stable up to a pressure of 2 kbar. For high pressures above 2.5-4 kbar the volume is small enough that a canted spin structure becomes the ground state. The temperature at which this state
becomes paramagnetic is approximately 230 K . It increases slightly with pressure, reflecting the fact that the antiferromagnetic interaction increases as the volume is reduced.

### 3.8 Conclusions

We have investigated, by means of $a b$ initio electronic structure calculations, the magneto-structural properties of MnAs. The stable structure for the ferromagnetic state is found to be the $\mathrm{B} 8_{1}$ structure. However if antiferromagnetic alignment in the hexagonal plane is imposed the B31 structure becomes more stable. By fitting the DFT total energies of different magnetic configurations to a Heisenberg type energy it is shown that the main contributions to the physical properties originate from the exchange coupling parameters up to 3rd nearest neighbor. The Curie temperature was calculated in the mean field approximation, with values approximately twice as large as the experimental ones.

The main assumption of the phenomenological model of Bean and Rodbell [49] that the ferromagnetic exchange coupling parameters increase when the volume is increased has been confirmed [Eq. (3.16)] using this analysis. However it has been shown that the exchange interactions depend not only on the volume, but that the orthogonal distortion to the B31 structure plays an important role. For the experimentally observed distortions some of the in-plane exchange coupling coefficients become antiferromagnetic. This is the reason for the stability of the B31 structure for those configurations of the magnetic moments that have an antiferromagnetic component in the hexagonal plane. Different canted spin structures are expected to minimize the energy for different distortions, since there are both positive and negative exchange coefficients depending on the amount of distortion of the B31 structure.

Furthermore it has been shown that for paramagnetic states the B31 structure is stable at small volumes, while the $\mathrm{B} 8_{1}$ structure is stable above a critical lattice constant of about $3.7 \AA$. This explains the second order phase transition at $T_{\mathrm{t}}$, since at that temperature the lattice constant crosses this critical value.

The Curie temperature has been expanded as a function of the lattice vectors and of the amount of distortion. An increase in the volume leads to an enhancement of the Curie temperature, while an increase of the distortion leads to a reduction. With these results in hand the increase of the susceptibility between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$ has been explained as the result of the increase of the Curie temperature due to the change of the structure from the B 31 to the B 81 and to the increase of the volume. By using the experimental variation of the lattice parameters with rising temperature
the susceptibility is indeed found to increase between $T_{\mathrm{p}}$ and $T_{\mathrm{t}}$.
A fit of the dependence of the Curie temperature on the lattice parameters to best reproduce the experimental behavior is also given. The calculated values agree within a factor two with the values obtained from $a b$ initio calculations. Our results are in agreement with the various phenomenological models based on the Bean Rodbell idea. In our work the various parameters used in those models for the magneto-structural properties of MnAs have been derived from first principles and therefore validated.

## Chapter 4

## Non equilibrium Green's functions

In this chapter the main concepts of electronic transport calculations within the non equilibrium Green's functions (NEGF) formalism are presented. These are used in this work to obtain the steady state electronic transport properties of nano-devices. The NEGF formalism allows one to describe the out of equilibrium state of a quantum system, which consists of a scattering region, also denoted as extended molecule (EM), attached to semi-infinite electron reservoirs, also called leads or electrodes. Each of these reservoirs is assumed to be in local equilibrium, so that the states in the leads are occupied up to the local Fermi energy. The state of the scattering region is then determined by the rate of in- and outflow of electrons from the leads. The NEGF formalism allows the calculation of three central properties of quantum mechanical systems out of equilibrium: first it allows one to obtain the spectrum of states in the scattering region for a given Hamiltonian; secondly it makes possible to calculate the occupation of these states in the scattering region when the leads are out of equilibrium; thirdly one can calculate the current through the device for given chemical potentials of the leads and charge density of the scattering region. The NEGF formalism is nowadays widely used for the calculation of the electronic transport properties of nanoscale devices, overviews of its application can be found in Refs. [55, 178]).

There exist a number of publications where the NEGF equations are presented and their physical meaning is explained $[54,179,180,181,55,182]$, these give a good understanding of the dependence of the properties on the different device parameters. A formal derivation of the fundamental equations, based on perturbation theory within second quantization and a time-dependent approach, can be found in the literature [183, 184, 185, 186, 187, 188, 189, 190]. As an alternative, in Refs. [190, 191, 192, 193] the formalism is derived once again for the steady state without using a time dependent formulation. This derivation is valid in the case of elastic coherent transport and a single particle Hamiltonian, which is always the case for
the systems considered here. In this chapter a derivation of the NEGF formalism is presented based on this approach, following the concepts of Refs. [54, 194, 190, 193].

First some general features of Green's functions in electronic structure calculations are presented. Then the Green's function for the particular system consisting of a scattering region attached to semi-infinite leads is introduced. The spectral function and the density of states for such a system are presented in a Green's function formulation, followed by the equations for the occupation of the states in the scattering region when the leads are out of equilibrium. The way to obtain the current through the scattering region is outlined, and the transmission coefficient is introduced. Then the equations are expanded to the case where the leads are two-dimensional (2D) surfaces. Finally some notes on the implementation of the NEGF formalism in the $a b$ initio electronic transport code SMEAGOL are given [61, 68]. SMEAGOL is the code used in this work.

### 4.1 Green's functions: basic properties

A description of the use of Green's functions in solid state physics can be found in a number of books [194, 54, 183, 182], here we just present the general properties of Green's functions relevant to the NEGF formalism. We assume that the system is described by the single-particle Hamiltonian $H$ of Eq. (2.61)

$$
\begin{equation*}
H \psi_{n}=E_{n} S \psi_{n} \tag{4.1}
\end{equation*}
$$

where the $N_{\mathrm{u}}$-dimensional vectors $\psi_{n}$ are the single-particle wave functions with eigenvalue $E_{n}$, and $S$ is the overlap matrix. Since both $H$ and $S$ are Hermitian the $E_{n}$ are real. The $\psi_{n}$ are normalized in such a way that the orthogonality relation becomes $\psi_{n}^{\dagger} S \psi_{m}=\delta_{n m}$. The corresponding completeness relation is then $\sum_{n} \psi_{n} \psi_{n}^{\dagger} S=\mathbb{1}_{N_{\mathrm{u}}}$, where $\mathbb{1}_{N_{\mathrm{u}}}$ is the $N_{\mathrm{u}} \times N_{\mathrm{u}}$ identity matrix. The retarded Green's function $G$ is then defined as $[194,54]$

$$
\begin{equation*}
G(E)=[(E+i \delta) S-H]^{-1} \tag{4.2}
\end{equation*}
$$

with $\delta \rightarrow 0^{+}$. The advanced Green's function $G^{\mathrm{A}}$ is defined in the same way with $\delta \rightarrow 0^{-}$, so that for real energies $E$ we have $G^{A}=G^{\dagger}$. The Hamiltonian can be written in its spectral representation as

$$
\begin{equation*}
H=\sum_{n=1}^{N_{u}} E_{n} S \psi_{n} \psi_{n}^{\dagger} S, \tag{4.3}
\end{equation*}
$$

so that the corresponding retarded GF is

$$
\begin{equation*}
G(E)=\sum_{n=1}^{N_{u}} \frac{1}{E+i \delta-E_{n}} \psi_{n} \psi_{n}^{\dagger} \tag{4.4}
\end{equation*}
$$

We note that if $H$ and $S$ are both real, then also the $\psi_{n}$ can be made real, so that $G(E)$ is symmetric and $G^{\mathrm{A}}(E)=G^{*}(E)$. The spectral function is defined as

$$
\begin{equation*}
A(E)=i\left[G(E)-G^{\dagger}(E)\right], \tag{4.5}
\end{equation*}
$$

and it can be seen as a generalized density of states [54]. In fact, by using the spectral representation of $G(E)$ it can be rewritten as

$$
\begin{align*}
A(E) & =i \sum_{n=1}^{N_{\mathrm{u}}} \frac{1}{E+i \delta-E_{n}} \psi_{n} \psi_{n}^{\dagger}-\frac{1}{E-i \delta-E_{n}} \psi_{n} \psi_{n}^{\dagger}  \tag{4.6}\\
& =2 \sum_{n=1}^{N_{\mathrm{u}}} \frac{\delta}{\left(E-E_{n}\right)^{2}+\delta^{2}} \psi_{n} \psi_{n}^{\dagger}, \tag{4.7}
\end{align*}
$$

and in the limit $\delta \rightarrow 0^{+}$this becomes

$$
\begin{equation*}
A(E)=2 \pi \sum_{n=1}^{N_{u}} \delta\left(E-E_{n}\right) \psi_{n} \psi_{n}^{\dagger} . \tag{4.8}
\end{equation*}
$$

With this result, and by using the normalization of the $\psi_{n}$, the density of states $\mathcal{N}=\sum_{n=1}^{N_{\mathrm{u}}} \delta\left(E-E_{n}\right)$ can be written as

$$
\begin{equation*}
\mathcal{N}(E)=\frac{1}{2 \pi} \operatorname{Tr}[A(E) S] . \tag{4.9}
\end{equation*}
$$

As shown in Sec. 2.2.4 the total DOS can be split up in the contributions from the single orbitals, the so called projected density of states (PDOS), in the following way

$$
\begin{equation*}
\mathcal{N}(E)=\sum_{\mu}^{N_{u}} \mathcal{N}_{\mu}(E), \tag{4.10}
\end{equation*}
$$

with the PDOS for orbital $\mu, \mathcal{N}_{\mu}$, defined as

$$
\begin{equation*}
\mathcal{N}_{\mu}(E)=\frac{1}{2 \pi} \sum_{\nu}^{N_{\mathrm{u}}} A_{\mu \nu}(E) S_{\nu \mu} \tag{4.11}
\end{equation*}
$$

Eqs. (4.8) and (4.9) show that the spectral function, and therefore also the GF, contains all the information about the states of the system. We also note that $A(E)$ is a positive semidefinite matrix, since all its eigenvalues are greater than or equal to zero [see Eq. (4.8)]. The density matrix [Eq. (2.70)]

$$
\begin{equation*}
\rho=\sum_{n=1}^{N_{\mathrm{u}}} n_{n} \psi_{n} \psi_{n}^{\dagger} . \tag{4.12}
\end{equation*}
$$

can be equally expressed as function of $A(E)$. If it is assumed that the system is in thermal equilibrium with the environment, for a system of Fermions one obtains
$n_{n}=f\left(E_{n}\right)$, where $f\left(E_{n}\right)$ is the Fermi-Dirac distribution calculated at the energy $E_{n}$, given in Eq. (2.68). At finite temperature the Fermi energy in the Fermi-Dirac distribution is replaced by the chemical potential [70], however we assume that $T \approx 0$, so that the two quantities are identical. The use of a finite temperature in our calculations has only the role of smearing out the region of occupied states in order to improve convergence for metals. Moreover in the calculation of the current (Sec. 4.4) it makes the results less sensitive to noise.

Using Eq. (4.8) the density matrix can then be written as

$$
\begin{equation*}
\rho=\frac{1}{2 \pi} \int d E f(E) A(E) \tag{4.13}
\end{equation*}
$$

where the energy integral is over the entire real energy axis (from $-\infty$ to $\infty$ ). The Fermi energy is defined implicitly by the number of particles in the system $N_{\mathrm{e}}$ via Eq. (2.72). At equilibrium the knowledge of the spectral function therefore uniquely determines $\rho$ and consequently all the ground state properties of the system. We note that due to the assumption of a thermal equilibrium with a reference system $\rho$ is implicitly a time averaged quantity. For a system out of equilibrium the same argument can be applied, the only difference being that the wave functions $\psi_{n}$ are split up into separate sets, in local equilibrium with only one of the reservoirs, with different local Fermi energy. We note that out of equilibrium the functional relation between a given $\rho$ and its Hamiltonian is not known, since the KS Hamiltonian is constructed assuming that the system is in the ground state. However we assume that the DFT Hamiltonian [Eq. (2.56)] is valid also out of equilibrium.

### 4.2 Green's function for the scattering region

The first step towards a non equilibrium transport theory is to split up the system into separate subsystems. The scattering region, also called the "extended molecule" (EM), is the central part and interacts with all the other subsystems, each one corresponding to a separate lead. It is assumed that the leads do not interact directly with each other, but they are connected through the EM. The idea then is that each lead is in local thermal equilibrium and has a corresponding chemical potential. The leads are further split up into a set of left and right leads, where the difference is that the matrix elements representing orbitals of the left leads have indices that are all smaller than the ones of the EM (i.e. they are on the "left" side of the matrix), whereas for the right leads they are all larger (i.e. they are on the "right" side of the matrix). This subdivision is not necessary, but it somewhat helps in splitting up a real physical system. To keep the notation simple, in the following we restrict our attention to a


Figure 4.1: Schematic representation of the two-terminal device comprising the left lead, the extended molecule, and the right lead.
system with just one left and one right lead. The fundamental equations are however also introduced for an arbitrary number of leads. A schematic representation of such a two-terminal system is shown in Fig. 4.1. This is also the system used in most of the calculations in this work.

The Hamiltonian $H$ of the two-terminal device has the structure

$$
H=\left(\begin{array}{ccc}
H_{\mathrm{L}} & H_{\mathrm{LM}} & 0  \tag{4.14}\\
H_{\mathrm{ML}} & H_{\mathrm{M}} & H_{\mathrm{MR}} \\
0 & H_{\mathrm{RM}} & H_{\mathrm{R}}
\end{array}\right)
$$

where $H_{\mathrm{L}}$ and $H_{\mathrm{R}}$ are the Hamiltonians of the isolated left and right leads respectively, $H_{\mathrm{M}}$ is the Hamiltonian of the isolated EM. $H_{\mathrm{LM}}$ is the hopping Hamiltonian between the left lead and the EM, and $H_{\mathrm{MR}}$ is the same for the right lead (see Fig. 4.1). Since $H$ is Hermitian we have $H_{\mathrm{ML}}=H_{\mathrm{LM}}^{\dagger}$ and $H_{\mathrm{RM}}=H_{\mathrm{MR}}^{\dagger}$. The zero matrices represent the fact that there is no direct interaction between the left and the right lead. The overlap matrix $S$ has the same structure as $H$

$$
S=\left(\begin{array}{ccc}
S_{\mathrm{L}} & S_{\mathrm{LM}} & 0  \tag{4.15}\\
S_{\mathrm{ML}} & S_{\mathrm{M}} & S_{\mathrm{MR}} \\
0 & S_{\mathrm{RM}} & S_{\mathrm{R}}
\end{array}\right)
$$

In order to simplify the notation we define the $K$ matrix as $K=H-(E+i \delta) S$, which in block form reads

$$
K=\left(\begin{array}{ccc}
K_{\mathrm{L}} & K_{\mathrm{LM}} & 0  \tag{4.16}\\
K_{\mathrm{ML}} & K_{\mathrm{M}} & K_{\mathrm{MR}} \\
0 & K_{\mathrm{RM}} & K_{\mathrm{R}}
\end{array}\right)
$$

We note that $K \neq K^{\dagger}$ for all $\delta \neq 0$, however as we take the limit $\delta \rightarrow 0^{+}$the matrix becomes Hermitian, so that $K=K^{\dagger}$ for $\delta=0$.

By using the general result for the inverse of such a block matrix given in Appendix B [Eqs. (B.2) and (B.3)] the retarded Green's function, $G=[(E+i \delta) S-H]^{-1}=$ $-K^{-1}$, for the whole system can be written as

$$
G=\left(\begin{array}{ccc}
G_{\mathrm{L}}+T_{\mathrm{LM}} G_{\mathrm{M}} T_{\mathrm{ML}} & T_{\mathrm{LM}} G_{\mathrm{M}} & T_{\mathrm{LM}} G_{\mathrm{M}} T_{\mathrm{MR}}  \tag{4.17}\\
G_{\mathrm{M}} T_{\mathrm{ML}} & G_{\mathrm{M}} & G_{\mathrm{M}} T_{\mathrm{MR}} \\
T_{\mathrm{RM}} G_{\mathrm{M}} T_{\mathrm{ML}} & T_{\mathrm{RM}} G_{\mathrm{M}} & G_{\mathrm{R}}+T_{\mathrm{RM}} G_{\mathrm{M}} T_{\mathrm{MR}}
\end{array}\right) .
$$

Here

$$
\begin{align*}
G_{\mathrm{L}} & =-K_{\mathrm{L}}^{-1},  \tag{4.18}\\
G_{\mathrm{R}} & =-K_{\mathrm{R}}^{-1} \tag{4.19}
\end{align*}
$$

are the GFs of the isolated left and right lead respectively, and

$$
\begin{align*}
T_{\mathrm{LM}} & =G_{\mathrm{L}} K_{\mathrm{LM}},  \tag{4.20}\\
T_{\mathrm{ML}} & =K_{\mathrm{ML}} G_{\mathrm{L}}  \tag{4.21}\\
T_{\mathrm{RM}} & =G_{\mathrm{R}} K_{\mathrm{RM}},  \tag{4.22}\\
T_{\mathrm{MR}} & =K_{\mathrm{MR}} G_{\mathrm{R}} . \tag{4.23}
\end{align*}
$$

These $T$-Matrices are generally called transfer matrices (see also Sec. 5.1.2). The GF of the extended molecule $G_{\mathrm{M}}$ is given by

$$
\begin{equation*}
G_{\mathrm{M}}=\left(-K_{\mathrm{M}}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}}\right)^{-1} \tag{4.24}
\end{equation*}
$$

Here the left self-energy $\Sigma_{\mathrm{L}}$ and the right self-energy $\Sigma_{\mathrm{R}}$ have been introduced [54]. These are defined as

$$
\begin{align*}
\Sigma_{\mathrm{L}} & =K_{\mathrm{ML}} G_{\mathrm{L}} K_{\mathrm{LM}}  \tag{4.25}\\
\Sigma_{\mathrm{R}} & =K_{\mathrm{MR}} G_{\mathrm{R}} K_{\mathrm{RM}} . \tag{4.26}
\end{align*}
$$

They are non-Hermitian matrices and determine how the states in the EM are modified by the interaction with the leads. The Hermitian part causes a shift of the EM's eigenvalue spectrum, and the antihermitian part leads to a broadening of the energy levels in the EM [54]. This will be discussed in more detail below and in chapter 6. The algorithm for constructing the self-energies for semi-infinite, periodic leads is presented in chapter 5 . For an arbitrary number of leads, $N_{\text {leads }}$, Eq. (4.24) for $G_{\mathrm{M}}$ becomes

$$
\begin{equation*}
G_{\mathrm{M}}=\left(-K_{\mathrm{M}}-\sum_{n=1}^{N_{\text {leads }}} \Sigma_{n}\right)^{-1} \tag{4.27}
\end{equation*}
$$

where $\Sigma_{n}$ is the self-energy for the $n$-th lead. If we define the effective Hamiltonian of the EM as

$$
\begin{equation*}
H_{\mathrm{M}, \mathrm{eff}}=H_{\mathrm{M}}+\sum_{n=1}^{N_{\text {leads }}} \Sigma_{n} \tag{4.28}
\end{equation*}
$$

then the $G_{\mathrm{M}}$ can be written as

$$
\begin{equation*}
G_{\mathrm{M}}=\left[(E+i \delta) S_{\mathrm{M}}-H_{\mathrm{M}, \mathrm{eff}}\right]^{-1} \tag{4.29}
\end{equation*}
$$

The GF for the EM can therefore be viewed like the one for an isolated system, with the only difference that $H_{\mathrm{M}}$ has to be replaced by the effective Hamiltonian $H_{\mathrm{M} \text {,eff }}$. This takes into account the effects of the leads onto the EM.

For a two-terminal device the full GF $G$, and with it the properties of the whole system, can therefore be determined by calculating $G_{\mathrm{L}}, G_{\mathrm{R}}$ and $G_{\mathrm{M}}$. Once $G$ is known the density matrix of the whole system can be calculated via the spectral function [Eq. (4.13)]. Therefore the GF formalism is a way of solving the KohnSham problem without calculating the eigenvalues of $H$. Just as in a standard DFT calculation however the density matrix and the Hamiltonian $H$ have to be calculated self-consistently. We now assume that all the parts of $H$, except $H_{\mathrm{M}}$, are independent of the charge density in the scattering region $\rho_{\mathrm{M}}$. This assumption is valid if the EM is chosen large enough, so that changes to the charge density in the center of it do not affect the Hamiltonian at its boundaries. Equivalently the requirement is that all charge fluctuations in the center of the EM are screened once its boundaries are reached. For metallic systems with a short screening-length this requirement is fulfilled in a few atomic layers, for semiconducting systems however the screeninglength is very large, so that also the size of the EM must be increased accordingly [55]. In all our calculations we therefore use metals at the boundary of the EM in order to keep the system size small. The main advantage resulting from this assumption is that the self-energies need to be calculated only once at the beginning of the calculation. The matrices $\rho_{\mathrm{M}}$ and $H_{\mathrm{M}}$ need to be calculated self-consistently for the given set of self-energies. The GF scheme therefore allows us to calculate the properties of a system for a given set of boundary conditions, set by the self-energies.

In order to obtain $\rho_{\mathrm{M}}$ for the ground state [see Eq. (4.13)], we first need to evaluate the spectral function for the EM

$$
\begin{equation*}
A_{\mathrm{M}}=i\left(G_{\mathrm{M}}-G_{\mathrm{M}}^{\dagger}\right) \tag{4.30}
\end{equation*}
$$

$A_{\mathrm{M}}$ can also be rewritten in terms of self-energies as

$$
\begin{align*}
A_{\mathrm{M}} & =i G_{\mathrm{M}}\left(G_{\mathrm{M}}^{\dagger-1}-G_{\mathrm{M}}^{-1}\right) G_{\mathrm{M}}^{\dagger} \\
& =i G_{\mathrm{M}}\left[-K_{\mathrm{M}}^{\dagger}-\Sigma_{\mathrm{L}}^{\dagger}-\Sigma_{\mathrm{R}}^{\dagger}+K_{\mathrm{M}}+\Sigma_{\mathrm{L}}+\Sigma_{\mathrm{R}}\right] G_{\mathrm{M}}^{\dagger} \\
& =i G_{\mathrm{M}}\left(\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{L}}^{\dagger}+\Sigma_{\mathrm{R}}-\Sigma_{\mathrm{R}}^{\dagger}\right) G_{\mathrm{M}}^{\dagger}+2 \delta G_{\mathrm{M}} S_{\mathrm{M}} G_{\mathrm{M}}^{\dagger}, \tag{4.31}
\end{align*}
$$

where we have used Eq. (4.24) and the fact that for real energies $E$, and Hermitian matrices $H_{\mathrm{M}}$ and $S_{\mathrm{M}}$, we have $K_{\mathrm{M}}-K_{\mathrm{M}}^{\dagger}=-2 i \delta S_{\mathrm{M}}$. We now introduce the left and right $\Gamma$-matrices [54]

$$
\begin{align*}
\Gamma_{\mathrm{L}} & =i\left(\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{L}}^{\dagger}\right)  \tag{4.32}\\
\Gamma_{\mathrm{R}} & =i\left(\Sigma_{\mathrm{R}}-\Sigma_{\mathrm{R}}^{\dagger}\right) \tag{4.33}
\end{align*}
$$

which are proportional to the antihermitian part of the self-energies. $\Gamma_{\mathrm{L}}$ and $\Gamma_{\mathrm{R}}$ are Hermitian, positive semidefinite matrices. With these definitions in hands $A_{\mathrm{M}}$ can be written as

$$
\begin{equation*}
A_{\mathrm{M}}=G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) G_{\mathrm{M}}^{\dagger}+2 \delta G_{\mathrm{M}} S_{\mathrm{M}} G_{\mathrm{M}}^{\dagger} \tag{4.34}
\end{equation*}
$$

Following an analogous procedure it can be shown that the positions of $G_{\mathrm{M}}$ and $G_{\mathrm{M}}^{\dagger}$ in Eq. (4.34) can also be interchanged

$$
\begin{equation*}
A_{\mathrm{M}}=G_{\mathrm{M}}^{\dagger}\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) G_{\mathrm{M}}+2 \delta G_{\mathrm{M}}^{\dagger} S_{\mathrm{M}} G_{\mathrm{M}} \tag{4.35}
\end{equation*}
$$

For an arbitrary number of leads Eq. (4.34) can be generalized to

$$
\begin{equation*}
A_{\mathrm{M}}=G_{\mathrm{M}}\left(\sum_{n=1}^{N_{\text {leads }}} \Gamma_{n}\right) G_{\mathrm{M}}^{\dagger}+2 \delta G_{\mathrm{M}} S_{\mathrm{M}} G_{\mathrm{M}}^{\dagger} \tag{4.36}
\end{equation*}
$$

$A_{\mathrm{M}}$ is therefore proportional to the sum of the $\Gamma$-matrices of all the leads. In Secs. 4.3 and 4.4 it will be shown that these describe the rate of in- and out-flow of electrons from/to the leads, and can therefore be regarded as "coupling" matrices to the leads.

The next assumption is that the leads are very large, so that they can be approximated as semi-infinite objects, i.e. each lead has one end joining the scattering region, whereas the other end runs to infinity. In this way the density of states of the leads forms a continuum. As a consequence of the coupling to the leads, for most systems also the spectrum of the EM becomes continuous, which implies that there are no poles in $G_{\mathrm{M}}$. This means that the limit $\delta=0$ can be taken in the matrices $K_{\mathrm{M}}$, $K_{\mathrm{LM}}$ and $K_{\mathrm{RM}}$. Moreover, the second term in Eq. (4.34) vanishes, since this only contributes when there are poles in $G_{\mathrm{M}}$ (see chapter 6). Only if there are localized states (also denoted as bound states) in the EM that are not coupled to the continuous spectrum of the leads, then there will be poles in $G_{\mathrm{M}}$. In that case the limit
$\delta=0$ can not be taken in $K_{\mathrm{M}}$, and the second term in Eq. (4.34) will not vanish. This will be discussed in detail in chapter 6 . In the remaining part of this chapter we assume that there are no bound states in the EM.

Another consequence of the infinite size of the leads is that the Fermi energy is now set by the leads, which also act as electron reservoirs. Whereas in a normal DFT calculation the number of electrons in the system is fixed and determines the Fermi energy via Eq. (2.72) [Eq. (2.83) for periodic systems], now the opposite is true: the Fermi energy of the leads determines the number of electrons in the EM.

### 4.3 Out of equilibrium occupation

The GF formalism described up to this point is just an alternative way of solving the ground state KS problem for a given set of boundary conditions, set by the leads self-energies and by their common Fermi energy. If the EM joining the leads is removed, then each lead is independent and has its own Fermi energy. If the EM is then added back again the system is out of equilibrium, and this will cause a flow of electrons trying to equilibrate the system to one common Fermi energy. However due to the infinite size of the leads it will take an infinite time to reach equilibrium. The system will rather reach a non equilibrium steady state with a constant flow of electrons through the EM. In this section we derive the NEGF equations for the charge distribution in the EM at steady state. The basic idea is that the states in the leads are occupied up to a local Fermi level, and the occupation of the states in the EM is then obtained by the difference between the inflowing and the outflowing electrons. First the spectral function is rewritten in a form that maps each of the states of the system as originating from one particular lead. The occupation the states is then determined by the chemical potential of the lead they originate from. We note that, in contrast to to ground state DFT, in this approach there is no energy minimization principle that gives us the correct occupation, i.e. the variational principle does not hold.

### 4.3.1 Wave functions

The spectral function contains information about all the wave functions in the system at a given energy $E$. Here we split up these wave functions into those originating from each of the leads. Since the leads are semi-infinite, they have a continuous spectrum, so that for each energy $E$ there is a finite number $N_{\mathrm{L}}(E)$ of states $\varphi_{\mathrm{L}, n}$ in the left
lead with

$$
\begin{equation*}
H_{\mathrm{L}} \varphi_{\mathrm{L}, n}=E S_{\mathrm{L}} \varphi_{\mathrm{L}, n} \quad n \in\left\{1, \ldots, N_{\mathrm{L}}(E)\right\} . \tag{4.37}
\end{equation*}
$$

In the same way the right lead has $N_{\mathrm{R}}(E)$ states $\varphi_{\mathrm{R}, n}$ that satisfy

$$
\begin{equation*}
H_{\mathrm{R}} \varphi_{\mathrm{R}, n}=E S_{\mathrm{R}} \varphi_{\mathrm{R}, n} \quad n \in\left\{1, \ldots, N_{\mathrm{R}}(E)\right\} \tag{4.38}
\end{equation*}
$$

We note that $\varphi_{\mathrm{L}, n}$ and $\varphi_{\mathrm{R}, n}$ are functions of $E$. When the isolated leads join the EM, the wave functions will however be different due to their interaction with the EM and the other leads (indirectly). The wave function for the entire system $\psi$ satisfies the KS Schrödinger-like equation

$$
\begin{equation*}
(H-E S) \psi=0 \tag{4.39}
\end{equation*}
$$

As a matter of notation we subdivide $\psi$ into a three components vector

$$
\psi=\left(\begin{array}{l}
\psi^{\mathrm{L}}  \tag{4.40}\\
\psi^{\mathrm{M}} \\
\psi^{\mathrm{R}}
\end{array}\right)
$$

where $\psi^{\mathrm{L}}\left(\psi^{\mathrm{R}}\right)$ is the part of the WF extending over the left (right) lead, and $\psi^{\mathrm{M}}$ is the part extending over the EM. The wave functions are now split up into the ones originating from the left lead $\psi_{\mathrm{L}}$, and the one originating from the right lead $\psi_{\mathrm{R}}$. We write $\psi_{\mathrm{L}}$ as $[194,193]$

$$
\psi_{\mathrm{L}}=\left(\begin{array}{c}
\varphi_{\mathrm{L}}  \tag{4.41}\\
0 \\
0
\end{array}\right)+\psi_{\mathrm{L}}^{\Delta}
$$

where $\psi_{\mathrm{L}}^{\Delta}$ has the dimension of the full infinite system (EM plus leads), and it corresponds to the change in WF due to the presence of the EM. In an analogous way $\psi_{\mathrm{R}}$ is written as

$$
\psi_{\mathrm{R}}=\left(\begin{array}{c}
0  \tag{4.42}\\
0 \\
\varphi_{\mathrm{R}}
\end{array}\right)+\psi_{\mathrm{R}}^{\Delta}
$$

This is just a way to rewrite the solutions, however the use of the retarded GF will allow us to associate the WFs as originating from a given lead.

The $\psi_{\mathrm{L}, n}^{\Delta}$ then satisfy the equation

$$
(H-E S) \psi_{\mathrm{L}, n}^{\Delta}=\left(\begin{array}{c}
0  \tag{4.43}\\
-K_{\mathrm{ML}} \varphi_{\mathrm{L}, n} \\
0
\end{array}\right)
$$

where we have used Eq. (4.37) and the definition of $K$. There are two sets of solutions to this equation [194]. The first set is obtained by multiplying Eq. (4.43) with the
retarded GF from the left

$$
\psi_{\mathrm{L}, n}^{\Delta+}=G\left(\begin{array}{c}
0  \tag{4.44}\\
K_{\mathrm{ML}} \varphi_{\mathrm{L}, n} \\
0
\end{array}\right)
$$

and the second set is obtained by multiplying it with the advanced GF

$$
\psi_{\mathbf{L}, n}^{\Delta-}=G^{\dagger}\left(\begin{array}{c}
0  \tag{4.45}\\
K_{\mathrm{ML}} \varphi_{\mathrm{L}, n} \\
0
\end{array}\right)
$$

The physical difference between the two solutions is that the first describes waves that flow from the left lead into the EM, and the second describes waves that flow from the EM into the left lead [194]. This will be proved in Sec. 4.4, where we will show that the probability current associated to the $\left\{\psi_{\mathbf{L}, n}^{\Delta+}\right\}$ is positive (i.e. electrons flow from the left lead into the EM), while the one associated to the $\left\{\psi_{\mathrm{L}, n}^{\Delta-}\right\}$ is negative. If there is no right lead attached to the scattering region these solutions are identical. Since the goal is to distinguish the solutions originating from a given lead, we use the first set of solutions, so that we set $\psi_{\mathrm{L}, n}^{\Delta}=\psi_{\mathrm{L}, n}^{\Delta+}[194]$. By using the solution for $G$ of Eq. (4.17), we then obtain for the WF of the entire system

$$
\psi_{\mathrm{L}, n}=\left(\begin{array}{c}
\mathbb{1}_{\mathrm{L}}+T_{\mathrm{LM}} G_{\mathrm{M}} K_{\mathrm{ML}}  \tag{4.46}\\
G_{\mathrm{M}} K_{\mathrm{ML}} \\
T_{\mathrm{RM}} G_{\mathrm{M}} K_{\mathrm{ML}}
\end{array}\right) \varphi_{\mathrm{L}, n}
$$

where $\mathbb{1}_{\mathrm{L}}$ is a unity matrix with the dimensions of the left lead (it is therefore infinite dimensional). In the same way we obtain the wave functions originating in the right lead

$$
\psi_{\mathrm{R}, n}=\left(\begin{array}{c}
T_{\mathrm{LM}} G_{\mathrm{M}} K_{\mathrm{MR}}  \tag{4.47}\\
G_{\mathrm{M}} K_{\mathrm{MR}} \\
\mathbb{1}_{\mathrm{R}}+T_{\mathrm{RM}} G_{\mathrm{M}} K_{\mathrm{MR}}
\end{array}\right) \varphi_{\mathrm{R}, n}
$$

with $\mathbb{1}_{\mathrm{R}}$ being the unity matrix with the dimension of the right lead.

### 4.3.2 Spectral function

Since the spectrum of the leads is continuous their spectral function [Eq. (4.8)] can be written as

$$
\begin{align*}
& A_{\mathrm{L}}^{0}=i\left(G_{\mathrm{L}}-G_{\mathrm{L}}^{\dagger}\right)=2 \pi \sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \varphi_{\mathrm{L}, n} \varphi_{\mathrm{L}, n}^{\dagger}  \tag{4.48}\\
& A_{\mathrm{R}}^{0}=i\left(G_{\mathrm{R}}-G_{\mathrm{R}}^{\dagger}\right)=2 \pi \sum_{n=1}^{N_{\mathrm{R}}(E)} \mathcal{N}_{\mathrm{R}, n}(E) \varphi_{\mathrm{R}, n} \varphi_{\mathrm{R}, n}^{\dagger} . \tag{4.49}
\end{align*}
$$

Here $\mathcal{N}_{\mathrm{L}, n}(E)$ and $\mathcal{N}_{\mathrm{R}, n}(E)$ are the density of states for the individual states $\varphi_{\{\mathrm{L} / \mathrm{R}\}, n}$ of the isolated left and right leads respectively. We now verify that the combined sets $\left\{\psi_{\mathrm{L}, n}\right\}$ and $\left\{\psi_{\mathrm{R}, n}\right\}$ contain all the possible solutions for a given energy $E$ by using them to explicitly calculate the spectral function. If the two sets contain all the possible solutions, the SF can be written as

$$
\begin{equation*}
A=A_{\mathrm{L}}+A_{\mathrm{R}} \tag{4.50}
\end{equation*}
$$

where

$$
\begin{align*}
& A_{\mathrm{L}}=2 \pi \sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \psi_{\mathrm{L}, n} \psi_{\mathrm{L}, n}^{\dagger}  \tag{4.51}\\
& A_{\mathrm{R}}=2 \pi \sum_{n=1}^{N_{\mathrm{R}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \psi_{\mathrm{R}, n} \psi_{\mathrm{R}, n}^{\dagger} \tag{4.52}
\end{align*}
$$

Using Eq. (4.46) $A_{\mathrm{L}}$ reads

$$
\begin{align*}
A_{\mathrm{L}}= & \left(\begin{array}{c}
\mathbb{1}_{\mathrm{L}}+T_{\mathrm{LM}} G_{\mathrm{M}} K_{\mathrm{ML}} \\
G_{\mathrm{M}} K_{\mathrm{ML}} \\
T_{\mathrm{RM}} G_{\mathrm{M}} K_{\mathrm{ML}}
\end{array}\right)\left(2 \pi \sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \varphi_{\mathrm{L}, n} \varphi_{\mathrm{L}, n}^{\dagger}\right) \times \\
& \left(\mathbb{1}_{\mathrm{L}}+K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{LM}}^{\dagger}, K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger}, K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{RM}}\right) \\
= & i\left(\begin{array}{c}
\mathbb{1}_{\mathrm{L}}+T_{\mathrm{LM}} G_{\mathrm{M}} K_{\mathrm{ML}} \\
G_{\mathrm{M}} K_{\mathrm{ML}} \\
T_{\mathrm{RM}} G_{\mathrm{M}} K_{\mathrm{ML}}
\end{array}\right)\left(G_{\mathrm{L}}-G_{\mathrm{L}}^{\dagger}\right) \times \\
& \left(\mathbb{1}_{\mathrm{L}}+K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{LM}}^{\dagger}, K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger}, K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{RM}}\right) \tag{4.53}
\end{align*}
$$

In the same way we get for $A_{\mathrm{R}}$

$$
\begin{align*}
A_{\mathrm{R}}= & i\left(\begin{array}{c}
T_{\mathrm{LM}} G_{\mathrm{M}} K_{\mathrm{ML}} \\
G_{\mathrm{M}} K_{\mathrm{ML}} \\
\mathbb{1}_{\mathrm{R}}+T_{\mathrm{RM}} G_{\mathrm{M}} K_{\mathrm{ML}}
\end{array}\right)\left(G_{\mathrm{R}}-G_{\mathrm{R}}\right)^{\dagger} \times \\
& \left(K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{LM}}^{\dagger}, K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger}, \mathbb{1}_{\mathrm{R}}+K_{\mathrm{ML}}^{\dagger} G_{\mathrm{M}}^{\dagger} T_{\mathrm{RM}}\right) \tag{4.54}
\end{align*}
$$

It is now straight forward to verify that $A_{\mathrm{L}}+A_{\mathrm{R}}=i\left(G-G^{\dagger}\right)$, with $G$ given in Eq. (4.17). This confirms that $\left\{\psi_{\mathrm{L}, n}\right\}$ and $\left\{\psi_{\mathrm{R}, n}\right\}$ contain, for a given energy $E$, all the states of the entire system. We note again that this result is only valid if there are no localized states in the EM, so that the second term proportional to $\delta$ in Eq. (4.34) is zero.

With Eq. (4.53) and Eq. (4.54) the SF of the EM can be split up as

$$
\begin{equation*}
A_{\mathrm{M}}=A_{\mathrm{ML}}+A_{\mathrm{MR}} \tag{4.55}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{\mathrm{ML}}=G_{\mathrm{M}} \Gamma_{\mathrm{L}} G_{\mathrm{M}}^{\dagger} \tag{4.56}
\end{equation*}
$$

is the part of the SF generated by states originating from the left lead. These states describe a flow of particles from the left lead into the EM and further into the right lead. In the same way

$$
\begin{equation*}
A_{\mathrm{MR}}=G_{\mathrm{M}} \Gamma_{\mathrm{R}} G_{\mathrm{M}}^{\dagger} \tag{4.57}
\end{equation*}
$$

is the part of the SF generated by states originating from the right lead.

### 4.3.3 Density matrix

In the same way as the SF also the density matrix of the EM can be split up into the components originating from the single leads

$$
\begin{equation*}
\rho_{\mathrm{M}}=\rho_{\mathrm{ML}}+\rho_{\mathrm{MR}} . \tag{4.58}
\end{equation*}
$$

The individual parts are

$$
\begin{align*}
& \rho_{\mathrm{ML}}=\int d E \sum_{n=1}^{\mathrm{N}_{\mathrm{L}}(E)} p_{\mathrm{L}, n}(E) \mathcal{N}_{\mathrm{L}, n}(E) \psi_{\mathrm{L}, n}^{\mathrm{M}} \psi_{\mathrm{L}, n}^{\mathrm{M} \dagger},  \tag{4.59}\\
& \rho_{\mathrm{MR}}=\int d E \sum_{n=1}^{N_{\mathrm{R}}(E)} p_{\mathrm{R}, n}(E) \mathcal{N}_{\mathrm{R}, n}(E) \psi_{\mathrm{R}, n}^{\mathrm{M}} \psi_{\mathrm{R}, n}^{\mathrm{M} \mathrm{\dagger}}, \tag{4.60}
\end{align*}
$$

with $\psi_{\{\mathrm{L} / \mathrm{R}\}, n}^{\mathrm{M}}$ being the part of the WF extending over the EM as defined in Eq. (4.40). The occupation number $p_{\{\mathrm{L} / \mathrm{R}\}, n}(E)$ lies between 0 and 1 and determines the occupation of each state. We now assume that the left and the right leads are in local thermal equilibrium, and therefore have a local Fermi energy $E_{\mathrm{F},\{\mathrm{L} / \mathrm{R}\}}$. Then each of the states $\psi_{\{\mathrm{L} / \mathrm{R}\}}(E)$ has a probability of being occupied given by the Fermi distribution $f_{\{\mathrm{L} / \mathrm{R}\}}(E)$ of the lead it originates from. Here $f_{\mathrm{L}}(E)\left[f_{\mathrm{R}}(E)\right]$ is the Fermi-Dirac distribution with the Fermi energy equal to $E_{\mathrm{F}, \mathrm{L}}\left(E_{\mathrm{F}, \mathrm{R}}\right)$. Since the $\left\{\psi_{\mathrm{L}, n}\right\}$ describe states originating from the left lead, we have $p_{\mathrm{L}, n}(E)=f_{\mathrm{L}}(E)$, and analogously we have $p_{\mathrm{R}, n}(E)=f_{\mathrm{R}}(E)$. This is one of the central approximations in the NEGF formalism [54]. It also allows the introduction of a bias voltage $V_{\mathrm{b}}$, which is defined as the difference of the Fermi energies of the two leads divided by the electron charge $e$, so that $e V_{\mathrm{b}}=E_{\mathrm{F}, \mathrm{L}}-E_{\mathrm{F}, \mathrm{R}}$. Since the energy eigenvalue spectrum of the entire system is only defined up to a constant, we can set the energy scale of the system by using the Fermi level of the system at equilibrium, $E_{\mathrm{F}}$, as reference and setting $E_{\mathrm{F}, \mathrm{L}}=E_{\mathrm{F}}+e V_{\mathrm{b}} / 2$ and $E_{\mathrm{F}, \mathrm{R}}=E_{\mathrm{F}}-e V_{\mathrm{b}} / 2$. This is the convention used throughout
this work. We can therefore write

$$
\begin{align*}
\rho_{\mathrm{ML}} & =\int d E f_{\mathrm{L}}(E)\left(\sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \psi_{\mathrm{L}, n}^{\mathrm{M}} \psi_{\mathrm{L}, n}^{\mathrm{M} \dagger}\right) \\
& =\frac{1}{2 \pi} \int d E f_{\mathrm{L}}(E) A_{\mathrm{ML}}, \tag{4.61}
\end{align*}
$$

and in the same way

$$
\begin{equation*}
\rho_{\mathrm{MR}}=\frac{1}{2 \pi} \int d E f_{\mathrm{R}}(E) A_{\mathrm{MR}} \tag{4.62}
\end{equation*}
$$

We now introduce the lesser GF for the EM, $G_{\mathrm{M}}^{<},[54,183,194]$, which for such a system is defined by

$$
\begin{equation*}
G_{\mathrm{M}}^{<}=i G_{\mathrm{M}}\left[f_{\mathrm{L}}(E) \Gamma_{\mathrm{L}}+f_{\mathrm{R}}(E) \Gamma_{\mathrm{R}}\right] G_{\mathrm{M}}^{\dagger} \tag{4.63}
\end{equation*}
$$

By using this definition, and Eqs. (4.58), (4.61) and (4.62), the density matrix of the EM becomes

$$
\begin{equation*}
\rho_{\mathrm{M}}=\frac{1}{2 \pi i} \int d E G_{\mathrm{M}}^{<}(E) \tag{4.64}
\end{equation*}
$$

This is the central equation of the NEGF formalism [54], and allows one to obtain the charge density of the EM attached to leads also out of equilibrium. If all the leads have the same Fermi energy, then we recover the equilibrium result of Eq. (4.13).

The same procedure can be repeated for an arbitrary number of leads, in which case the total lesser GF becomes

$$
\begin{equation*}
G_{\mathrm{M}}^{<}=i G_{\mathrm{M}}\left(\sum_{n}^{N_{\text {leads }}} f_{n}(E) \Gamma_{n}\right) G_{\mathrm{M}}^{\dagger} . \tag{4.65}
\end{equation*}
$$

### 4.3.4 Equilibrium and non-equilibrium charge density

Eq. (4.65) for the lesser GF can be rewritten in a form that is more suited for numerical computation, as described in Refs. [61, 62, 63]. We first choose one of the leads to be the reference lead, in this case lead with index 1, and add and remove the same term to Eq. (4.65)

$$
\begin{equation*}
G_{\mathrm{M}}^{<}=i G_{\mathrm{M}}\left(\sum_{n=1}^{N_{\text {leads }}} f_{n}(E) \Gamma_{n}+\sum_{n=2}^{N_{\text {leads }}} f_{1}(E) \Gamma_{n}-\sum_{n=2}^{N_{\text {leads }}} f_{1}(E) \Gamma_{n}\right) G_{\mathrm{M}}^{\dagger} . \tag{4.66}
\end{equation*}
$$

We can rearrange the sums to

$$
\begin{equation*}
G_{\mathrm{M}}^{<}=i f_{1}(E) G_{\mathrm{M}}\left(\sum_{n=1}^{N_{\text {leads }}} \Gamma_{n}\right) G_{\mathrm{M}}^{\dagger}+\sum_{n=2}^{N_{\text {leads }}} i\left[f_{n}(E)-f_{1}(E)\right] G_{\mathrm{M}} \Gamma_{n} G_{\mathrm{M}}^{\dagger} . \tag{4.67}
\end{equation*}
$$

The first term is proportional to the spectral function [Eq. (4.36)] times the FermiDirac distribution, and corresponds to the lesser GF for a system at equilibrium with the Fermi energy equal to the one of the first lead $E_{\mathrm{F}, 1}$. This is therefore called the equilibrium part $G_{\mathrm{M}, \mathrm{eq}, 1}^{<}$of the lesser GF

$$
\begin{equation*}
G_{\mathrm{M}, \mathrm{eq}, 1}^{<}=-f_{1}(E)\left(G_{\mathrm{M}}-G_{\mathrm{M}}^{\dagger}\right) . \tag{4.68}
\end{equation*}
$$

The index 1 reflects the fact that lead 1 is the reference lead. The remaining part describes the change to the lesser GF caused by the system being out of equilibrium, and is therefore called the non-equilibrium part of the lesser GF $G_{\mathrm{M}, \text { neq,1 }}^{<}$

$$
\begin{equation*}
G_{\mathrm{M}, \text { neq }, 1}^{<}=\sum_{n=2}^{N_{\text {leads }}} i\left[f_{n}(E)-f_{1}(E)\right] G_{\mathrm{M}} \Gamma_{n} G_{\mathrm{M}}^{\dagger} . \tag{4.69}
\end{equation*}
$$

The total $G_{\mathrm{M}}^{<}$is equal the sum of the two parts

$$
\begin{equation*}
G_{\mathrm{M}}^{<}=G_{\mathrm{M}, \mathrm{eq}, 1}^{<}+G_{\mathrm{M}, \text { neq }, 1}^{<} \tag{4.70}
\end{equation*}
$$

Assuming that lead 1 is the one with the lowest chemical potential, then the set of Eqs. (4.68) through (4.70) show that all the states in the system are occupied up to the chemical potential of lead 1 . No state is occupied above the highest chemical potential, and for energies in between the occupation is given by the non-equilibrium charge density and depends on the strength of the coupling to each of the leads and its Fermi energy.

We could equally have used any of the other leads as reference lead. In order to avoid having to chose a reference lead, we can define the equilibrium lesser GF as the average

$$
\begin{equation*}
G_{\mathrm{M}, \mathrm{eq}}^{<}=-\left(\frac{1}{N_{\text {leads }}} \sum_{n=1}^{N_{\text {leads }}} f_{n}(E)\right)\left(G_{\mathrm{M}}-G_{\mathrm{M}}^{\dagger}\right) \tag{4.71}
\end{equation*}
$$

and the corresponding non-equilibrium lesser GF $G_{\mathrm{M}, \text { neq }}^{<}$as

$$
\begin{equation*}
G_{\mathrm{M}, \text { neq }}^{<}=\frac{1}{N_{\text {leads }}} \sum_{n=1}^{N_{\text {leads }}} \sum_{m<n} i\left[f_{n}(E)-f_{m}(E)\right] G_{\mathrm{M}}\left(\Gamma_{n}-\Gamma_{m}\right) G_{\mathrm{M}}^{\dagger} . \tag{4.72}
\end{equation*}
$$

so that $G_{\mathrm{M}}^{<}=G_{\mathrm{M}, \text { eq }}^{<}+G_{\mathrm{M}, \text { neq }}^{<}$.
The main advantage of splitting up $G_{\mathrm{M}}^{<} \operatorname{into} G_{\mathrm{M}, \mathrm{eq}}^{<}$and $G_{\mathrm{M}, \text { neq }}^{<}$is that $G_{\mathrm{M}, \mathrm{eq}}^{<}$can be analytically extended to complex energies $E$, and that it has no poles for $\operatorname{Im}(E)>0$ [195, 61, 62]. In evaluating the energy integral of Eq. (4.64) to obtain $\rho$ it is therefore possible to replace the integral over the real energy axis by one over the positive complex plane, where the $G_{\mathrm{M}, \mathrm{eq}}^{<}$is much smoother and less integration points are
needed as a consequence (see also chapter 6). The integral over the non-equilibrium part $G_{\mathrm{M}, \text { neq }}^{<}$has to be calculated on the real energy axis, however the integration range only extends over the bias window, where the Fermi-Dirac distributions of the leads are different.

### 4.4 Transmission and Current

### 4.4.1 Current of a wave function

In the same way as the density matrix also the current can be constructed as a sum over the contributions from the single WFs. In this section the current of a single WF is calculated, and in the next section the total current is then evaluated summing up the contributions from all WFs. Since the WFs $\psi$ are normalized in such a way that $\psi^{\dagger} S \psi$, the electron charge in the EM, $q_{\mathrm{M}}$, is

$$
\begin{equation*}
q_{\mathrm{M}}=\psi^{\mathrm{L}^{\dagger}} S_{\mathrm{LM}} \psi^{\mathrm{M}}+\psi^{\mathrm{M}^{\dagger}} S_{\mathrm{M}} \psi^{\mathrm{M}}+\psi^{\mathrm{R}^{\dagger}} S_{\mathrm{RM}} \psi^{\mathrm{M}}, \tag{4.73}
\end{equation*}
$$

where the $\psi^{\{\mathrm{L} / \mathrm{R} / \mathrm{M}\}}$ are defined in Eq. (4.40). If the overlap terms proportional to $S_{\mathrm{LM}}$ and $S_{\mathrm{RM}}$ are neglected this becomes

$$
\begin{equation*}
q_{\mathrm{M}}=\psi^{\mathrm{M}^{\dagger}} S_{\mathrm{M}} \psi^{\mathrm{M}} \tag{4.74}
\end{equation*}
$$

In order to obtain the current we need to define the time-dependent WF. We now assume that the time dependence of a KS single particle eigenstate with energy $E$

$$
\begin{equation*}
H \psi=E S \psi \tag{4.75}
\end{equation*}
$$

is determined by a time-dependent Schrödinger-like equation

$$
\begin{equation*}
H \psi_{t}=i \hbar S \frac{\partial \psi_{t}}{\partial t}, \tag{4.76}
\end{equation*}
$$

where the index $t$ in $\psi_{t}$ indicates that this is the explicit time-dependent WF. The solution for the time-dependent WF therefore is $\psi_{t}=e^{-i E t / \hbar} \psi$. The time derivative of the occupation of the EM for such an eigenstate vanishes:

$$
\begin{equation*}
\frac{\partial q_{\mathrm{M}}}{\partial t}=\frac{\partial \psi_{t}^{\mathrm{M}^{\dagger}} S_{\mathrm{M}} \psi_{t}^{\mathrm{M}}}{\partial t}=0 \tag{4.77}
\end{equation*}
$$

This can be interpreted as a sort of continuity equation [55]: the change in charge is zero, because the inflowing current from one lead is equal to the outflowing current
through the other lead. These two currents can be obtained by explicitly taking the time-derivative of $q_{\mathrm{M}}$. The time derivative of $\psi_{t}^{\mathrm{M}}$ is

$$
\begin{align*}
e^{i E t / \hbar} S_{\mathrm{M}} \frac{\partial \psi_{t}^{\mathrm{M}}}{\partial t} & =-\frac{i}{\hbar} E S_{\mathrm{M}} \psi^{\mathrm{M}}  \tag{4.78}\\
& =-\frac{i}{\hbar}\left(K_{\mathrm{ML}} \psi^{\mathrm{L}}+H_{\mathrm{M}} \psi^{\mathrm{M}}+K_{\mathrm{MR}} \psi^{\mathrm{R}}\right) \tag{4.79}
\end{align*}
$$

where we have used Eq. (4.75) together with the definition of $H$ and $S$ [Eqs. (4.14) and (4.15)]. The time derivative of the occupation of the EM then is

$$
\begin{align*}
\frac{\partial q_{\mathrm{M}}}{\partial t}= & \frac{\partial \psi_{t}^{\mathrm{M}^{\dagger}}}{\partial t} S_{\mathrm{M}} \psi_{t}^{\mathrm{M}}+\psi_{t}^{\mathrm{M}^{\dagger}} S_{\mathrm{M}} \frac{\partial \psi_{t}^{\mathrm{M}}}{\partial t} \\
= & \frac{i}{\hbar}\left(\psi^{\mathrm{L}^{\dagger}} K_{\mathrm{LM}} \psi^{\mathrm{M}}-\psi^{\mathrm{M}^{\dagger}} K_{\mathrm{ML}} \psi^{\mathrm{L}}\right) \\
& +\frac{i}{\hbar}\left(\psi^{\mathrm{R}^{\dagger}} K_{\mathrm{RM}} \psi^{\mathrm{M}}-\psi^{\mathrm{M}^{\dagger}} K_{\mathrm{MR}} \psi^{\mathrm{R}}\right) \tag{4.80}
\end{align*}
$$

If we interpret this as a continuity equation, as done in Ref. [55], then we can identify the change in charge as being equal to the sum of the total current flowing in from the left lead $I^{\mathrm{L}}$ and the total current flowing in from the right lead $I^{\mathrm{R}}$ :

$$
\begin{equation*}
\frac{\partial q_{\mathrm{M}}}{\partial t}=I^{\mathrm{L}}+I^{\mathrm{R}}=0 \tag{4.81}
\end{equation*}
$$

so that $I^{\mathrm{L}}=-I^{\mathrm{R}}$. The two currents of the single WFs are [55]

$$
\begin{align*}
I^{\mathrm{L}} & =\frac{i}{\hbar}\left(\psi^{\mathrm{L}^{\dagger}} K_{\mathrm{LM}} \psi^{\mathrm{M}}-\psi^{\mathrm{M}^{\dagger}} K_{\mathrm{ML}} \psi^{\mathrm{L}}\right)  \tag{4.82}\\
I^{\mathrm{R}} & =\frac{i}{\hbar}\left(\psi^{\mathrm{R}^{\dagger}} K_{\mathrm{RM}} \psi^{\mathrm{M}}-\psi^{\mathrm{M}^{\dagger}} K_{\mathrm{MR}} \psi^{\mathrm{R}}\right) \tag{4.83}
\end{align*}
$$

These equations can also be derived more formally starting from the current density operator [192]. For an arbitrary number of leads with integer index $n$ this equation can be generalized to

$$
\begin{equation*}
I^{n}=\frac{i}{\hbar}\left(\psi^{n \dagger} K_{n \mathrm{M}} \psi^{\mathrm{M}}-\psi^{\mathrm{M}^{\dagger}} K_{M n} \psi^{n}\right), \tag{4.84}
\end{equation*}
$$

where $I^{n}$ is the probability current from lead $n$ into the EM, $\psi^{n}$ is the part of the WF extending over lead $n$, and $K_{\{n \mathrm{M} / \mathrm{M} n\}}$ are the corresponding hopping matrices. The continuity equation then becomes

$$
\begin{equation*}
\sum_{n} I^{n}=0 . \tag{4.85}
\end{equation*}
$$

### 4.4.2 Transmission and Current within the NEGF

The total current from the left lead into the EM $I^{\mathrm{L}}$ is equal to the sum of all the contributions from the single WFs

$$
\begin{align*}
I^{\mathrm{L}}= & \int d E \sum_{n=1}^{N_{\mathrm{L}}(E)} f_{\mathrm{L}}(E) \mathcal{N}_{\mathrm{L}, n}(E) I_{\mathrm{L}, n}^{\mathrm{L}} \\
& +\int d E \sum_{n=1}^{N_{\mathrm{R}}(E)} f_{\mathrm{R}}(E) \mathcal{N}_{\mathrm{R}, n}(E) I_{\mathrm{R}, n}^{\mathrm{L}}, \tag{4.86}
\end{align*}
$$

where, by using Eq. (4.82) the current $I_{\mathrm{L}, n}^{\mathrm{L}}$ due to a single WF originating in the left lead $\psi_{\mathrm{L}, n}$ is

$$
\begin{equation*}
I_{\mathrm{L}, n}^{\mathrm{L}}=\frac{i}{\hbar}\left(\psi_{\mathrm{L}, n}^{\mathrm{L}} \dagger K_{\mathrm{LM}} \psi_{\mathrm{L}, n}^{\mathrm{M}}-\psi_{\mathrm{L}, n}^{\mathrm{M}}{ }^{\dagger} K_{\mathrm{ML}} \psi_{\mathrm{L}, n}^{\mathrm{L}}\right), \tag{4.87}
\end{equation*}
$$

and the current $I_{\mathrm{R}, n}^{\mathrm{L}}$ due to a WF originating in the right lead $\psi_{\mathrm{R}, n}$ is

$$
\begin{equation*}
I_{\mathrm{R}, n}^{\mathrm{L}}=\frac{i}{\hbar}\left(\psi_{\mathrm{R}, n}^{\mathrm{L} \dagger} K_{\mathrm{LM}} \psi_{\mathrm{R}, n}^{\mathrm{M}}-\psi_{\mathrm{R}, n}^{\mathrm{M}}{ }^{\dagger} K_{\mathrm{ML}} \psi_{\mathrm{R}, n}^{\mathrm{L}}\right) . \tag{4.88}
\end{equation*}
$$

By inserting the explicit expressions for $\psi_{\mathrm{L}, n}$ and $\psi_{\mathrm{R}, n}$ [see Eqs. (4.46) and (4.47)], and after some algebraic manipulations, we obtain

$$
\begin{align*}
I_{\mathrm{L}, n}^{\mathrm{L}} & =\frac{1}{\hbar} \varphi_{\mathrm{L}, n}^{\dagger} K_{\mathrm{LM}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}} K_{\mathrm{ML}} \varphi_{\mathrm{L}, n},  \tag{4.89}\\
I_{\mathrm{R}, n}^{\mathrm{L}} & =-\frac{1}{\hbar} \varphi_{\mathrm{R}, n}^{\dagger} K_{\mathrm{RM}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{L}} G_{\mathrm{M}} K_{\mathrm{MR}} \varphi_{\mathrm{R}, n} \tag{4.90}
\end{align*}
$$

Here we have used the definitions of $G_{\mathrm{M}}$ [Eq. (4.24)], $\Gamma_{\mathrm{L}}$ [Eq. (4.32)], $\Gamma_{\mathrm{R}}$ [Eq. (4.33)], and also the fact that $K_{\mathrm{M}}=K_{\mathrm{M}}^{\dagger}$ and $K_{\mathrm{M}\{\mathrm{L} / \mathrm{R}\}}=K_{\{\mathrm{L} / \mathrm{R}\} \mathrm{M}}^{\dagger}$. Since $\Gamma_{\mathrm{R}}$ is positive semidefinite, and using the fact that for any semidefinite matrix $M$ also the matrix $U M U^{\dagger}$ is semidefinite for a arbitrary matrix $U$ [196], it can be seen that $I_{\mathrm{L}, n}^{\mathrm{L}} \geq 0$. Therefore it is further proved that the states $\left\{\psi_{\mathbf{L}, n}\right\}$ describe electrons flowing from the left lead into the EM (and then into the right lead). This was one of the assumptions used in Sec. 4.3.1 to motivate why the retarded GF was chosen when calculating $\psi_{\mathbf{L}, n}^{\Delta}$ [Eq. (4.44)], and has now been proved. Had we chosen $\psi_{\mathrm{L}, n}^{\Delta^{+}}$[Eq. (4.45)], obtained by using the advanced GF, then the electron flow would be from the EM into the left lead, so that such states would not originate in the left lead. In the same way it can be shown that $I_{\mathrm{R}, n}^{\mathrm{L}} \leq 0$ [due to the negative sign in Eq. (4.90)], so that the $\left\{\psi_{\mathrm{R}, n}\right\}$ describe electrons flowing from the EM into the left lead, which is again consistent with causality.

The total currents due to the states originating in the left $\left(I_{\mathrm{L}}^{\mathrm{L}}\right)$ and right $\left(I_{\mathrm{R}}^{\mathrm{L}}\right)$ lead
are

$$
\begin{align*}
& I_{\mathrm{L}}^{\mathrm{L}}=\int d E \sum_{n=1}^{N_{\mathrm{L}}(E)} f_{\mathrm{L}}(E) \mathcal{N}_{\mathrm{L}, n}(E) I_{\mathrm{L}, n}^{\mathrm{L}},  \tag{4.91}\\
& I_{\mathrm{R}}^{\mathrm{L}}=\int d E \sum_{n=1}^{N_{\mathrm{R}}(E)} f_{\mathrm{R}}(E) \mathcal{N}_{\mathrm{R}, n}(E) I_{\mathrm{R}, n}^{\mathrm{L}}, \tag{4.92}
\end{align*}
$$

so that $I^{\mathrm{L}}=I_{\mathrm{L}}^{\mathrm{L}}+I_{\mathrm{R}}^{\mathrm{L}}$. By using the result of Eq. (4.89) we obtain for $I_{\mathrm{L}}^{\mathrm{L}}$

$$
I_{\mathrm{L}}^{\mathrm{L}}=\frac{1}{\hbar} \int d E f_{\mathrm{L}}(E) \sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E)\left(\varphi_{\mathrm{L}, n}^{\dagger} K_{\mathrm{LM}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}} K_{\mathrm{ML}} \varphi_{\mathrm{L}, n}\right) .
$$

Since the current for each WF is larger than or at least equal to zero, also $I_{\mathrm{L}}^{\mathrm{L}} \geq 0$. The quantity in brackets is just a number, so that it can be rewritten as a trace. This allows us to rearrange the matrices to

$$
I_{\mathrm{L}}^{\mathrm{L}}=\frac{1}{\hbar} \int d E f_{\mathrm{L}}(E) \operatorname{Tr}\left[K_{\mathrm{ML}}\left(\sum_{n=1}^{N_{\mathrm{L}}(E)} \mathcal{N}_{\mathrm{L}, n}(E) \varphi_{\mathrm{L}, n} \varphi_{\mathrm{L}, n}^{\dagger}\right) K_{\mathrm{LM}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}}\right] .
$$

By using Eqs. (4.48) and (4.32) this becomes

$$
I_{\mathrm{L}}^{\mathrm{L}}=\frac{1}{h} \int d E f_{\mathrm{L}}(E) \operatorname{Tr}\left(\Gamma_{\mathrm{L}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}}\right) .
$$

Here $h=2 \pi \hbar$ is Planck's constant. In an analogous way the total current from the left lead into the EM, carried by the states originating from the right lead, is obtained

$$
\begin{equation*}
I_{\mathrm{R}}^{\mathrm{L}}=-\frac{1}{h} \int d E f_{\mathrm{R}}(E) \operatorname{Tr}\left(\Gamma_{\mathrm{L}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}}\right) . \tag{4.93}
\end{equation*}
$$

and also here we note that $I_{\mathrm{R}}^{\mathrm{L}} \leq 0$. We can now define the transmission coefficient $T$ $[54,60,197]$ as

$$
\begin{equation*}
T=\operatorname{Tr}\left(\Gamma_{\mathrm{L}} G_{\mathrm{M}}^{\dagger} \Gamma_{\mathrm{R}} G_{\mathrm{M}}\right), \tag{4.94}
\end{equation*}
$$

with $T \geq 0$. The total probability current then is

$$
\begin{equation*}
I^{\mathrm{L}}=\frac{1}{h} \int d E T(E)\left[f_{\mathrm{L}}(E)-f_{\mathrm{R}}(E)\right] . \tag{4.95}
\end{equation*}
$$

This is the well-known Landauer-Büttiker result for the current through a twoterminal device [54]. We note that $I^{L}$ depends only on the difference between the Fermi energies of the leads, which by definition is equal to the bias voltage $e V_{\mathrm{b}}$. The equation shows that only the states in the bias window, i.e. those lying in the energy range between $E_{\mathrm{F}, \mathrm{L}}$ and $E_{\mathrm{F}, \mathrm{R}}$, contribute to the current with an amplitude proportional to $T(E)$. We note that if the density of states in any of the leads is zero at a
given energy, the corresponding $\Gamma$-matrix will be zero, and therefore also the current will vanish. Since for a two-terminal device $I^{\mathrm{L}}=-I^{\mathrm{R}}$, we can define the two-terminal current through the EM $I$ as being equal to $I^{\mathrm{L}}$, so that

$$
\begin{equation*}
I=\frac{1}{h} \int d E T(E)\left[f_{\mathrm{L}}(E)-f_{\mathrm{R}}(E)\right] \tag{4.96}
\end{equation*}
$$

We note that this is the probability current, to obtain the electron current, $I_{\mathrm{e}}$, it has to be multiplied with the charge of the electron $e$ :

$$
\begin{equation*}
I_{\mathrm{e}}=\frac{e}{h} \int d E T(E)\left[f_{\mathrm{L}}(E)-f_{\mathrm{R}}(E)\right] \tag{4.97}
\end{equation*}
$$

If $T(E)$ is constant then $I_{\mathrm{e}}=\frac{e^{2}}{h} T V_{\mathrm{b}}$. The factor $e^{2} / h$ is known as the "quantum of conductance" (usually a factor 2 is added for spin), and corresponds to the conductance of a system in the case where $T(E)=1$. It also shows that $I_{\mathrm{e}}$ has always the same sign as $V_{\mathrm{b}}$. In the spin-polarized case the transmission for majority spins [ $\left.T^{\dagger}(E)\right]$ and the one for minority spins $\left[T^{\downarrow}(E)\right]$ are independent, and have to be evaluated separately for each spin. The total transmission then is $T(E)=T^{\dagger}(E)+T^{\downarrow}(E)$. The total current is $I_{e}=I_{e}^{\dagger}+I_{e}^{\downarrow}$, where $I^{\dagger}$ is the current carried by the majority spins, and $I^{\downarrow}$ is the one carried by minority spins. These are given by

$$
\begin{equation*}
I_{\mathrm{e}}^{\sigma}=\frac{e}{h} \int d E T^{\sigma}(E)\left[f_{\mathrm{L}}(E)-f_{\mathrm{R}}(E)\right] \tag{4.98}
\end{equation*}
$$

where $\sigma=\uparrow, \downarrow$ is the spin index. We note that in chapters 6 and 7 , where we present transport results for different systems, we omit the index " $b$ " for the bias voltage, so that the bias voltage is simply referred to as $V$, and also for the electron current we omit the label "e". Moreover current and voltage are always given in SI units, and not in atomic units.

For an arbitrary number of leads the inflowing current through lead $n$ is

$$
\begin{equation*}
I^{n}=\frac{1}{h} \int d E \sum_{m \neq n} T_{n m}(E)\left[f_{n}(E)-f_{m}(E)\right] \tag{4.99}
\end{equation*}
$$

where

$$
\begin{equation*}
T_{n m}=\operatorname{Tr}\left(\Gamma_{n} G_{\mathrm{M}}^{\dagger} \Gamma_{m} G_{\mathrm{M}}\right) \tag{4.100}
\end{equation*}
$$

In this case it is not possible to define a single current through the EM, only the current through each of the leads has a physical meaning. This means that the conductivity is a tensor of order $N_{\text {leads }}$.

### 4.5 Brillouin zone sampling

The description presented so far is valid for general leads of arbitrary width. For two-dimensional (2D) surfaces the system is infinite in the plane perpendicular to the transport (PPT). If the system is periodic in the PPT we can apply Bloch's theorem in the 2D-plane. In the following we choose the coordinate system in such a way that the $x$ - and $y$-axes lie in the PPT, so that the transport direction is along the $z$-axis (this is also the convention used in the SMEAGOL transport code [198]). The general scheme for the Bloch state expansion is analogous to the one for three-dimensional (3D) crystals described in Sec. 2.2.4, with the only difference that along $z$ the system is not periodic. Therefore, whereas in Sec. 2.2 .4 we denoted the lattice vectors as some generic 3D-vector $\overline{\mathbf{R}}$ [Eq. (2.73)], for clarity in this section we explicitly define two crystal vectors $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$ that span the $x-y$ plane. The full three-dimensional system then is obtained by stacking these two-dimensional layers along the $z$ direction, with no periodicity assumed along the stacking direction.

We label the WF coefficients in such a way that $\psi_{m_{1} m_{2} \alpha}$ corresponds to the WF coefficient for the localized orbital $\alpha$ (at an arbitrary position along $z$ ), in the unit cell at position $m_{1} \mathbf{R}_{1}+m_{2} \mathbf{R}_{2}$ in the 2D plane ( $m_{1}$ and $m_{2}$ are integers). The matrix KS equation for this system then reads

$$
\begin{equation*}
\sum_{m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}} H_{m_{1} m_{2} \alpha, m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}} \psi_{m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}}=E \sum_{m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}} S_{m_{1} m_{2} \alpha, m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}} \psi_{m_{1}^{\prime} m_{2}^{\prime} \alpha^{\prime}} \tag{4.101}
\end{equation*}
$$

We can now apply Bloch's theorem to the wave function in the plane

$$
\begin{equation*}
\psi_{\mathbf{k}, m_{1} m_{2} \alpha}=e^{i \mathbf{k}\left(m_{1} \mathbf{R}_{1}+m_{2} \mathbf{R}_{2}\right)} \psi_{\mathbf{k}, \alpha}, \tag{4.102}
\end{equation*}
$$

where $\mathbf{k}$ is a 2 D wave-vector with $\mathbf{k} \cdot \hat{\mathbf{z}}=0$ ( $\hat{\mathbf{z}}$ is the unit vector along the $z$-axis), which lies in the 2 D BZ defined by $\mathbf{R}_{1}$ and $\mathbf{R}_{2}$. For a given $\mathbf{k}$-point the KS equation then becomes

$$
\begin{equation*}
\sum_{\alpha^{\prime}} H_{\mathbf{k}, \alpha \alpha^{\prime}} \psi_{\mathbf{k}, \alpha^{\prime}}=E \sum_{\alpha^{\prime}} S_{\mathbf{k}, \alpha \alpha^{\prime}} \psi_{\mathbf{k}, \alpha^{\prime}} \tag{4.103}
\end{equation*}
$$

where the effective matrices are defined as

$$
\begin{align*}
H_{\mathbf{k}, \alpha \alpha^{\prime}} & =\sum_{m_{1}, m_{2}} H_{00 \alpha, m_{1} m_{2} \alpha^{\prime}} e^{i \mathbf{k}\left(m_{1} \mathbf{R}_{1}+m_{2} \mathbf{R}_{2}\right)}  \tag{4.104}\\
S_{\mathbf{k}, \alpha \alpha^{\prime}} & =\sum_{m_{1}, m_{2}} S_{00 \alpha, m_{1} m_{2} \alpha^{\prime}} e^{i \mathbf{k}\left(m_{1} \mathbf{R}_{1}+m_{2} \mathbf{R}_{2}\right)} . \tag{4.105}
\end{align*}
$$

For each $\mathbf{k}$-point the effective Hamiltonian and overlap matrices are different, so that the system can be viewed as a collection of $\mathbf{k}$-dependent quasi-1D systems.

It is now again possible to set up a two-terminal device, where $H_{\mathbf{k}}$ and $S_{\mathbf{k}}$ have the same shape as the corresponding matrices for a 1D system [Eqs. (4.14) and (4.15)]. The only difference is that due to the geometry in this case it is not possible to have more than two leads. Therefore all the results obtained in the previous sections of this chapter are valid also in this case for each $\mathbf{k}$-point independently. For each $\mathbf{k}$-point there is a corresponding lesser Green's function $G_{\mathrm{M}, \mathbf{k}}^{<}(E)$ and a density matrix $\rho_{\mathbf{k}}$ that satisfy

$$
\begin{equation*}
\rho_{\mathbf{k}}=\frac{1}{2 \pi i} \int d E G_{\mathrm{M}, \mathbf{k}}^{<}(E) \tag{4.106}
\end{equation*}
$$

Analogously to Eq. (2.79) the total density matrix then is

$$
\begin{equation*}
\rho_{m_{1} m_{2}, m_{1}^{\prime} m_{2}^{\prime}}=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{B Z} d \mathbf{k} \rho_{\mathbf{k}} e^{i \mathbf{k}\left[\left(m_{1}-m_{1}^{\prime}\right) \mathbf{R}_{1}+\left(m_{2}-m_{2}^{\prime}\right) \mathbf{R}_{2}\right]}, \tag{4.107}
\end{equation*}
$$

where the integral runs over the $2 \mathrm{D} B Z$.
Following the same procedure as for the 1D case for each $\mathbf{k}$-point we obtain the corresponding $\mathbf{k}$-dependent transmission coefficient $T_{\mathbf{k}}(E)$. The total transmission coefficient $T(E)$ is obtained by integrating $T_{\mathbf{k}}(E)$ over the 2D BZ

$$
\begin{equation*}
T(E)=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} d \mathbf{k} T_{\mathbf{k}}(E) \tag{4.108}
\end{equation*}
$$

The current is then calculated by using Eq. (4.97). In the spin-polarized case the transmission for majority spins $\left[T^{\dagger}(E)\right]$ and the one for minority spins $\left[T^{\downarrow}(E)\right]$ are independent, and have to be evaluated separately for each spin

$$
\begin{equation*}
T^{\sigma}(E)=\frac{1}{\Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} d \mathbf{k} T_{\mathbf{k}}^{\sigma}(E) \tag{4.109}
\end{equation*}
$$

where $\sigma=\uparrow, \downarrow$ is the spin index, and $T_{\mathbf{k}}^{\sigma}(E)$ is the $\mathbf{k}$-dependent transmission for spin $\sigma$. The total transmission then is $T(E)=T^{\uparrow}(E)+T^{\downarrow}(E)$.

### 4.6 The SMEAGOL code

The concepts introduced in this chapter apply to any system that can be described by a set of localized orbitals of finite range, and the formalism is structurally equivalent to a a tight-binding scheme. The only input needed for the NEGF formalism is the Hamiltonian of the system in a matrix form. In a tight-binding approach the elements of the Hamiltonian are parameters, whereas here the Hamiltonian is constructed using the KS scheme. The NEGF scheme described in this chapter can be interfaced with any DFT code that generates a Hamiltonian in tight-binding-like form. In the SMEAGOL $[61,68]$ transport code the NEGF formalism has been interfaced with


Figure 4.2: Schematic diagram of the interface between SIESTA and SMEAGOL. The lefthand side describes the path followed by a SMEAGOL calculation, while the right-hand side corresponds to the path followed by a SIESTA calculation.
the $a b$-initio DFT code SIESTA [69], which is described in Sec. 2.2. SMEAGOL is a joint project between groups in Trinity College Dublin, Lancaster University and Universidad de Oviedo. The code is distributed free of charge for academic purposes under the "SMEAGOL academic license". A detailed description of the SMEAGOL code is given in Refs. [61, 178], and a practical guide to the use of SMEAGOL is described in detail in the "User Guide" that is distributed together with the code (also found in the appendix of Ref. [178]). One of the advantages of using the SIESTA code for the DFT part is that it constructs the Hamiltonian very efficiently even for large systems. In fact in SIESTA this operation scales linearly with system size. Moreover the Hamiltonian and overlap matrices are constructed in the required tight-binding like form. Other transport codes, that are based on the same concepts, are described in Refs. [62, 63, 199].

Fig. 4.2 shows schematically how the NEGF transport formalism of SMEAGOL is interfaced to SIESTA. The calculation starts by setting up a trial initial density matrix $\rho^{\text {in }}$. With this density matrix the Kohn-Sham Hamiltonian $H\left(\rho^{\text {in }}\right)$ is constructed in SIESTA. In a normal SIESTA calculation the output charge density $\rho^{\text {out }}$ is equal to the ground state KS charge density $\rho^{\text {out }}=\rho_{\mathrm{KS}}(H)$, which is obtained by diagonalizing $H\left(\rho^{\text {in }}\right)$ and occupying the levels up to the Fermi energy (see Sec. 2.2.3). In a SMEAGOL transport calculation however $\rho^{\text {out }}$ is obtained with the NEGF formalism via Eq. (4.64), so that it is equal to the NEGF charge density $\rho_{\text {NEGF }}(H)$. In this case two terms are added to $H$, the first is the bias-dependent part $H\left(V_{\mathrm{b}}\right)$, and the second part are the self-energies. The way these are calculated in SMEAGOL is described in chapter 5. The Hamiltonian and overlap matrices needed to construct the


Figure 4.3: (a) Model charge density $\rho$ for a 1D system, and (b) corresponding Hartree potential $V_{\mathrm{H}}$ for different boundary conditions.
self-energies are obtained from a previous run for an infinite bulk system corresponding to the leads. Just like in a normal DFT calculation this procedure is iterated until self-consistency is achieved, so that $\Delta_{\rho}=\rho^{\text {out }}-\rho^{\text {in }}$ is smaller than some chosen tolerance.

The additional potential $H\left(V_{\mathrm{b}}\right)$ is chosen in such a way that it gives the correct boundary conditions for the electrostatic potential for a finite bias calculation at convergence. The basic principle is illustrated in Fig. 4.3 for a model 1D system. Out of equilibrium the potential drop in a device is generated by a dipole along the transport direction (the $z$-axis), generated by the difference in the chemical potentials and the resistance of the junction. This dipole charge is schematically shown in Fig. 4.3(a). In order to obtain the electrostatic potential $V_{\mathrm{H}}(z)$ the Poisson equation is solved for this charge density $\rho(z)$. In SIESTA this is done by using a fast Fourier transform (FFT) algorithm. This however implies that periodic boundary conditions are assumed in all directions, so that the potential is identical to the left and to the right end of the unit cell. For the 1D charge distribution of Fig. 4.3(a) the resulting Hartree potential $V_{\mathrm{H}}^{\mathrm{FFT}}(z)$ is the black curve in 4.3(b). It can be seen that indeed $V_{\mathrm{H}}^{\mathrm{FFT}}\left(z_{1}\right)=V_{\mathrm{H}}^{\mathrm{FFT}}\left(z_{\mathrm{r}}\right)$, where $z_{1}$ is the position of the left end of the unit cell, and $z_{\mathrm{r}}$ corresponds to the right end. For a transport calculation however the necessary boundary condition is $V_{\mathrm{H}}\left(z_{1}\right)=V_{\mathrm{H}}\left(z_{\mathrm{r}}\right)+e V_{\mathrm{b}}$ [green curve in Fig. 4.3(b)]. Since the Hartree potential is only defined up to a constant and a term linear in $z$, this boundary condition can be uniquely obtained by adding the term $V^{\mathrm{ramp}}(z)=$ $e V_{\mathrm{b}}\left(z-\frac{z_{1}+z_{\mathrm{r}}}{2}\right) /\left(z_{\mathrm{r}}-z_{1}\right)$ [red curve in Fig. 4.3(b)] to the potential calculated with the FFT. By adding $V^{\text {ramp }}(z)$ to the SIESTA Hartree potential the correct boundary conditions for the electrostatic potential are obtained in SMEAGOL.

We conclude this section with a note on how the integral of Eq. (4.64) is calculated.


Figure 4.4: Path of the contour integral used in SMEAGOL.

In order to reduce the computational effort the lesser $\mathrm{GF}, G_{\mathrm{M}}^{<}$, is split up into its equilibrium part $G_{\mathrm{M}, \text { eq }}^{<}$[Eq. (4.71)] and its out of equilibrium part $G_{\mathrm{M}, \text { neq }}^{<}$[Eq. (4.72)]. The integral over $G_{\mathrm{M}, \text { neq }}^{<}$is non-zero only in the bias window, which is the energy range where $f_{\mathrm{L}}(E) \neq f_{\mathrm{R}}(E)$. We note that even if this energy range is rather small, the number of integration points can be very large, especially if $G_{\mathrm{M}, \text { neq }}^{<}$has sharp peaks (see chapter 6). The upper bound of the integral of $G_{\mathrm{M}, \mathrm{eq}}^{<}$can also be bound by the Fermi-Dirac distribution with the largest Fermi energy, however the lower bound has to be lower than the energy of the state with the lowest energy in the EM. The integration range is therefore rather large, typically of the order of a few tens of eV. Moreover also $G_{\mathrm{M}, \mathrm{eq}}^{<}$can have sharp peaks for real energies, especially if there are localized states, so that a very fine integration mesh would be needed. However since $G_{\mathrm{M}, \mathrm{eq}}^{<}$can be analytically continued for positive complex energies (see Sec. 4.3.4), it is possible to perform the integral as a contour integral along the path indicated in Fig. 4.4. The integral along $C_{1}$, which is the one to evaluate, is equal to the sum of the ones on $C_{2}$ and on $C_{3}$, plus the contribution coming from the poles enclosed in the path of the complex integral. The upper bound of $C_{3}$ (corresponding to the lower bound of $C_{2}$ ) is chosen in such a way that all the Fermi-Dirac distributions are approximately zero above that energy. The integral over $C_{2}$ can therefore be assumed to be zero. Since for energies with positive imaginary part $G_{\mathrm{M}, \mathrm{eq}}^{<}$has no poles, the only poles inside the contour are the ones of the Fermi-Dirac distributions (Matsubara frequencies [200]). These are found where $1+e^{x}=0$, with $x=\left(E-E_{\mathrm{F},\{L / R\}}\right) / T$, which is the case for $x=i(2 n+1) \pi(n \in \mathbb{N})$. The poles are therefore found for $\operatorname{Re}(E)=E_{\mathrm{F},\{L / R\}}$ and $\operatorname{Im}(E)=(2 n+1) \pi T$. The distance in energy between two poles is $2 \pi T$, so that the number of poles inside the contour is proportional to $T$. For $T=0 K$ it is not possible to perform this contour integral, since an infinite number of
poles would have to be added. In SMEAGOL the integral over $C_{1}$ is replaced with the one over $C_{3}$, adding also the contributions from the poles. By doing this the number of integration points is drastically reduced, usually less than about 100 points are needed for this numerical integration. If we use room temperature for $T$, then the number of poles used is usually of the order of a few tens.

### 4.7 Limits of the NEGF formalism

We conclude this chapter by listing some of the limits of the NEGF formalism used in conjunction with DFT, as described in this section. Although this scheme works well for many systems, there are many cases where it leads to erroneous predictions. We note that in this chapter we have only outlined the NEGF concepts for elastic transport. Inelastic effects, caused for example by electron-phonon or electron-photon scattering, can however in principle be included in the NEGF formalism in a meanfield type approach [54].

First we note that it is assumed that the single-particle KS-eigenvalues correspond to the energy levels for the real interacting-electron system (an assumption which is usually made also in ground state DFT calculations). Furthermore it is assumed that the KS Hamiltonian is also valid out of equilibrium, although this Hamiltonian is derived only for the ground state. An extensive discussion of this topic can be found in Ref. [201]. There it is shown that as a first approximation the KS Hamiltonian can be used for transport calculations, but that by doing this a few contributions to the electron transport are neglected.

If one still insists in using DFT as a single particle theory, the problem of the correct position of the KS-eigenvalues must be faced. Just as in ground state DFT, for many systems the LDA or GGA exchange correlation (XC) potentials do not give the correct results. The transport and charging properties critically depend on the position of the energy eigenvalues. However if local XC-potentials are used these are often at a wrong energy, and this for example causes major errors in calculations of transport across molecules [93]. Moreover, since LDA and GGA do not correctly reproduce the derivative discontinuity (see Secs. 2.1.3 and 2.1.5), weakly coupled states can be fractionally charged, whereas the charge should always be integer for such systems (or at least very close to integer) [202]. The use of more advanced XCfunctionals however should solve these problems, and the possibility of the use of these for transport problems is a currently active area of research. The ASIC XC potential (Sec. 2.1.5) does usually improve the alignment of the energy levels, however it still fails to describe the derivative discontinuity [93].

Another limit is the fact that the NEGF uses a single particle picture to describe the electrons. For this reason it can not correctly describe transport through very weakly coupled states, like quantum dots in the Coulomb blockade regime, even if an appropriate XC potential was used. In this cases many-body effects, that are not included in the NEGF formalism described here, may play an important role. The transport properties of these systems are usually calculated using a master-equation approach [203, 204, 205, 206, 207].

In many systems localized states are found in the EM, that are not coupled to the leads. The occupation of such states in the EM is not defined within the NEGF formalism. In chapter 6 we set their occupation "by hand" by using a physically meaningful occupation. However this is not possible for all systems. Time-dependent calculations show that in this case it is indeed not always possible to obtain a steady state current [187, 208]. In Ref. [209] it is shown that for some systems the NEGF predicts multiple solutions at a given bias voltage, but within a time dependent approach only one of these is found to be stable.

From a practical point of view another source of uncertainty, independent of the NEGF, is the fact that the experimental atomic positions of typical nano-scale devices are usually not exactly known. Since the transport properties critically depend on these, the theoretical predictions can deviate drastically from experiment if the atomic positions are not the same.

### 4.8 Conclusions

In this chapter the main concepts of the NEGF formalism for elastic transport have been outlined. The NEGF formalism can be used to describe the quantum-mechanical transport properties of nano-devices at finite applied bias potential. The main advantage of this formalism is that it allows to determine the bias-dependent occupation of the states in the EM, which is not possible using standard ground-state DFT. The current can then be calculated by integrating the transmission coefficient over the bias window. We have described the particular implementation of the NEGF formalism in the ab initio transport code SMEAGOL, which is used for the calculations in chapters 5,6 and 7. Finally we have listed some of the problems and limitations of the NEGF formalism used in conjunction with DFT.

## Chapter 5

## Self-energies for semi-infinite periodic quasi-1D systems

In chapter 4 the leads self-energies (SEs) are introduced [Eqs. (4.25) and (4.26)]. These play a central role within the NEGF formalism, since they determine the effect of the semi-infinite leads on the scattering region. In order to calculate the SEs, the GFs for the semi-infinite system, defined in Eqs. (4.18) and (4.19), are needed. It is now assumed that the coupling Hamiltonian matrices $H_{\mathrm{LM} / \mathrm{RM}}$ (also generally denoted as hopping matrices) have a strictly finite range, so that only a finite number of atomic layers in the leads are coupled directly to the EM. In this case only a limited number of matrix elements of the leads GF are needed in order to obtain the SE via Eqs. (4.25) and (4.26). This part of the GF is called the surface Green's function (SGF), since the needed matrix elements are those of the terminal surface layer of the isolated lead (detached from the EM). In this chapter a complete prescription for the numerical calculation of the SGF and SE of semi-infinite, periodic, quasi-onedimensional (quasi-1D) systems is presented. Moreover a detailed error analysis on the SE , as obtained with the presented algorithm, is performed. This work extends previous results, generating a robust algorithm to be used in conjunction with $a b$ initio electronic structure methods.

Generally the SGFs can be obtained either with recursive methods [210, 211, 212, 213] or by using a semi-analytic formula $[214,63,215,216,197,65]$. Recursive methods are affected by poor convergence for some critical systems, typically when the Hamiltonian for the leads is rather sparse. Semi-analytical methods instead bypass those problems by construction, however major difficulties arise if the hopping matrices are singular or, more generally, ill conditioned. Unfortunately the condition of the Hamiltonian is set by the electronic structure of the leads and by the unit cell used, and thus it is largely not controllable. In the original version of SMEAGOL the algorithm described in Ref. [214] was used to construct the SGF. This method
is however undefined for singular hopping matrices. By using a generalized singular value decomposition (GSVD) the singularities in the leads Hamiltonian could be partially eliminated [68], however due to the inherent instability of the used algorithm the number of failures in the calculation of the SGF is still very large. Here we present an improved semi-analytical method that overcomes these limitations and thus represents a robust algorithm for quantum transport based on ab initio DFT Hamiltonians. This extended scheme is now implemented in the SMEAGOL code.

In the first part of this chapter the extended algorithm for the calculation of the SE is presented. First the construction of the Green's function of an infinite 1D system as derived in Ref. [214] is recast into a more general form based on the notion of a complex group velocity. Then we present an extension of such method to the calculation of the SGF and SE that is defined also for the case of singular hopping matrices. This largely improves the numerical accuracy. However we find that even such an improved scheme sometimes fails if the hopping matrices are close to being singular. We overcome this limitation by performing a transformation of the hopping matrix that reduces its condition number $\kappa$, defined as the ratio between its largest to its smallest singular value [217, 218]. This transformation limits the maximum absolute value of the imaginary part of the Bloch wave vectors, increasing both accuracy and stability. Two approaches are presented: the first is based on a singular value decomposition (SVD), and the second consists in adding a random noise matrix of small amplitude to the Hamiltonian. A SVD transformation has been previously employed for example to calculate the complex band-structure of long molecules [219]. By using the SVD the size of the Hamiltonian matrix can be reduced, so that the computation becomes considerably faster for large systems.

In the second part of this chapter we present three examples of calculations performed with the new implementation. A detailed error analysis of the scheme is performed. The highest accuracy is obtained if no inversion of the usually ill conditioned hopping matrix is involved. We compare the results to the ones obtained by using the original method of Ref. [214], finding a considerable improvement. Although the algorithm appears very robust, our detailed error analysis reveals that for a given system the accuracy is lost at some specific energies. This is caused by the divergence of one of the SE eigenvalues. The physical origin of this behavior lies in the presence of surface states that are very weakly coupled to the semi-infinite leads. These surface states appear whenever at a given energy the set of Bloch functions (with both real and imaginary wave vectors) for the infinite quasi-1D system is linearly dependent. In the simplest case this corresponds to two Bloch functions being equal inside the unit cell. A small imaginary part is added to the energy in a small

$$
\boldsymbol{H}_{0} \boldsymbol{H}_{1} \boldsymbol{H}_{\mathbf{0}} \boldsymbol{H}_{1} \boldsymbol{H}_{0} \boldsymbol{H}_{\mathbf{1}} \boldsymbol{H}_{\mathbf{0}}
$$

Figure 5.1: Schematic representation of the system with onsite Hamiltonian $H_{0}$ and hopping $H_{1}$. The overlap matrix has the same structure.
energy range around the surface state. It is shown that this has little effect on the transport properties in the high transmission regime, whereas for low transmission it has a substantial influence on the results. Crucially only a very small imaginary part is used, and moreover this is added only around the energy of the surface state, so that the error can be carefully controlled.

### 5.1 Retarded Green's function for an infinite system

Following the scheme introduced in Ref. [214] the construction of the retarded Green's function for an infinite quasi-1D system is now recalled. This is the starting point for the calculation of the SGF. It is assumed that the interaction is of finite range, so that the Hamiltonian elements between two distant orbitals is strictly zero. This assumption is always fulfilled if the localized basis set of SIESTA is used (see Sec. 2.2.2). The size of the unit cell can then be chosen to guarantee interaction only to the first nearest neighboring unit cells. The total Hamiltonian of the system $H_{z z^{\prime}}$ (the integers $z$ and $z^{\prime}$ label the unit cells along the 1D stacking direction) can then be written as

$$
\begin{equation*}
H_{z z^{\prime}}=H_{0} \delta_{z z^{\prime}}+H_{1} \delta_{z, z^{\prime}-1}+H_{-1} \delta_{z, z^{\prime}+1}, \tag{5.1}
\end{equation*}
$$

where $H_{0}, H_{1}$ and $H_{-1}$ are $N \times N$ matrices, with $N$ being the number of orbitals comprised in the unit cell (see Fig. 5.1). If time-reversal symmetry holds then $H_{0}=H_{0}^{\dagger}$, and $H_{-1}=H_{1}^{\dagger}$. We further assume that the overlap matrix $S_{z z^{\prime}}$ has the same structure and range of the Hamiltonian

$$
\begin{equation*}
S_{z z^{\prime}}=S_{0} \delta_{z z^{\prime}}+S_{1} \delta_{z, z^{\prime}-1}+S_{-1} \delta_{z, z^{\prime}+1}, \tag{5.2}
\end{equation*}
$$

where $S_{0}, S_{1}$ and $S_{-1}$ are again $N \times N$ matrices with the same meaning of their Hamiltonian counterparts. In SMEAGOL the matrices $H_{0}, H_{1}, H_{-1}, S_{0}, S_{1}$ and $S_{-1}$ are obtained from the converged solution of a SIESTA ground state calculation.

### 5.1.1 Bloch states expansion

The solutions of the Hamiltonian equation for the associated infinite periodic 1D system $\sum_{z^{\prime}} H_{z z^{\prime}} \psi_{z^{\prime}}=E \sum_{z^{\prime}} S_{z z^{\prime}} \psi_{z^{\prime}}$ are Bloch functions $\psi_{z}=e^{i k z} \phi$, where $\psi_{z}$ and
$\phi$ are $N$-dimensional vectors and $k$ is the wave vector, which in general is a complex number. For a given real or complex energy $E$ there are $2 N$ solutions with wave vectors $k_{n}$ and corresponding wave functions $\phi_{n}$. Each of them satisfies

$$
\begin{align*}
\left(H_{0}+H_{1} e^{i k_{n}}+H_{-1} e^{-i k_{n}}\right) \phi_{n} & = \\
E\left(S_{0}+S_{1} e^{i k_{n}}+\quad S_{-1}\right. & \left.e^{-i k_{n}}\right) \phi_{n} . \tag{5.3}
\end{align*}
$$

We now define $K_{\alpha}=H_{\alpha}-E S_{\alpha},(\alpha=-1,0,1)$. In contrast to the definition of Sec. 4.2 here we do not add a positive infinitesimal imaginary part $\delta$ to the energy, so that for real energies $K_{\alpha}=K_{\alpha}^{\dagger}$. The above equation can then be rewritten as

$$
\begin{equation*}
\left(K_{0}+K_{1} e^{i k_{n}}+K_{-1} e^{-i k_{n}}\right) \phi_{\mathrm{R}, n}=0 \tag{5.4}
\end{equation*}
$$

where the additional index R denotes explicitly that the solution is a right eigenvector. The corresponding left eigenvector $\phi_{\mathrm{L}, n}$ satisfies the associated equation

$$
\begin{equation*}
\phi_{\mathbf{L}, n}^{\dagger}\left(K_{0}+K_{1} e^{i k_{n}}+K_{-1} e^{-i k_{n}}\right)=0 . \tag{5.5}
\end{equation*}
$$

For real energies we have $\phi_{\mathrm{L}, n}=\phi_{\mathrm{L}}\left(k_{n}\right)=\phi_{\mathrm{R}}\left(k_{n}^{*}\right)$, so that in the case of real $k_{n}$ (propagating states) left and right eigenvectors are equal. For complex $k_{n}$ left and right eigenvectors are different, describing left- and right-decaying states.

The sets $\left\{k_{n}\right\},\left\{\phi_{\mathrm{R}, n}\right\}$ and $\left\{\phi_{\mathrm{L}, n}\right\}$ that satisfy Eqs. (5.4) and (5.5) at a given energy can be found by solving a quadratic eigenvalue problem $[220,221]$ of the form

$$
\left(\begin{array}{cc}
-K_{0} & -K_{-1}  \tag{5.6}\\
\mathbb{1}_{N} & \mathbb{O}_{N}
\end{array}\right) \Phi_{\mathrm{R}, n}=e^{i k_{n}}\left(\begin{array}{ll}
K_{1} & \mathbb{O}_{N} \\
\mathbb{O}_{N} & \mathbb{1}_{N}
\end{array}\right) \Phi_{\mathrm{R}, n}
$$

for the right eigenvectors, and

$$
\Phi_{\mathrm{L}, n}^{\dagger}\left(\begin{array}{cc}
-K_{0} & -K_{-1}  \tag{5.7}\\
\mathbb{1}_{N} & \mathbb{O}_{N}
\end{array}\right)=e^{i k_{n}} \Phi_{\mathrm{L}, n}^{\dagger}\left(\begin{array}{cc}
K_{1} & \mathbb{0}_{N} \\
\mathbb{0}_{N} & \mathbb{1}_{N}
\end{array}\right)
$$

for the left eigenvectors. Here $\mathbb{1}_{N}$ is the $N \times N$ unit matrix, $\mathbb{0}_{N}$ is the $N \times N$ zero matrix (a general $i \times j$ zero matrix is denoted as $\mathbb{O}_{i, j}$ ), and

$$
\begin{align*}
& \Phi_{\mathrm{R}, n}=\binom{e^{i \frac{k_{n}}{2}}}{e^{-i \frac{k_{n}}{2}}} \frac{\phi_{\mathrm{R}, n}}{\sqrt{v_{n}}}  \tag{5.8}\\
& \Phi_{\mathrm{L}, n}^{\dagger}=\frac{i \phi_{\mathrm{L}, n}^{\dagger}}{\sqrt{v_{n}}}\left(e^{i \frac{k_{n}}{2}},-e^{-i \frac{k_{n}}{2}} K_{-1}\right) . \tag{5.9}
\end{align*}
$$

The normalization constant is the square root of the complex group velocity $v_{n}=$ $\partial E / \partial k_{n}(\hbar=1)$ equal to

$$
\begin{align*}
v_{n} & =\frac{i}{l_{n}} \phi_{\mathrm{L}, n}^{\dagger}\left(K_{1} e^{i k_{n}}-e^{-i k_{n}} K_{-1}\right) \phi_{\mathrm{R}, n},  \tag{5.10}\\
l_{n} & =\phi_{\mathrm{L}, n}^{\dagger}\left(S_{0}+S_{1} e^{i k_{n}}+S_{-1} e^{-i k_{n}}\right) \phi_{\mathrm{R}, n} . \tag{5.11}
\end{align*}
$$

In the following we assume that the eigenvectors $\phi_{\mathrm{R}, n}$ and $\phi_{\mathrm{L}, n}$ are always normalized to give $l_{n}=1$. For real energies $v\left(k_{n}^{*}\right)=v_{n}^{*}$, so that the group velocity is real if the imaginary part of $k_{n}$ is zero. Note that, at variance with Ref. [214], Eqs. (5.6) and (5.7) avoid the inversion of $K_{1}$, so that they eliminate a possible source of singularities in the calculation of $k_{n}, \phi_{\mathrm{R}, n}$ and $\phi_{\mathrm{L}, n}$.

The full sets of left $\left\{\Phi_{\mathrm{L}, n}\right\}$ and right eigenvectors $\left\{\Phi_{\mathrm{R}, n}\right\}$ form a complete and orthogonal basis. The orthogonality relation is

$$
\Phi_{\mathrm{L}, n}^{\dagger}\left(\begin{array}{cc}
K_{1} & \mathbb{0}_{N}  \tag{5.12}\\
\mathbb{O}_{N} & \mathbb{1}_{N}
\end{array}\right) \Phi_{\mathrm{R}, m}=c_{n} \delta_{n m}
$$

where $c_{n}$ is a constant. This leads to

$$
\begin{equation*}
i \phi_{\mathrm{L}, n}^{\dagger}\left(K_{1} e^{i k_{n}}-e^{-i k_{m}} K_{-1}\right) \phi_{\mathbf{R}, m}=v_{n} c_{n} \delta_{n m} . \tag{5.13}
\end{equation*}
$$

For $n=m$ this equation is only satisfied if $c_{n}=1$, in which case it corresponds to the definition of $v_{n}$. With the chosen normalization the basis is therefore orthonormal. The corresponding completeness relation then reads

$$
\sum_{n=1}^{2 N} \Phi_{\mathrm{R}, n} \Phi_{\mathrm{L}, n}^{\dagger}\left(\begin{array}{cc}
K_{1} & \mathbb{O}_{N}  \tag{5.14}\\
\mathbb{O}_{N} & \mathbb{1}_{N}
\end{array}\right)=\left(\begin{array}{cc}
\mathbb{1}_{N} & \mathbb{O}_{N} \\
\mathbb{O}_{N} & \mathbb{1}_{N}
\end{array}\right)
$$

and provides the three following useful relations

$$
\begin{align*}
\sum_{n=1}^{2 N} \frac{\phi_{\mathrm{R}, n} \phi_{\mathrm{L}, n}^{\dagger}}{v_{n}} & =\mathbb{0}_{N},  \tag{5.15}\\
K_{1} \sum_{n=1}^{2 N} i e^{i k_{n}} \frac{\phi_{\mathrm{R}, n} \phi_{\mathrm{L}, n}^{\dagger}}{v_{n}} & =\mathbb{1}_{N},  \tag{5.16}\\
K_{-1} \sum_{n=1}^{2 N}-i e^{-i k_{n}} \frac{\phi_{\mathrm{R}, n} \phi_{\mathrm{L}, n}^{\dagger}}{v_{n}} & =\mathbb{1}_{N} . \tag{5.17}
\end{align*}
$$

Note that in Eqs. (5.14-5.17) the sums run over all $2 N$ solutions. If $K_{1}=K_{-1}^{\dagger}$ and $K_{0}=K_{0}^{\dagger}$ Eqs. (5.16) and (5.17) are equivalent.

### 5.1.2 Green's function

The retarded Green's function $g_{z z^{\prime}}$ of the 1D system is defined by means of Green's equation [Eq. (4.2)]

$$
\begin{equation*}
\sum_{z^{\prime}} g_{z z^{\prime}}\left[(E+i \delta) S_{z^{\prime} z^{\prime \prime}}-H_{z^{\prime} z^{\prime \prime}}\right]=\delta_{z z^{\prime \prime}} \tag{5.18}
\end{equation*}
$$

with $\delta \rightarrow 0^{+}$real. In what follows we present and expand, by using left and right Bloch functions, the solution to Eq. (5.18) given in Ref. [214] only in terms of the right eigenvectors $\phi_{\mathrm{R}}$. First we divide the $2 N \phi_{\mathrm{R}, n}$ vectors into $N$ right-going states, with either $\operatorname{Im}\left(k_{n}\right)>0$ (right decaying) or $\operatorname{Im}\left(k_{n}\right)=0$ and $v_{n}>0$ (right propagating), and $N$ left-going states, with either $\operatorname{Im}\left(k_{n}\right)<0$ (left decaying) or $\operatorname{Im}\left(k_{n}\right)=0$ and $v_{n}<0$ (left propagating). As a matter of notation in order to distinguish left- from right-going states, in what follows we indicate the right-going states with $k, \phi$ and $v$, and the left-going states with a bar over these quantities, i.e. $\bar{k}, \bar{\phi}$ and $\bar{v}$.

As in Ref. [214] we introduce the duals $\tilde{\phi}_{\mathrm{R}, n}$ of the right-going states $\phi_{\mathrm{R}, n}$ defined by $\tilde{\phi}_{\mathrm{R}, n}^{\dagger} \phi_{\mathrm{R}, m}=\delta_{n m}$, and the duals $\tilde{\bar{\phi}}_{\mathrm{R}, n}$ of the left-going states $\bar{\phi}_{\mathrm{R}, n}$ defined by $\tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger} \bar{\phi}_{\mathrm{R}, m}=\delta_{n m}$. If we define the matrices $Q$ and $\bar{Q}$ as

$$
\begin{align*}
& Q=\left(\begin{array}{llll}
\phi_{\mathrm{R}, 1} & \phi_{\mathrm{R}, 2} & \ldots & \phi_{\mathrm{R}, N}
\end{array}\right),  \tag{5.19}\\
& \bar{Q}=\left(\begin{array}{llll}
\bar{\phi}_{\mathrm{R}, 1} & \bar{\phi}_{\mathrm{R}, 2} & \ldots & \bar{\phi}_{\mathrm{R}, N}
\end{array}\right),
\end{align*}
$$

then the duals can be obtained by simple inversion:

$$
\begin{align*}
& \left(\begin{array}{llll}
\tilde{\phi}_{\mathrm{R}, 1} & \tilde{\phi}_{\mathrm{R}, 2} & \ldots & \tilde{\phi}_{\mathrm{R}, N}
\end{array}\right)=\left(Q^{-1}\right)^{\dagger} \\
& \left(\begin{array}{llll}
\tilde{\bar{\phi}}_{\mathrm{R}, 1} & \tilde{\bar{\phi}}_{\mathrm{R}, 2} & \ldots & \tilde{\bar{\phi}}_{\mathrm{R}, N}
\end{array}\right)=\left(\begin{array}{l}
\left.\bar{Q}^{-1}\right)^{\dagger}
\end{array}\right. \tag{5.20}
\end{align*}
$$

The inversions in Eqs. (5.20) are usually well defined, unless $Q$ and $\bar{Q}$ do not have full rank. We will return on this aspect in Sec. 5.5 , for the moment we assume that the duals can always be constructed.

The retarded GF calculated in Ref. [214] is then

$$
g_{z z^{\prime}}=\left\{\begin{array}{lll}
\sum_{n=1}^{N} \phi_{\mathrm{R}, n} e^{i k_{n}\left(z-z^{\prime}\right)} \tilde{\phi}_{\mathrm{R}, n}^{\dagger} & \mathcal{V}^{-1} & z \geq z^{\prime}  \tag{5.21}\\
\sum_{n=1}^{N} \bar{\phi}_{\mathrm{R}, n} e^{i k_{n}\left(z-z^{\prime}\right)} \tilde{\phi}_{\mathrm{R}, n}^{\dagger} & \mathcal{V}^{-1} & z \leq z^{\prime}
\end{array}\right.
$$

with the matrix $\mathcal{V}=g_{z z}^{-1}=g_{00}^{-1}$ given by

$$
\begin{equation*}
\mathcal{V}=K_{-1}\left(\sum_{n=1}^{N} e^{-i k_{n}} \phi_{\mathrm{R}, n} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}-\sum_{n=1}^{N} e^{-i \bar{k}_{n}} \bar{\phi}_{\mathrm{R}, n} \tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger}\right) \tag{5.22}
\end{equation*}
$$

We now introduce the right transfer matrices $T_{\mathrm{R}}$ and $\bar{T}_{\mathrm{R}}$,

$$
\begin{align*}
& T_{\mathrm{R}}=\sum_{n=1}^{N} \phi_{\mathrm{R}, n} e^{i k_{n}} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}  \tag{5.23}\\
& \bar{T}_{\mathrm{R}}=\sum_{n=1}^{N} \bar{\phi}_{\mathrm{R}, n} e^{-i k_{n}} \tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger} \tag{5.24}
\end{align*}
$$

These are equivalent to the bulk transfer matrices introduced in Refs. [212, 222, 213] in the context of the recursive Green's function approach. Note that both $T_{\mathrm{R}}$ and $\bar{T}_{\mathrm{R}}$
have eigenvalues with complex modulus $\leq 1$. For an integer $z$ the following relations hold

$$
\begin{align*}
& \left(T_{\mathrm{R}}\right)^{z}=\sum_{n=1}^{N} \phi_{\mathrm{R}, n} e^{i k_{n} z} \tilde{\phi}_{\mathrm{R}, n}^{\dagger},  \tag{5.25}\\
& \left(\bar{T}_{\mathrm{R}}\right)^{z}=\sum_{n=1}^{N} \bar{\phi}_{\mathrm{R}, n} e^{-i \bar{k}_{n} z} \tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger},
\end{align*}
$$

which allow us to write the Green's function of Eq. (5.21) as

$$
g_{z z^{\prime}}=\left\{\begin{array}{ll}
\left(T_{\mathrm{R}}\right)^{z-z^{\prime}} g_{00} & z \geq z^{\prime}  \tag{5.26}\\
\left(\bar{T}_{\mathrm{R}}\right)^{z^{\prime}-z} g_{00} & z \leq z^{\prime}
\end{array} .\right.
$$

In the same way $\mathcal{V}$ is rewritten as

$$
\begin{equation*}
\mathcal{V}=g_{00}^{-1}=K_{-1}\left(T_{\mathrm{R}}^{-1}-\bar{T}_{\mathrm{R}}\right) . \tag{5.27}
\end{equation*}
$$

Note that although the matrices $T_{\mathrm{R}}$ and $\bar{T}_{\mathrm{R}}$ are in general well defined, the inverse of these matrices is not. In fact, if $K_{1}$ and $K_{-1}$ are singular, there are some $k_{n}$ with $\operatorname{Im}\left(k_{n}\right) \rightarrow \infty$, so that $e^{i k_{n}}=0$ (see Sec. 5.3.1). In this case $T_{\mathrm{R}}$ does not have full rank and is therefore singular. The same argument holds for $\bar{T}_{\mathrm{R}}$. Eq. (5.27) can therefore be used only if the matrices $K_{1}$ and $K_{-1}$ are not singular.

A possible way for overcoming such limitation is by using an equivalent form for the Green's function based on the left and right eigenvectors. The starting point is the relation (5.15) that will allow us to find the connection between the duals and the left eigenvectors. Eq. (5.15) contains a sum over both left- and right-going states. By moving the contribution of the left-going states to the right side of the equation, we obtain $\sum_{n=1}^{N} \frac{\phi_{\mathrm{R}, n} \phi_{\mathrm{L}, n}^{+}}{i v_{n}}=-\sum_{n=1}^{N} \frac{\bar{\phi}_{\mathrm{R}, n} \phi_{\mathrm{L}, n}^{+}}{i \bar{v}_{n}}=B$, where we have introduced the auxiliary matrix $B$. By multiplying $B$ from the left with either $\tilde{\phi}_{\mathrm{R}}^{\dagger}$ or $\tilde{\bar{\phi}}_{\mathrm{R}}^{\dagger}$ we obtain respectively $\tilde{\phi}_{\mathrm{R}, n}^{\dagger}=\frac{1}{i v_{n}} \phi_{\mathrm{L}, n}^{\dagger} B^{-1}$ and $\tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger}=\frac{1}{-i \bar{v}_{n}} \bar{\phi}_{\mathrm{L}, n}^{\dagger} B^{-1}$. The matrix $B$ is determined by inserting these relations into Eq. (5.22) and by using the identity (5.17). The result is $B=g_{00}$. The relation between the dual basis and the left eigenvectors is therefore

$$
\begin{equation*}
\tilde{\phi}_{\mathrm{R}, n}^{\dagger}=\frac{1}{i v_{n}} \phi_{\mathrm{L}, n}^{\dagger} g_{00}^{-1} \quad, \quad \tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger}=\frac{1}{-i \bar{v}_{n}} \bar{\phi}_{\mathrm{L}, n}^{\dagger} g_{00}^{-1} . \tag{5.28}
\end{equation*}
$$

This result allows us to rewrite the Green's function of Eq. (5.21) in a shorter form

$$
g_{z z^{\prime}}=\left\{\begin{array}{cc}
\sum_{n=1}^{N} \frac{1}{i v_{n}} \phi_{\mathrm{R}, n} e^{i k_{n}\left(z-z^{\prime}\right)} \phi_{\mathrm{L}, n}^{\dagger} & z \geq z^{\prime}  \tag{5.29}\\
\sum_{n=1}^{N} \frac{1}{-i \bar{v}_{n}} \bar{\phi}_{\mathrm{R}, n} e^{i \bar{k}_{n}\left(z-z^{\prime}\right)} \bar{\phi}_{\mathrm{L}, n}^{\dagger} & z \leq z^{\prime} .
\end{array}\right.
$$

This result represents a generalization to complex energies and to systems breaking time-reversal symmetry of the solution given in Refs. [223, 224] for Hermitian

Hamiltonians, real energy and an orthogonal tight binding model. This derivation shows that the Green's function can be equivalently expressed by using the right eigenvectors and their duals [Eq. (5.21)], or both the right and left eigenvectors [Eq. (5.29)]. It is thus possible to move from one representation to the other through Eq. (5.28) that relates the duals to the left eigenvectors. One can then decide which representation to use, depending on the specific problem investigated. We note that Eq. (5.29) has the benefit that $g_{00}$ can be calculated also in the case where the two matrices $K_{1}$ and $K_{-1}$ are singular. For those $k_{n}$ where $\operatorname{Im}\left(k_{n}\right) \rightarrow \infty$ the group velocity becomes $v_{n}=i \phi_{\mathrm{L}, n}^{\dagger} K_{0} \phi_{\mathrm{R}, n}$ and is therefore well defined $\left[\bar{v}_{n}=-i \bar{\phi}_{\mathrm{L}, n}^{\dagger} K_{0} \bar{\phi}_{\mathrm{R}, n}\right.$ for $\left.\operatorname{Im}\left(\bar{k}_{n}\right) \rightarrow-\infty\right]$.

As a matter of completeness we show that a representation entirely based on the left Bloch functions and their duals $\tilde{\phi}_{\mathrm{L}, n}$ and $\tilde{\bar{\phi}}_{\mathrm{L}, n}$ is also possible. By multiplying Eq. (5.29) respectively by $\tilde{\phi}_{\mathrm{L}, n}$ and $\tilde{\bar{\phi}}_{\mathrm{L}, n}$ from the right we obtain the two relations

$$
\begin{equation*}
\tilde{\phi}_{\mathrm{L}, n}=\frac{1}{i v_{n}} g_{00}^{-1} \phi_{\mathrm{R}, n} \quad, \quad \tilde{\bar{\phi}}_{\mathrm{L}, n}=\frac{1}{-i \bar{v}_{n}} g_{00}^{-1} \bar{\phi}_{\mathrm{R}, n} . \tag{5.30}
\end{equation*}
$$

The left transfer matrices $T_{\mathrm{L}}$ and $\bar{T}_{\mathrm{L}}$ are now defined as

$$
\begin{align*}
& T_{\mathrm{L}}=\sum_{n=1}^{N} \tilde{\phi}_{\mathrm{L}, n} e^{i k_{n}} \phi_{\mathrm{L}, n}^{\dagger}  \tag{5.31}\\
& \bar{T}_{\mathrm{L}}=\sum_{n=1}^{N} \tilde{\bar{\phi}}_{\mathrm{L}, n} e^{-i \bar{k}_{n}} \bar{\phi}_{\mathrm{L}, n}^{\dagger}, \tag{5.32}
\end{align*}
$$

and the Green's function of Eq. (5.29) can be rewritten as

$$
g_{z z^{\prime}}=\left\{\begin{array}{ll}
g_{00}\left(T_{\mathrm{L}}\right)^{z-z^{\prime}} & z \geq z^{\prime}  \tag{5.33}\\
g_{00}\left(\bar{T}_{\mathrm{L}}\right)^{z^{\prime}-z} & z \leq z^{\prime}
\end{array} .\right.
$$

The structure of Eq. (5.33) is the same as that of Eq. (5.26), with the difference that now $g_{00}$ is multiplied to the left of the transfer matrix. Finally we extend Eq. (5.27) and present four equivalent relations for the inverse of $g_{00}$

$$
\begin{align*}
g_{00}^{-1} & =K_{-1}\left(T_{\mathrm{R}}^{-1}-\bar{T}_{\mathrm{R}}\right)=K_{1}\left(\bar{T}_{\mathrm{R}}^{-1}-T_{\mathrm{R}}\right) \\
& =\left(T_{\mathrm{L}}^{-1}-\bar{T}_{\mathrm{L}}\right) K_{-1}=\left(\bar{T}_{\mathrm{L}}^{-1}-T_{\mathrm{L}}\right) K_{1} . \tag{5.34}
\end{align*}
$$

The second of these relations can be shown by multiplying Eq. (5.16) by $g_{00}^{-1}$ from the right and then by using Eq. (5.28). In the same way the third and fourth equations can be obtained by multiplying equations (5.16) and (5.17) by $g_{00}^{-1}$ from the left.

In the following we will use mostly the quantities expressed in terms of the right eigenvectors only, however the same conclusions can be derived using the left eigenvectors.

### 5.1.3 Density of states

As an example of the use of the Green's function in the form of Eq. (5.29) we determine the spectral function $A$ and the $\operatorname{DOS}, \mathcal{N}$, of the infinite quasi-1D system. The spectral function [Eq. (4.5)] for such a system is

$$
\begin{equation*}
A_{z z^{\prime}}=i\left[g-g^{\dagger}\right]_{z z^{\prime}}=i\left[g_{z z^{\prime}}-\left(g_{z^{\prime} z}\right)^{\dagger}\right] . \tag{5.35}
\end{equation*}
$$

Using Eq. (4.9) the DOS projected on the unit cell $z, \mathcal{N}_{z}$, then is

$$
\begin{equation*}
\mathcal{N}_{z}=\frac{1}{2 \pi} \operatorname{Tr}\left[\sum_{z^{\prime}} A_{z z^{\prime}} S_{z^{\prime} z}\right] \tag{5.36}
\end{equation*}
$$

By using Eq. (5.2) this becomes

$$
\begin{equation*}
\mathcal{N}_{z}=\frac{1}{2 \pi} \operatorname{Tr}\left[A_{z z} S_{0}+A_{z, z-1} S_{1}+A_{z, z+1} S_{-1}\right] \tag{5.37}
\end{equation*}
$$

In general the main contribution originates from the first term in the sum, which can be interpreted as the onsite $\operatorname{DOS} \tilde{\mathcal{N}}_{z}$

$$
\begin{equation*}
\tilde{\mathcal{N}}_{z}=\frac{1}{2 \pi} \operatorname{Tr}\left[A_{z z} S_{0}\right] \tag{5.38}
\end{equation*}
$$

We now calculate $A$ and $\mathcal{N}$ for real $E$, so that $K_{-1}=K_{1}^{\dagger}$ and $K_{0}=K_{0}^{\dagger}$. In this case for $\operatorname{Im}\left(k_{n}\right)=0$ we have $\phi_{\mathrm{L}, n}=\phi_{\mathrm{R}, n}$, whereas if $\operatorname{Im}\left(k_{n}\right) \neq 0$ then $\phi_{\mathrm{L}, n}=\phi_{\mathrm{L}}\left(k_{n}\right)=\bar{\phi}_{\mathrm{R}}\left(k_{n}^{*}\right)$. In the same way for $\operatorname{Im}\left(\bar{k}_{n}\right)=0$ we have $\bar{\phi}_{\mathrm{L}, n}=\bar{\phi}_{\mathrm{R}, n}$, whereas if $\operatorname{Im}\left(\bar{k}_{n}\right) \neq 0$ then $\bar{\phi}_{\mathrm{L}, n}=\bar{\phi}_{\mathrm{L}}\left(\bar{k}_{n}\right)=\phi_{\mathrm{R}}\left(\bar{k}_{n}^{*}\right)$. Therefore for each right decaying state with $\operatorname{Im}\left(k_{n}\right)>0$ there is a left decaying state with $\bar{k}_{n}=k_{n}^{*}$ and $v\left(\bar{k}_{n}\right)^{*}=v\left(k_{n}\right)$. By using these relations when inserting the Green's function of Eq. (5.29) in the definition of $A_{z z^{\prime}}$, the contribution from all the decaying states cancels out. The only remaining contributions come from the propagating states, also denoted as open channels. For these $k_{n}^{*}=k_{n}, \bar{k}_{n}=-k_{n}$ and $v\left(\bar{k}_{n}\right)=-v\left(k_{n}\right)$. With these constraints, and by using Eq. (5.29), the spectral function becomes

$$
\begin{equation*}
A_{z z^{\prime}}=\sum_{n}^{N_{\mathrm{open}}} \frac{e^{i k_{n}\left(z-z^{\prime}\right)}}{v_{n}} \phi_{\mathrm{R}, n} \phi_{\mathrm{R}, n}^{\dagger}+\frac{e^{-i k_{n}\left(z-z^{\prime}\right)}}{v_{n}} \bar{\phi}_{\mathrm{R}, n} \bar{\phi}_{\mathrm{R}, n}^{\dagger} \tag{5.39}
\end{equation*}
$$

where $N_{\text {open }}$ is the number of open channels (number of Bloch functions at a given energy with real positive $k$ vector). If there are no open channels $A_{z z^{\prime}}=0$ and the Green's function is Hermitian. Finally, by using Eqs. (5.37) and (5.39), and the fact that the eigenvectors are normalized to give $l_{n}=1$ [see Eq. (5.11)], the DOS at the site $z=0$ is simply

$$
\begin{equation*}
\mathcal{N}_{0}=\frac{1}{\pi} \sum_{n}^{N_{\text {open }}} \frac{1}{v_{n}} . \tag{5.40}
\end{equation*}
$$

This is the well known result for the DOS of infinite periodic 1D systems [60].

### 5.2 Surface Green's function and self-energy

The retarded Green's function $g_{\mathrm{S}}$ for a quasi-periodic system, where the left- and right-hand sides are separated at the position $z=0$ (the left-hand side part extends from $z=-\infty$ to $z=-1$, and the right-hand side part from $z=1$ to $z=\infty$, with no coupling between the cells located at $z=-1$ and $z=1$ ), can be constructed from the Green's function $g$ for the infinite chain as demonstrated in Ref. [214]:

$$
\begin{equation*}
g_{\mathrm{S}, z z^{\prime}}=g_{z z^{\prime}}-g_{z 0} g_{00}^{-1} g_{0 z^{\prime}} . \tag{5.41}
\end{equation*}
$$

For $z, z^{\prime}<0$ therefore $g_{\mathrm{S}, z z^{\prime}}$ corresponds to the GF for the isolated left lead $G_{\mathrm{L}}$ [defined in Eq. (4.18)], and for $z, z^{\prime}>0$ it corresponds to the GF for the isolated right lead $G_{\mathrm{R}}$ [defined in Eq. (4.19)]. We then define the left SGF as $g_{\mathrm{L}}=g_{\mathrm{S},-1,-1}$, and the right SGF as $g_{\mathrm{R}}=g_{\mathrm{S}, 11}$, so that these correspond to the GF for the semi-infinite system at the surface layer.

It is now assumed that the coupling matrix to the left lead $H_{\mathrm{LM}}$ [see Eq. (4.14)] has the form

$$
H_{\mathrm{LM}}=\left(\begin{array}{c}
\vdots  \tag{5.42}\\
0_{\mathrm{N}} \\
0_{\mathrm{N}} \\
H_{1}
\end{array}\right)
$$

and analogously that the one to the right lead is

$$
H_{\mathrm{RM}}=\left(\begin{array}{c}
H_{-1}  \tag{5.43}\\
\mathbb{O}_{\mathrm{N}} \\
\mathbb{O}_{\mathrm{N}} \\
\vdots
\end{array}\right)
$$

The overlap matrices $S_{\{\mathrm{L} / \mathrm{R}\} \mathrm{M}}$ are assumed to have an analogous form. This implies that there is always one leads unit cell at each end of the EM unit cell (in general left and right-hand side lead can however be different). When setting up a SMEAGOL calculation such a constraint needs to be fulfilled. This can always be achieved by adding a layer of leads on each side of the EM. With this structure of $H_{\{\mathrm{L} / \mathrm{R}\} \mathrm{M}}$ the SEs, defined in Eqs. (4.25) and (4.26), become:

$$
\begin{align*}
& \Sigma_{\mathrm{L}}=K_{-1} g_{\mathrm{L}} K_{1},  \tag{5.44}\\
& \Sigma_{\mathrm{R}}=K_{1} g_{\mathrm{R}} K_{-1} . \tag{5.45}
\end{align*}
$$

In this form the SEs are an inherent property of the leads, since all the quantities on the right-hand side of the equation are themselves properties of the leads. These SEs are therefore independent of the EM they are joined to.


Figure 5.2: Schematic diagram of the basic algorithm described in Sec. 5.2 and of the extended algorithm described in Sec. 5.3.

The explicit form of the SGF can be obtained by using Eqs. (5.41) and (5.26)

$$
\begin{align*}
& g_{\mathrm{L}}=\left(I_{N}-\bar{T}_{\mathrm{R}} T_{\mathrm{R}}\right) g_{00}, \\
& g_{\mathrm{R}}=\left(I_{N}-T_{\mathrm{R}} \bar{T}_{\mathrm{R}}\right) g_{00} \tag{5.46}
\end{align*}
$$

This corresponds to the form derived in Ref. [214]. Such a result can be simplified by using the relations in Eq. (5.34) for $g_{00}$ to

$$
\begin{align*}
& g_{\mathrm{L}}=\bar{T}_{\mathrm{R}} K_{1}^{-1} \\
& g_{\mathrm{R}}=T_{\mathrm{R}} K_{-1}^{-1} . \tag{5.47}
\end{align*}
$$

These equations unfortunately are only defined if $K_{1}$ and $K_{-1}$ are not singular. The same problem however does not affect the left and right SE, since they simply become

$$
\begin{align*}
\Sigma_{\mathrm{L}} & =K_{-1} \bar{T}_{\mathrm{R}}  \tag{5.48}\\
\Sigma_{\mathrm{R}} & =K_{1} T_{\mathrm{R}} \tag{5.49}
\end{align*}
$$

In complete analogy the same expressions obtained by using the left transfer matrices are $\Sigma_{\mathrm{L}}=T_{\mathrm{L}} K_{1}$ and $\Sigma_{\mathrm{R}}=\bar{T}_{\mathrm{L}} K_{-1}$. This result is equivalent to those obtained in Refs. [212, 213, 216, 215, 197, 65] and derived with different approaches, demonstrating the equivalence of those to our semi-analytical formula. Since NEGF-based transport codes simply require $\Sigma_{\mathrm{L}}$ and $\Sigma_{\mathrm{R}}$, our scheme allows the calculations of system with arbitrarily complicated electronic structure. A schematic tree diagram describing the steps involved in obtaining the SE is shown in Fig. 5.2 ("basic algorithm").

Eqs. (5.48) and (5.49) demonstrate that the SE can be calculated directly, without explicitly calculating $g_{\mathrm{L}}$ and $g_{\mathrm{R}}$. In situations where also the SGFs are needed, these can be obtained by using the relations

$$
\begin{align*}
& g_{\mathrm{L}}=-\left[K_{0}+\Sigma_{\mathrm{L}}\right]^{-1}  \tag{5.50}\\
& g_{\mathrm{R}}=-\left[K_{0}+\Sigma_{\mathrm{R}}\right]^{-1} \tag{5.51}
\end{align*}
$$

This can be derived by adding one layer to the left and one to the right surfaces respectively [210]. In Appendix C. 1 we show that the SEs calculated with Eqs. (5.48) and (5.49) indeed fulfill the above equations. Moreover with the use of Eqs. (5.47) and (5.50) we can now regularize Eq. (5.27) also for the case where $T_{\mathrm{R}}$ is singular by writing it as

$$
\begin{equation*}
g_{00}^{-1}=-K_{0}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}} \tag{5.52}
\end{equation*}
$$

We have therefore a scheme where the SEs are identified as the principal quantities, whereas the SGF and $g_{00}$ are derived from these.

When we compare the method of Ref. [214] with the equations derived above, we notice that now it is not necessary to calculate the matrix $g_{00}$ and its inverse using Eq. (5.27) in order to obtain the SE. Since this is not defined in the case of singular $K_{1}$ and $K_{-1}$, we expect the method presented here to be more stable and accurate. Also the problems caused close to band edges by the Van Hove singularities in $g_{00}$ are avoided, since these singularities do not appear in the SGF and SE. Moreover the method in Ref. [214] relies on the calculation of the SGF in order to obtain the SE, whereas here the SGF is not needed. As we will show in Sec. 5.5, close to surface states the error in the SGF is much larger than the one for the SE, so that we also expect a large improvement in the accuracy for energies where surface states are found.

### 5.3 Reducing the condition number of $K_{1}$ and $K_{-1}$

The accuracy with which the SEs are calculated depends on the accuracy involved in solving Eq. (5.6), a quadratic eigenvalue problem extensively studied in the past [220, 221]. However most solution methods have problems if $K_{1}$ or $K_{-1}$ are close to being singular, or more generally if their condition number $\kappa$ is large. In this case some of the complex eigenvalues tend to infinity and others to zero at the same time, and this results in a loss of accuracy in numerical computations. When calculating $T_{\mathrm{R}}\left(\bar{T}_{\mathrm{R}}\right)$ however the contributions from the states with $\operatorname{Im}\left(k_{n}\right) \rightarrow \infty\left[\operatorname{Im}\left(\bar{k}_{n}\right) \rightarrow-\infty\right]$ are vanishingly small. It is therefore useful to limit the range of the eigenvalues $\left\{e^{i k_{n}}\right\}$
in such a way that the important eigenstates with small $\left|\operatorname{Im}\left(k_{n}\right)\right|$ and $\left|\operatorname{Im}\left(\bar{k}_{n}\right)\right|$ can be calculated accurately, while losing precision for the less important eigenstates with large $\left|\operatorname{Im}\left(k_{n}\right)\right|$ and $\left|\operatorname{Im}\left(\bar{k}_{n}\right)\right|$. In this section we show how this can be achieved by decreasing $\kappa\left(K_{1}\right)$ and $\kappa\left(K_{-1}\right)$. Here we assume that $K_{1}=K_{-1}^{\dagger}$, which is the case for real $E$, so that $\kappa\left(K_{1}\right)=\kappa\left(K_{-1}\right)$. Minor modifications are needed for the general case (see Appendix C.2).

In order to obtain $\kappa\left(K_{1}\right)$ first a SVD of the matrix is performed:

$$
\begin{equation*}
K_{1}=U S V^{\dagger} \tag{5.53}
\end{equation*}
$$

Here, $U$ and $V$ are unitary matrices, and $S$ is a diagonal matrix, whose diagonal elements $s_{n}$ are the singular values. These are real and positive, and ordered so that $s_{n+1} \leq s_{n}$. If $s_{\max }$ is the largest singular value and $s_{\min }$ the smallest one, then the condition number is defined as $\kappa\left(K_{1}\right)=s_{\max } / s_{\text {min }}$, with $K_{1}$ singular if $s_{\text {min }}$ is zero $\left[\kappa\left(K_{1}\right) \rightarrow \infty\right]$.

We now replace $S$ by an approximate $S_{\text {SVD }}$, whose diagonal elements $s_{\mathrm{SVD}, n}$ are

$$
s_{\mathrm{SVD}, n}=\left\{\begin{array}{ll}
s_{n} & s_{n} \geq s_{\max } \delta_{\mathrm{SVD}}  \tag{5.54}\\
s_{\mathrm{SVD}} & s_{n}<s_{\max } \delta_{\mathrm{SVD}}
\end{array},\right.
$$

and accordingly $K_{1}$ with $K_{1, \mathrm{SVD}}=U S_{\mathrm{SVD}} V^{\dagger}$. The tolerance parameter $\delta_{\mathrm{SVD}}$ is a real positive number that determines the condition number of $K_{1, \text { SvD }}$.

We now present two possible choices for $s_{\text {SVD }}$. The first is to set $s_{\text {SVD }}=0$, resulting in $K_{1, \text { SVD }}$ being singular. We can then perform a unitary transformation in order to eliminate the degrees of freedom associated to $s_{\text {SVD }, n}=0$, and obtain an effective $K_{1}$ matrix ( $K_{1}^{\text {eff }}$ ) with reduced size for which $\kappa\left(K_{1}^{\text {eff }}\right) \leq \delta_{\mathrm{SVD}}^{-1}$. The second possibility is to set $s_{\mathrm{SVD}}=s_{\max } \delta_{\mathrm{SVD}}$, so that by definition we have $\kappa\left(K_{1, \mathrm{SVD}}\right) \leq \delta_{\mathrm{SVD}}^{-1}$. The accuracy obtained with both strategies is similar, the advantage of using the first however is that the size of the matrices is reduced, so that for big systems the computation is much faster. In our implementation we use both methods together, first we reduce the size of the system by setting $s_{\text {SvD }}=0$, and then, if necessary, we further reduce the condition number for the effective system by limiting the smallest singular value.

### 5.3.1 Reduction of system size

Here we set all the $M$ singular values $s_{n}$ smaller than $s_{\max } \delta_{\text {SVD }}$ to zero, so that there are $N_{\text {eff }}=N-M$ singular values $s_{n}$ with $s_{n} \geq s_{\max } \delta_{\text {SVD }}$. The transformations needed in order to obtain the right SE are now presented (the procedure for the left SE is analogous). We apply the unitary transformation $K_{z z^{\prime}}^{\prime}=U^{\dagger} K_{z z^{\prime}} U, \phi_{\mathrm{R}, n}^{\prime}=U^{\dagger} \phi_{\mathrm{R}, n}$,
and we define $K_{1}^{\prime}=U^{\dagger} K_{1, \mathrm{SVD}} U, K_{-1}^{\prime}=U^{\dagger} K_{-1, \mathrm{SVD}} U, K_{0}^{\prime}=U^{\dagger} K_{0} U$. Since $M$ singular values of $K_{1, \mathrm{SVD}}$ are zero the transformed matrices have the structure

$$
\begin{array}{rlr}
K_{1}^{\prime} & =\left(\begin{array}{cc}
K_{1, \mathrm{c}} & K_{1, \mathrm{u}} \\
\mathbb{O}_{M, N_{\mathrm{eff}}} & \mathbb{O}_{M, M}
\end{array}\right), & K_{0}^{\prime}=\left(\begin{array}{cc}
A & B \\
C & D
\end{array}\right), \\
K_{-1}^{\prime} & =\left(\begin{array}{cc}
K_{-1, \mathrm{c}} & \mathbb{O}_{N_{\mathrm{eff}, M}} \\
K_{-1, \mathrm{u}} & \mathbb{O}_{M, M}
\end{array}\right), \quad \phi_{\mathrm{R}, n}^{\prime}=\binom{\phi_{\mathrm{c}, n}}{\phi_{\mathrm{u}, n}}, \tag{5.55}
\end{array}
$$

where the dimensions of the new matrices are: $N_{\text {eff }} \times N_{\text {eff }}$ for $K_{1, \mathrm{c}}, K_{-1, \mathrm{c}}$ and $A$, $N_{\text {eff }} \times M$ for $K_{1, \mathrm{u}}$ and $B, M \times N_{\text {eff }}$ for $K_{-1, \mathrm{u}}$ and $C$, and $M \times M$ for $D$. Finally $\phi_{\mathrm{c}, n}$ is a column vector of dimension $N_{\mathrm{eff}}$, and $\phi_{\mathrm{u}, n}$ is of dimension $M$. The transformed form of Eq. (5.4) is

$$
\begin{equation*}
\left(K_{0}^{\prime}+K_{1}^{\prime} e^{i k_{n}}+K_{-1}^{\prime} e^{-i k_{n}}\right) \phi_{\mathrm{R}, n}^{\prime}=0 . \tag{5.56}
\end{equation*}
$$

Due to the structure of $K_{-1}^{\prime}$ there are $M$ solutions to this equation with $e^{i k_{n}}=0$ and $\phi_{\mathrm{c}, n}=0$. We therefore split up the right-going states into those with finite $e^{i k_{n}} \neq 0$ and those with $e^{i k_{n}}=0$. For the first set, from Eq. (5.56), we obtain

$$
\begin{equation*}
\phi_{\mathrm{u}, n}=F_{n} \phi_{\mathrm{c}, n}, \tag{5.57}
\end{equation*}
$$

with

$$
\begin{equation*}
F_{n}=-D^{-1}\left(K_{-1, \mathrm{u}} e^{-i k_{n}}+C\right) \tag{5.58}
\end{equation*}
$$

The $\phi_{c, n}$ are then solutions of an effective system with reduced size

$$
\begin{equation*}
\left(K_{0}^{\mathrm{eff}}+K_{1}^{\mathrm{eff}} e^{i k_{n}}+K_{-1}^{\mathrm{eff}} e^{-i k_{n}}\right) \phi_{\mathrm{c}, n}=0 \tag{5.59}
\end{equation*}
$$

where the effective matrices are

$$
\begin{align*}
& K_{1}^{\mathrm{eff}}=K_{1, \mathrm{c}}-K_{1, \mathrm{u}} D^{-1} C \\
& K_{-1}^{\mathrm{eff}}=K_{-1, \mathrm{c}}-B D^{-1} K_{-1, \mathrm{u}}  \tag{5.60}\\
& K_{0}^{\mathrm{eff}}=A-B D^{-1} C-K_{1, \mathrm{u}} D^{-1} K_{-1, \mathrm{u}} .
\end{align*}
$$

We can now solve the quadratic eigenvalue problem [Eq. (5.6)] for this effective system to get the set of $N_{\mathrm{eff}}$ eigenvectors $Q_{\mathrm{c}}=\left(\begin{array}{llll}\phi_{\mathrm{c}, 1} & \phi_{\mathrm{c}, 2} & \ldots & \phi_{\mathrm{c}, N_{\mathrm{eff}}}\end{array}\right)$ and eigenvalues $\left\{e^{i k_{n}}\right\}$ for the right-going states. The $M$ eigenvectors of the second set of solutions with $e^{i k_{n}}=0$ are given by $\phi_{\mathrm{c}, n}=0$ with a general $\phi_{\mathrm{u}, n}$. The set of eigenvectors of the full $K^{\prime}$ matrix therefore is

$$
Q=\left(\begin{array}{cc}
Q_{\mathrm{c}} & \mathbb{D}_{N_{\mathrm{eff}, M}}  \tag{5.61}\\
Q_{\mathrm{u}} & Q_{0}
\end{array}\right)
$$

with $Q_{\mathrm{u}}=\left(\begin{array}{llll}F_{1} \phi_{\mathrm{c}, 1} & F_{2} \phi_{\mathrm{c}, 2} & \ldots & F_{N_{\mathrm{eff}}} \phi_{\mathrm{c}, N_{\text {eff }}}\end{array}\right)$, and $Q_{0}$ is a general matrix of solution vectors for the states with $e^{i k_{n}}=0$. From this we obtain the set of duals

$$
Q^{-1}=\left(\begin{array}{cc}
Q_{\mathrm{c}}^{-1} & \mathcal{O}_{N_{\mathrm{eff}}, M}  \tag{5.62}\\
-Q_{0}^{-1} Q_{\mathrm{u}} Q_{\mathrm{c}}^{-1} & Q_{0}^{-1}
\end{array}\right) .
$$



Figure 5.3: Absolute value $\left|\Sigma_{\mathrm{R}, i i}^{\prime}\right|$ of the diagonal elements of the transformed right SE for different values of $\delta_{\text {SVD }}$.

Using these results we can now calculate the transfer matrix $T_{\mathrm{R}}^{\prime}$ of the transformed system

$$
T_{\mathrm{R}}^{\prime}=\sum_{n=1}^{N_{\mathrm{eff}}} e^{i k_{n}}\left(\begin{array}{cc}
\phi_{\mathrm{c}, n} \tilde{\mathrm{c}}_{\mathrm{c}, n}^{\dagger} & 0_{N_{\mathrm{eff}}, M}  \tag{5.63}\\
F_{n} \phi_{\mathrm{c}, n} \dot{\phi}_{\mathrm{c}, n}^{\dagger} & \mathbb{O}_{M, M}
\end{array}\right),
$$

where we have also used the fact that $e^{i k_{n}}=0$ for the second set of solutions. We note that setting the $M$ smallest singular values $s_{n}$ to zero causes the last $M$ columns of $T_{\mathrm{R}}^{\prime}$ to be zero too. Moreover the explicit calculation of $Q_{0}$ is not needed in order to obtain $T_{\mathrm{R}}^{\prime}$. From this and Eq. (5.49) we obtain the right SE

$$
\Sigma_{\mathrm{R}}^{\prime}=\left(\begin{array}{cc}
\Sigma_{\mathrm{R}}^{\mathrm{eff}}-K_{1, \mathrm{u}} D^{-1} K_{-1, \mathrm{u}} & \mathbb{O}_{N_{\mathrm{eff}}, M}  \tag{5.64}\\
\mathbb{O}_{M, N_{\mathrm{eff}}} & \mathbb{O}_{M, M}
\end{array}\right)
$$

where

$$
\begin{equation*}
\Sigma_{\mathrm{R}}^{\mathrm{eff}}=K_{1}^{\text {eff }} \sum_{n=1}^{N^{\mathrm{eff}}} e^{i k_{n}} \phi_{\mathrm{c}, n} \tilde{\phi}_{\mathrm{c}, n}^{\dagger} \tag{5.65}
\end{equation*}
$$

is the SE of the effective system.
The structure of $\Sigma_{R}^{\prime}$ shows that by applying this unitary transformation we have ordered the elements of the SE by absolute size, moving those columns (rows) with the smallest values to the right (bottom). By setting the smallest singular values of $K_{1}$ to zero those columns and rows of the SE with small values have also been set to zero. This is illustrated in Fig. 5.3, where the absolute value of the diagonal elements of the transformed self-energy $\left|\Sigma_{R, i i}^{\prime}\right|$ is shown for a $(8,0)$ zigzag carbon nanotube at the Fermi energy $E_{\mathrm{F}}$ (see Sec. 5.4 for a detailed description of the system). The $\left|\Sigma_{\mathrm{R}, i i}^{\prime}\right|$ are basically identical for different $\delta_{\text {SvD }}$ up to $i=N_{\text {eff }}$, and indeed by increasing the value of $\delta_{\text {SVD }}$ more diagonal elements of $\Sigma_{R}^{\prime}$ are set to zero. We note that $N_{\text {eff }}$ is of similar size as $N$ in Fig. 5.3, since the system is rather short along $z$ and a small basis set is used (i.e. $N$ is small). For large systems and rich basis sets the ratio
$N_{\text {eff }} / N$ will decrease. The physical interpretation of the zero columns and rows in the SE is that the $M$ states with $k_{n} \rightarrow \infty$ decay infinitely fast, so that the interaction of those states is limited to the site they are localized at. Finally the SE of the original system can be obtained by applying the inverse unitary transformation

$$
\begin{equation*}
\Sigma_{\mathrm{R}}=U \Sigma_{\mathrm{R}}^{\prime} U^{\dagger} \tag{5.66}
\end{equation*}
$$

and in contrast to $\Sigma_{\mathrm{R}}^{\prime}$ the matrix $\Sigma_{\mathrm{R}}$ is a dense $N \times N$ matrix.
Note that in order to obtain the left SE we perform the unitary transformation $K_{z z^{\prime}}^{\prime}=V^{\dagger} K_{z z^{\prime}} V, \phi_{\mathrm{R}, n}^{\prime}=V \phi_{\mathrm{R}, n}^{\prime}$, and then follow an analogous procedure. In this case however instead of the right-going states the left-going ones are used.

### 5.3.2 Limiting the smallest singular value

We can limit the lower bound of the singular values $s_{n}$ by setting $s_{\text {SVD }}=s_{\max } \delta_{\mathrm{SVD}}$ in Eq. (5.54). In this case the approximated $K$ matrix is obtained by replacing $K_{1}$ with $K_{1, \text { SVD }}$. The error introduced is now of the order of $s_{\max } \delta_{\text {SVD }}$. Ideally $s_{\text {max }} \delta_{\text {SVD }}$ should be of the order of the machine numerical precision, so that the error is minimal. However sometimes increasing $s_{\max } \delta_{\text {SVD }}$ beyond that value improves the results, therefore $\delta_{\text {SVD }}$ is left as a parameter to adjust depending on the material system investigated. This will be discussed extensively in the next section.

A simpler but equally effective possibility for limiting the smallest singular value of a matrix is that of adding a small random perturbation [225, 217]. Thus another strategy for reducing the condition number of $K_{1}$ is that of replacing $K_{1}$ with $K_{1, \text { noise }}=K_{1}+W\left(w_{\text {noise }}\right)$, where $W\left(w_{\text {noise }}\right)$ is a matrix whose elements are random complex numbers with an average absolute value $\left|W_{i j}\right| \sim w_{\text {noise }}$. In particular we choose the $\left|W_{i j}\right|$ in such a way that both $\operatorname{Re}\left(W_{i j}\right)$ and $\operatorname{Im}\left(W_{i j}\right)$ are random numbers in the range $\left[-w_{\text {noise }}, w_{\text {noise }}\right]$. We find that if $w_{\text {noise }}=s_{\max } \delta_{\text {SVD }}$ the addition of noise usually gives results as accurate as those obtained with the SVD procedure, but the calculation is faster since instead of performing a SVD we just perform a sum of the matrices.

In Fig. 5.2 we present our final extended algorithm as it has been implemented in SMEAGOL. This now includes the following regularization procedure of $K_{1}$. First the size of $K_{1}$, and hence of the whole problem, is reduced by using the scheme described in Sec. 5.3.1, with a tolerance parameter $\delta_{\text {SVD }}=\delta_{\text {SVD }, 1}$. This generates an effective matrix $K_{1}^{\text {eff }}$ whose condition number $\kappa\left(K_{1}^{\text {eff }}\right)$ is reduced by adding a small noise matrix $W$ ( $w_{\text {noise }}$ ). Such a step is extremely fast and enhances considerably the numerical stability of the calculation. In most cases the SE for the effective system
can then be calculated and no further regularization steps are needed. However, in some cases the calculation of the SE still fails. This, for example, happens when the solution of Eq. (5.6) for the effective system fails, or else when the calculated number of left-going states erroneously differs from the number of right-going states. In these critical situations we further decrease $\kappa\left(K_{1}^{\text {eff }}\right)$ by limiting the smallest singular value of $K_{1}^{\text {eff }}$ as described in Sec. 5.3.2 with a tolerance parameter $\delta_{\mathrm{SVD}}=\delta_{\mathrm{SVD}, 2}$. SMEAGOL automatically adjusts $\delta_{\mathrm{SVD}, 1}, \delta_{\mathrm{SVD}, 2}$ and $w_{\text {noise }}$ within a given range until the SE is calculated. In our test calculations for a number of different systems we found no situation where such a scheme has failed. In contrast when the standard algorithm of Ref. [214] is employed the number of failures was considerable. Note that our extended algorithm can also be used in conjunction with recursive methods for evaluating the SE [210, 211, 212, 213]. Also in this case it will decrease the computing time for large systems due to the reduced size of the effective $K$ matrix.

### 5.4 Error analysis

When recursive algorithms are used the accuracy of the SE is automatically known as it coincides with the convergence criterion. Poor convergence is found when the error can not be reduced below a given tolerance. Direct methods, as the one presented here, are in principle error free in the sense that when the solution is found, this is in principle exact. For this reason the numerical errors arising from semi-analytical schemes usually are not estimated. In this section we perform this estimate and present a detailed error analysis for three different material systems.

In order to estimate the numerical accuracy we use the recursive relations of Eqs. (5.50) and (5.51), written as

$$
\begin{align*}
& \Sigma_{\mathrm{L}}^{\text {out }}=-K_{-1}\left[K_{0}+\Sigma_{\mathrm{L}}^{\text {in }}\right]^{-1} K_{1}  \tag{5.67}\\
& \Sigma_{\mathrm{R}}^{\text {out }}=-K_{1}\left[K_{0}+\Sigma_{\mathrm{R}}^{\mathrm{in}}\right]^{-1} K_{-1},
\end{align*}
$$

where $\sum_{\{\mathrm{L} / \mathrm{R}\}}^{\mathrm{in}}$ are calculated with our extended algorithm, and $\Sigma_{\{\mathrm{L} / \mathrm{R}\}}^{\text {out }}$ are obtained by evaluating the right-hand side term of the above equations. When the solution is exact then $\Sigma_{\mathrm{L}}^{\text {out }}=\Sigma_{\mathrm{L}}^{\mathrm{in}}$ and $\Sigma_{\mathrm{R}}^{\text {out }}=\sum_{\mathrm{R}}^{\mathrm{in}}$. Therefore we can define a measure of the error $\Delta_{\Sigma}$ as

$$
\begin{equation*}
\Delta_{\Sigma}=\left\|\Sigma_{\{\mathrm{L} / \mathrm{R}\}}^{\text {out }}-\Sigma_{\{\mathrm{L} / \mathrm{R}\}}^{\mathrm{in}}\right\|_{\max }, \tag{5.68}
\end{equation*}
$$

where $\|\ldots\|_{\max }$ stands for the maximum norm [218], the corresponding relative error is $\Delta_{\Sigma, \mathrm{r}}=\Delta_{\Sigma} /\left\|\Sigma_{\{\mathrm{L} / \mathrm{R}\}}\right\|_{\max }$. The accuracy criterion used in the extended algorithm is the following. We first set $\delta_{\text {SVD }, 1}, w_{\text {noise }}$ and eventually $\delta_{\text {SVD }, 2}$ and compute $\Delta_{\Sigma, \mathrm{r}}$. This should be lower than a target accuracy $\Delta_{\Sigma, \mathrm{r}}^{\max }$. If this is not the case then the SE


Figure 5.4: Unit cells of the three systems investigated in this work: (a) ( 8,0 ) zigzag carbon nanotube, (b) bcc Fe oriented along the (100) direction, and (c) fcc Au oriented along the (111) direction. The black arrow indicates the direction of the stacking $z$, i.e. the direction of the transport.
are recalculated with a different set of tolerance parameters, until $\Delta_{\Sigma, r}$ reaches the desired accuracy. If this condition is never achieved the final SE is the one with the smallest $\Delta_{\Sigma, \mathrm{r}}$.

We now calculate the SE for different variations of the method, chosen in order to highlight the problems arising from ill conditioned $K_{1}$ and $K_{-1}$ and to show the difference between the basic method of Ref. [214] and the extensions presented here. There are two main differences between the two methods. The first is that here we solve Eq. (5.6) without inverting $K_{1}$, whereas in Ref. [214] $K_{1}^{-1}$ is used to solve the inverse band-structure relation $k=k(E)$. Clearly this second choice is less accurate if $K_{1}$ is close to singular. However it is much faster computationally, so that it might be of advantage for big systems. The second difference is that here it is not necessary to calculate $g_{00}$ via Eq. (5.27), so that one does not need to invert $T_{\mathrm{R}}$ and $\bar{T}_{\mathrm{R}}$.

In order to investigate the effect of these two aspects independently, we have calculated the SE using the following four methods. In method 1 we use the algorithm presented in this work. In particular we use Eq. (5.6) to solve the quadratic eigenvalue problem and Eqs. (5.48) and (5.49) to obtain the SE [for the right SE we actually use a different form of Eq. (5.6); see Appendix C.3]. Method 2 is essentially the same, with the only difference that instead of solving Eq. (5.6) we use the eigenvalue method of Ref. [214]. In method 3 we solve Eq. (5.6), but we use Eq. (5.46) to calculate the SGF, from which the SEs are obtained via Eqs. (5.44) and (5.45), and $g_{00}$ is calculated from Eq. (5.27). Finally method 4 is the algorithm of Ref. [214].

In order to obtain a statistically significant average of the errors, we plot a histogram of the calculated errors for both $\Sigma_{\mathrm{L}}$ and $\Sigma_{\mathrm{R}}$ for a large energy range. Here we use the absolute error, since it can readily be compared to the energy scale of the problem. Note that although the relative error might be small, the absolute error can be very large if $\left\|\Sigma_{\{\mathrm{L} / \mathrm{R}\}}\right\|_{\max } \gg 1$ Ry. Furthermore, in order to keep the analysis


Figure 5.5: Histogram of the errors in the calculation of the self-energy $\Delta_{\Sigma}$ for three different systems. (a) $(8,0)$ zigzag carbon nanotube, (b) bcc Fe, and (c) fcc Au. $N$ is the number of times a given error $\Delta_{\Sigma}$ occurs (not normalized).
simple, in all the calculations of this section we do not reduce the system size nor do we add noise $\left(w_{\text {noise }}=0\right)$. We regularize $K_{1}$ and $K_{-1}$ by using $s_{\text {SVD }}=s_{\max } \delta_{\text {SVD }}$ in Eq. (5.54). Since the error depends on the chosen $\delta_{\text {SVD }}$, here we calculate $\Delta_{\Sigma}$ for a set of $\delta_{\text {SVD }}$ in the range $\left[0,10^{-23}, 10^{-22}, \ldots, 10^{-4}, 10^{-3}\right]$. We then present the smallest $\Delta_{\Sigma}$ found for $\delta_{\text {SVD }}$ taken in that range. This is the smallest possible error achievable with a given method and allows us to extract informations on the range of optimal SVD values for a given method.

As first example a $(8,0)$ zigzag carbon nanotube [226] is presented [the unit cell is shown in Fig. 5.4(a)]. The length of the periodic unit cell is $4.26 \AA$ along the nanotube, with 32 carbon atoms in the unit cell. The LDA approximation (no spinpolarization) is used for the exchange correlation potential. We consider $2 s$ and $2 p$ orbitals for carbon with double $\zeta$ and a cutoff radius $r_{c}$ for the first $\zeta$ of $r_{c}=5$ bohr. Higher $\zeta$ are constructed with the split-norm scheme with a split-norm of $15 \%$ [69]. The real-space mesh cutoff is 200 Ry. The matrices $H_{0}, H_{1}, S_{0}$ and $S_{1}$ are extracted from a ground- state SIESTA DFT calculation for an infinite periodic nanotube (see Sec. 4.6). We calculate the SE for the semi-infinite nanotube at 1024 energy points in a range of $\pm 5 \mathrm{eV}$ around the Fermi energy.

Fig. 5.5(a) shows the histogram of the errors in the SE, where $N$ is the number of times a given error $\Delta_{\Sigma}$ appears. In general the figure shows that for this system the average error increases when going from method 1 to method 2 and method 3, and finally to method 4 . The error obtained with method 1 is on average about 6 orders of magnitude smaller than the one obtained with method 4 . The main reason behind


Figure 5.6: Histogram of $\delta_{\text {SVD }}$ giving the smallest error in the self-energy. (a) $(8,0)$ zigzag carbon nanotube, (b) bcc Fe, and (c) fcc Au. $N$ is the number of times a given $\delta_{\text {SVD }}$ generates the smallest error (not normalized).
this dramatically improved accuracy is that method 1 does not involve any steps where a singular $K_{1}$ leads to divergences. Method 4 on the other hand is strongly dependent on the condition number of $K_{1}$, since it necessitates to invert $K_{1}$ and $T_{\mathrm{R}}$ (or $\bar{T}_{\mathrm{R}}$ ). Methods 2 and 3 are on average about one order of magnitude more precise than method 4 . Since they both still involve one of the two inversions, the difference is however not large.

Fig. 5.6(a) shows the histogram of the optimum $\delta_{\text {SVD }}$ used for the calculations of the SE. Here we plot the number of times $N$ a particular $\delta_{\text {SVD }}$ has given the smallest error in the set of calculations. A larger optimal value for $\delta_{\text {SVD }}$ indicates a stronger dependence of the computational scheme on $\kappa\left(K_{1}\right)$. For method 1 the range of used $\delta_{\text {SVD }}$ is smaller than $10^{-12}$. If we force $\delta_{\text {SVD }}$ to be zero we get almost the same accuracy as the one shown in Fig. 5.5(a), which confirms that the accuracy of for method 1 depends little on $\kappa\left(K_{1}\right)$ for this system. However also for this method there is a set of energies (a few percent of the total number) where the solution of Eq. (5.6) fails if $\delta_{\text {SVD }}$ is too small. The optimal $\delta_{\text {SVD }}$ for the other methods is orders of magnitude larger than that of method 1 , and it is never smaller than $10^{-9}$. The absolute error induced by replacing $K_{1}$ by $K_{1, \text { SVD }}$ is of the order of $\delta_{\text {SVD }} s_{\max }$. Usually $s_{\max }$ is of the order of 1 Ry , so that the error is of the order of $\delta_{\text {SVD }}$ Ry. Therefore since in methods 2-4 a large value of $\delta_{\text {SVD }}$ is needed in order to improve $\kappa\left(K_{1, \mathrm{SVD}}\right)$, also the resulting error is large.

The second example is bcc Fe [Fig. 5.4(b)], oriented along the (100) direction. The lattice parameters are the same as in Ref. [20]. There are four Fe atoms in the
unit cell. We apply periodic boundary conditions in the direction perpendicular to the stacking, so that these correspond to four Fe planes. The length of the cell along the stacking direction is $5.732 \AA$. A double $\zeta s\left(r_{c}=5.6\right.$ bohr), single $\zeta p$ ( $r_{c}=5.6$ bohr) and single $\zeta d\left(r_{c}=5.2\right.$ bohr $)$ basis is used. The real-space mesh cutoff is 600 Ry , and the DFT calculation is converged for $7 \mathrm{x} 7 k$-points in the Brillouin zone orthogonal to the stacking. The SEs have been calculated for the converged DFT calculation at 32 different energies in a range of $\pm 1 \mathrm{eV}$ around the Fermi energy, and for 10,000 $k$-points in the 2D Brillouin zone perpendicular to the stacking direction. For each $k$-point there is a different set of matrices $K_{0}, K_{1}$ and $K_{-1}$, so that for each $k$-point there is a different SE. The histogram for the error of the calculated self-energy $\Delta_{\Sigma}$ is shown in Fig. 5.5(b), and the histogram for the optimal $\delta_{\text {SVD }}$ in Fig. 5.6(b). The general behavior is similar to the one found for the carbon nanotube. We note that, although for the vast majority of the calculations the error in the SE is small, there is a long tail in the histograms of Fig. 5.5(b) indicating the presence of a small number of large errors. This is present for all the methods, with maximum errors of $10^{-2}$ Ry for method 1, and 100 Ry for method 4. Closer inspection shows that the reason for the increase of the error for certain energies and $k$-points is caused by a divergence in $\left\|\Sigma_{\{\mathrm{L}, \mathrm{R}\}}\right\|_{\max }$. This will be illustrated in more detail in the next section.

Finally we consider fcc Au [Fig. 5.4(c)], with the stacking along the (111) direction. The unit cell consists of three planes of nine gold atoms each. These are the typical leads used for the calculations of the transmission properties of molecules attached to gold [227, 228, 202, 93]. We use double $\zeta s\left(r_{c}=6.0\right.$ bohr $)$ and single $\zeta d$ ( $r_{c}=5.5$ bohr) and four $k$-points in the Brillouin zone perpendicular to the stacking. The mesh cutoff is 400 Ry. The SEs have been calculated for 418 energy points, from about 15 eV below to about 10 eV above the Fermi energy. The general behavior [Figs. $5.5(\mathrm{c})$ and $5.6(\mathrm{c})$ ] is again similar to that of the previous examples. Also here the error for method 1 is about 6 orders of magnitude smaller than that of method 4 , with methods 2 and 3 giving some marginal improvement.

Our results show that the scheme presented here in general allows the calculation of the SE with high accuracy. The main advantage of method 1 is rooted in the possibility of using a much smaller $\delta_{\text {SVD }}$. For big systems sometimes one might prefer to use method 2 , since it is considerably faster than method 1 and gives the second best accuracy. In this case we first calculate the SE with method 2 and check the error. Only for those energy points where the error is above some maximum value (of the order of $10^{-5} \mathrm{Ry}$, for example) the calculation is repeated with method 1 to improve the accuracy. Finally the results show that for all methods the SVD transformation of $K_{1}$ is necessary, although for method 1 it is needed only a fraction
of the times. For big systems, in particular if the unit cell is elongated along the stacking direction, or if a rich basis set is used, $\kappa\left(K_{1}\right)$ will generally increase as there will be some singular values of $K_{1}$ going to zero. In these cases also method 1 will require a SVD transformation for most energies. The range of $\delta_{\text {SVD }}$ should however be similar to the one shown in Fig. 5.6, so that also the error in the SE should be of the same order of magnitude. We also note that in order to keep the analysis simpler here we have not used the reduction of system size described in Sec. 5.3.1, for such large systems it is however crucial in order to decrease the computational effort and regularize $K_{1}$ at the same time.

### 5.5 Surface states

The center of the error distribution for method 1 (Fig. 5.5) is located at small $\Delta_{\Sigma}$, usually smaller than $10^{-11}$ Ry. However the histogram has also a tail reaching up to very large errors. These are found only at some critical energies, as demonstrated in Fig. 5.7(a), where we show $\Delta_{\Sigma}$ for the carbon nanotube calculated over 1024 energy points, in a range of 2 eV around the Fermi energy. The average error is of the order of $10^{-12} \mathrm{Ry}$, but at energies around -0.8 eV and -0.34 eV the error drastically increases. Indeed a finer energy mesh at these points suggests a divergence. The origin of the large errors at particular energies can be investigated by looking at the eigenvalues $g_{\mathrm{L}, i}$ of the SGF $g_{\mathrm{L}}$. In Fig. 5.7(b) the largest and the smallest absolute values for the eigenvalues, respectively $g_{\mathrm{L}, \text { max }}$ and $g_{\mathrm{L}, \min }$, are plotted as a function of energy $\left(g_{\mathrm{L}, \min } \leq\left|g_{\mathrm{L}, i}\right| \leq g_{\mathrm{L}, \text { max }}\right)$. It can be seen that $g_{\mathrm{L}, \text { max }}$ diverges close to the energies where the error increases, i.e. we can associate large errors in $g_{\mathrm{L}}$ with a divergence in its spectrum. Since $\Sigma_{\mathrm{L}}$ is calculated from Eq. (5.48), the only possible origin for the divergence is in the norm of some of the $\tilde{\bar{\phi}}_{\mathrm{R}, n}$. As these are obtained by inverting the matrix $\bar{Q}=\left(\begin{array}{llll}\bar{\phi}_{\mathrm{R}, 1} & \bar{\phi}_{\mathrm{R}, 2} & \ldots & \bar{\phi}_{\mathrm{R}, N}\end{array}\right)$ [Eq. (5.19)], one deduces that the set of vectors $\left\{\bar{\phi}_{\mathrm{R}, n}\right\}$ is not linearly independent. For these energies $\kappa(\bar{Q}) \rightarrow \infty$. We therefore can simply check the magnitude of $\kappa(\bar{Q})$ to determine whether there is a divergence of the SE close to a particular energy.

Physically the divergence of the SE translates into the presence of a surface state $[212,210]$ at that particular energy. Consider the spectral representation of $g_{\mathrm{L}}$

$$
\begin{equation*}
g_{\mathrm{L}}(E)=\sum_{n=1}^{N} \frac{1}{E+i \delta-E_{n}} \psi_{n} \tilde{\psi}_{n}^{\dagger}, \tag{5.69}
\end{equation*}
$$

where $E_{n}$ are the eigenvalues, $\psi_{n}$ are the right eigenvectors of the effective surface Hamiltonian matrix $H_{0}-\Sigma_{\mathrm{L}}$ with overlap $S_{0}$, and $\tilde{\psi}_{n}$ are the left eigenvectors of the


Figure 5.7: The error analysis for the carbon nanotube of Fig. 5.4: (a) absolute error $\Delta_{\Sigma}$ of the self-energy as a function of the energy $E$, (b) maximum ( $g_{\mathrm{L}, \max }$ ) and minimum $\left(g_{\mathrm{L}, \min }\right)$ eigenvalues of $g_{\mathrm{L}}$.
same Hamiltonian. A localized surface state is found when there is a real eigenvalue $E_{n}(E)$ at $E_{n}(E)=E$ [or more generally if $\operatorname{Im}\left(E_{n}(E)\right)$ is very small].

From the recursive relation (5.50) one can deduce that for an infinite eigenvalue there is also a corresponding vanishing eigenvalue. Therefore in Fig. 5.7(b) for energies where $g_{\mathrm{L}, \text { max }} \rightarrow \infty$ we have also $g_{\mathrm{L}, \min } \rightarrow 0$. Close to the singularity we can therefore expand the two eigenvalues as $g_{\mathrm{L}, \max } \propto \frac{1}{E+i \delta-E_{n}}$ and $g_{\mathrm{L}, \min } \propto E+i \delta-E_{n}$. For $E=E_{n}$ the largest eigenvalue in Eq. (5.69) is then equal to $\delta^{-1}$, and the smallest is equal to $\delta$. To avoid divergence therefore the magnitude of the $g_{\mathrm{L}}$ eigenvalues can be bounded to a finite value $\delta^{-1}$ by introducing a small imaginary part to the energy for energies in the vicinity of a surface state.

Another possibility for limiting the size of $g_{\mathrm{L}, \text { max }}$ is to bound the singular values of $\bar{Q}$ from below in the same way as it is done for $K_{1}$ (Sec. 5.3.2). This essentially imposes the $\bar{\phi}_{\mathrm{R}, n}$ to be linearly independent from each other. However, with this scheme it is not possible to conserve the Green's function causality, so that the SGF might have eigenvalues lying on the positive imaginary axis. Moreover we loose control over the accuracy of the computed SGF and SE. Both these problems are avoided when using a finite $\delta$.

We now investigate the DOS and transport properties of a system when the finite imaginary part $\delta$ (broadening) is added to the energy. We consider as an example the carbon nanotube of Fig. 5.4(a). In Fig. 5.8(a) the onsite surface DOS $\mathcal{N}_{0}$, as defined in Eq. (5.38), is shown for $\delta=0 \mathrm{Ry}, \delta=10^{-6} \mathrm{Ry}, \delta=10^{-5}$ Ry and $\delta=10^{-4}$ Ry. For $\delta=0$ the surface DOS vanishes for energies between -0.42 eV and +0.39 eV , indicating the presence of a gap around the Fermi energy. Note that there are no Van Hove singularities in $\tilde{\mathcal{N}}_{0}$, since we never divide by the group velocity when calculating


Figure 5.8: Density of states and transmission coefficient for the carbon nanotube of Fig. 5.4. (a) Density of states of the surface layer $\tilde{\mathcal{N}}_{0}$ as a function of energy $E$, calculated for different broadenings $\delta$. The inset is a zoom at energies around -0.34 eV . (b) Transmission coefficient $T$ for different values of $\delta$.
the SGF. For finite $\delta$ and energies away from the band gap, the DOS is essentially identical to that calculated for $\delta=0$, however inside the gap $\tilde{\mathcal{N}}_{0}$ does not vanish but saturates to a small value proportional to $\delta^{-1}$. Moreover whereas the surface states are not visible for $\delta=0$, they appear in the DOS for finite $\delta$, and their full width at half maximum (FWHM) equals $2 \delta$.

We then move to the transport by calculating the transmission coefficient $T(E)$ [Eq. (4.94)] for a carbon nanotube attached to semi-infinite leads made from an identical carbon nanotube. Since this is a periodic system $T(E)$ must equal the number of open channels, so that it can only have integer values. This is indeed the case for $\delta=0$ [Fig. 5.8(b)]. For finite $\delta$ s the transmission coefficient is only approximately an integer, especially inside the energy gap region, where the finite surface DOS introduced by $\delta$ leads to a non-zero transmission. The transmission in the gap is proportional to $\delta^{2}$ (note that the scale is logarithmic), since on both sides of the scattering region the artificial surface DOS is proportional to $\delta$. In this region of small transmission therefore the results might change by orders of magnitude depending on the value of $\delta$. For all values of $\delta$ however we find no contributions to the transmission coming from the surface state, indicating that these do not carry current. These results show that adding a finite value $\delta$ to the energy has little effect on the actual transmission if this is large. However when the transmission is small, as in the case of tunnel junctions, the finite $\delta$ introduces an additional contribution to the conduction that might arbitrarily affect the results. It is thus imperative for those systems to identify surface states and use the imaginary $\delta$ only in a narrow energy interval around them.

Finally we can give an estimate of the relative accuracy $\Delta_{\Sigma, r}(\delta)=\Delta_{\Sigma} /\|\Sigma\|_{\max }$ at
the energy corresponding to the surface state. As discussed before the origin of the error is the inversion of $\bar{Q}$, needed in order to calculate the duals. The relative error introduce by the inversion of $\bar{Q}$ is proportional to $\kappa(\bar{Q})$ [229, 230, 225, 217, 218]. Close to a surface state the smallest singular value is of the order of $\delta$, so that $\kappa(\bar{Q}) \propto \delta^{-1}$. As this is the dominant source of error in the calculation of the SE close to a surface state, we can approximate the relative error as

$$
\begin{equation*}
\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}=c_{1} \delta^{-1} \tag{5.70}
\end{equation*}
$$

where $c_{1}$ is a constant that depends on the machine precision and on the details of the algorithm. The label "in" explicitly indicates that this is the error in the SE calculated with the extended algorithm $\left[\Sigma_{\{\mathrm{L}, \mathrm{R}\}}^{\mathrm{in}}\right.$ in Eq. (5.67)]. The absolute error $\Delta_{\Sigma}^{\mathrm{in}}$ is equal to the relative error times $\|\Sigma\|_{\max }$, which is itself proportional to $\delta^{-1}$, so that we get $\Delta_{\Sigma}^{\mathrm{in}} \propto \delta^{-2}$.

When using Eq. (5.68) to estimate the error in the SE we introduce an additional error due to the inversion involved in implicitly obtaining $g_{\mathrm{L}}$. The largest singular value of $g_{\mathrm{L}}$ is proportional to $\delta^{-1}$, and the smallest one is proportional to $\delta$, so that the relative error introduced by the inversion is proportional to $\kappa\left(g_{\mathrm{L}}^{-1}\right)=\kappa\left(g_{\mathrm{L}}\right) \propto \delta^{-2}$. For small $\delta$ we can therefore write for the error in $\Sigma_{\mathrm{L}}^{\text {out }}$

$$
\begin{equation*}
\Delta_{\Sigma, \mathrm{r}}^{\text {out }}=c_{2} \delta^{-2}, \tag{5.71}
\end{equation*}
$$

where $c_{2}$ is again a constant. Since the two errors are random and uncorrelated, the total estimated error can be approximated by adding the contributions from the two inversions

$$
\begin{equation*}
\Delta_{\Sigma, \mathrm{r}}^{2} \approx\left(\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}\right)^{2}+\left(\Delta_{\Sigma, \mathrm{r}}^{\text {out }}\right)^{2} . \tag{5.72}
\end{equation*}
$$

$\Delta_{\Sigma, \mathrm{r}}$ is therefore a good estimate for the true error $\Delta_{\Sigma, \mathrm{r}}^{\text {in }}$ if $\Delta_{\Sigma, \mathrm{r}}^{\text {out }}$ is small. Close to surface states however $\Delta_{\Sigma, \mathrm{r}}^{\text {out }} \gg \Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}$, so that $\Delta_{\Sigma, \mathrm{r}}$ largely overestimates the true error.

To verify these estimates numerically we present a scheme for calculating $\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}$ and $\Delta_{\Sigma, \mathrm{r}}^{\text {out }}$ independently. For each SE we perform a second calculation where we add a small amount of noise to the input matrices $K_{0}, K_{1}$, and $K_{-1}$, so that we obtain the self-energy $\Sigma_{\mathrm{L}, \text { noise }}$ for a slightly perturbed system. The noise is added as a random relative perturbation of each element of the matrices. As we decrease the magnitude of the noise the difference between $\Sigma_{\mathrm{L}}$ and $\Sigma_{\mathrm{L}, \text { noise }}$ is reduced until it becomes constant for noise smaller than a critical value. In this range of minimum noise even if the difference in the input matrices decreases, the difference in the output matrices is constant, it therefore corresponds to the error in the calculation. As one might expect we find that this critical value of noise is of the same order of magnitude as the numerical accuracy used (approximately $10^{-15}$ in our calculations). We can therefore obtain


Figure 5.9: (a) Relative error of the self-energy $\Delta_{\Sigma, \mathrm{r}}$ ( $\Delta_{\Sigma, \mathrm{r}}^{\text {in }}$ represents the true error), (b) condition number $\kappa$ of $\bar{Q}$ and $g_{\mathrm{L}}$, as a function of the broadening $\delta$ for the carbon nanotube of Fig. 5.4 calculated at the surface state energy.
$\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}=\left\|\Sigma_{\mathrm{L}}^{\text {in }}-\sum_{\mathrm{L}, \text { noise }}^{\mathrm{in}}\right\|\left\|_{\max } /\right\| \Sigma_{\mathrm{L}}^{\text {in }}\| \|_{\max }$ and $\Delta_{\Sigma, \mathrm{r}}^{\text {out }}=\left\|\Sigma_{\mathrm{L}}^{\text {out }}-\Sigma_{\mathrm{L}, \text { noise }}^{\text {out }}\right\|_{\max } /\left\|\Sigma_{\mathrm{L}}^{\text {out }}\right\|_{\max }$, with the magnitude of the noise equal to the critical value.

We have calculated the maximum error for a set of 128 energy points located within $10^{-11}$ Ry around the energy of the surface state at -0.34 eV for different values of $\delta$. The result is shown in Fig. 5.9(a). Indeed for small $\delta \Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}$ follows Eq. (5.70) with $c_{1} \approx 10^{-15} \mathrm{Ry}, \Delta_{\Sigma, \mathrm{r}}^{\text {out }}$ follows Eq. (5.71) with $c_{2} \approx 10^{-19} \mathrm{Ry}^{2}$, and $\left(\Delta_{\Sigma, \mathrm{r}}\right)^{2} \approx\left(\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}\right)^{2}+\left(\Delta_{\Sigma, \mathrm{r}}^{\text {out }}\right)^{2}$. In Fig. $5.9(\mathrm{~b})$ the condition numbers $\kappa(\bar{Q})$ and $\kappa\left(g_{\mathrm{L}}\right)$ are shown, confirming $\kappa(\bar{Q}) \propto \delta^{-1}$ and $\kappa\left(g_{\mathrm{L}}\right) \propto \delta^{-2}$. This demonstrates that close to surface states $\Delta_{\Sigma, r}$ is mainly caused by the calculation of $g_{\mathrm{L}}$. Thus $\Delta_{\Sigma, \mathrm{r}}$ largely overestimates the real error $\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}}$, which even for $\delta=10^{-10}$ Ry has an acceptable size of $\Delta_{\Sigma, \mathrm{r}}^{\mathrm{in}} \approx 10^{-5}$.

Since $c_{1}$ and $c_{2}$ are generally system dependent, in practical calculations we use a value of $\delta$ ranging between $10^{-7}$ Ry and $10^{-6}$ Ry for energies in the vicinity of surface states, mainly in order to limit the absolute error. Moreover $\delta$ is added in an energy range corresponding approximately to the FWHM of the imaginary part of $\left(E-E_{n}+i \delta\right)^{-1}$, which is equal to $2 \delta$. Although this range is only of the order of $10^{-7}-10^{-6} \mathrm{Ry}$, in practical calculations where both energy and $k$-point sampling are fine, the number of times when this prescription is applied can be rather large (see Fig. 5.5).

The above analysis confirms that close to surface states also direct semi-analytical methods have the same accuracy problems of recursive methods. This fact is usually ignored in the literature $[214,63,215,197]$, where it is assumed that the accuracy is constant for a given algorithm. Here we show that the accuracy of a method is solely determined by the value of $c_{1}$, which, as indicated in Sec. 5.4, can vary over many
orders of magnitude. Our analysis also shows that methods requiring the explicit calculation of $g_{\mathrm{L}}$ from its inverse are much less accurate close to surface states than those calculating $\Sigma_{\mathrm{L}}$ directly.

### 5.6 Conclusions

By extending the scheme proposed in Ref. [214], we have presented a different but equivalent form for calculating the Green's functions of an infinite quasi-1D system, as well as the SGF and SE for the semi-infinite system. We have then constructed an extended algorithm containing also the necessary steps to regularize the ill conditioned hopping matrices. This is found to be crucial in order to obtain a numerically stable algorithm. By applying a unitary transformation based on a SVD we remove the rapidly decaying states and calculate the SE for an effective system with reduced size. We further decrease the condition number of the hopping matrices by adding a small random perturbation and by limiting the smallest singular value.

We have performed a detailed error analysis on the numerical calculation of the SE, showing that if the algorithm does not involve an inversion of the hopping matrices $K_{1}$ (or $K_{-1}$ ) high accuracy is obtained. We also find that the error is not constant as a function of energy. It is shown that an increase in accuracy is needed especially close to energies where the SE and SGF diverge, which corresponds to the presence of surface states in the semi-infinite system. At these energies we improve the accuracy by adding a small imaginary part to the energy. We have shown that this procedure affects the transport properties little in the high transmission limit. However, for low transmission this adds some spurious surface density of states contributing significantly to the total transmission. The transport can therefore be strongly affected, so that the imaginary part should be added only in a small energy range around the poles and it should be as small as possible.

The algorithm is highly numerically stable and extremely accurate. Most importantly errors and accuracy can be closely monitored. We believe that this is an ideal algorithm to be used with $a b$ initio transport schemes, where the condition of the Hamiltonian and its sparsity is controlled by the convergence of the electronic structure and cannot be fixed a priori. In all the calculations presented in chapters 6,7 the extended algorithm is therefore used to obtain the SEs.

## Chapter 6

## Weakly coupled and bound states in electronic transport

The spectral function of the EM [Eq. (4.34)] contains a term, which is proportional to the small imaginary part added to the energy, $\delta$. In chapter 4 , where the NEGF formalism was introduced, we neglected that term in the calculation of the density matrix. This was justified by the assumption that all the states in the EM are coupled to the leads. However, if there are localized states in the EM, that are not coupled to the propagating states in the leads, this term can not be neglected, and gives a finite contribution even in the limit $\delta \rightarrow 0^{+}$. These states are called bound states (BSs). General properties of BSs localized at the interface between two materials are discussed in Refs. [194, 231, 232, 233, 234, 235, 236, 237, 238, 239, 240, 241, 242, 243]. It is shown that BSs appear if there are no open channels in the leads at their energy, or along special points in the 2D BZ perpendicular to the stacking direction.

In the first part of this chapter the modifications to the NEGF equations, needed to account for the BSs at finite bias, are presented. The fundamental difficulty in dealing with BSs is that their non-equilibrium occupation is undefined within the NEGF formalism. Although this problem is well known, in standard NEGF based algorithms it is usually assumed that there are no BSs in the system, at least not at energies inside the bias window [62, 63]. In Ref. [244] the BSs for carbon nanotube systems are calculated, and a way to occupy them at finite bias is proposed, based on a symmetry decomposition of the charge density, and on a shift of the energyintegration limits. This solution is however highly system specific, since the shift of the integration limits is probably not applicable when the number of BSs increases. The results in the reference show the importance of a correct occupation of the BSs at finite bias for the calculation of the capacitance. In [245] it is proposed to set the occupation of the BSs based on the geometric position. This is achieved indirectly, the atomic position is inferred by using an atomic weighting factor, which depends
on the total coupling of an atom to each of the leads. This choice is rather arbitrary, since the total coupling of an atom to the leads depends on its geometric position, but also on many other factors.

In this work we start from the assumption that in real systems there are interactions outside the ones contained in our single-particle DFT Hamiltonian, and that these lead to an effective coupling to the leads [246, 247, 248, 249, 243]. By adding this effective coupling to the formalism, we can set the occupation of the BSs. For many systems the physically meaningful effective coupling can be determined, although this is certainly not possible for all systems. We perform an eigenstate expansion of the effective Hamiltonian $H_{\text {eff }}$ [Eq. (4.28)] and GF, which gives us a way to find and characterize the BSs . For a true BS the imaginary part of the corresponding eigenvalue of $H_{\text {eff }}$ has to be zero. We introduce the concept of generalized BS (GBS), for which we only require that the complex modulus of the imaginary part is smaller than some maximum value. This leads to a common description for both BSs and weakly coupled states. An effective coupling parameter to the each of the leads for the eigenstates of $H_{\text {eff }}$ is derived. This allows us to approximate the contribution of the GBSs to the density matrix and transmission with a simple model.

For systems with very weakly coupled states, an extremely fine energy mesh is needed to numerically evaluate the integrals over energy of the non-equilibrium part of the lesser GF [Eq. (4.72)]. This is required in order to obtain the density matrix, and of the transmission coefficient [Eq. (4.97)], and therefore the current. By using a finite value for $\delta$, and by calculating the GBSs, we introduce a BSs correction scheme, which allows us to evaluate these integrals using a rather coarse energy mesh. In this way the computational cost for such systems is drastically reduced. As an alternative way, and based on the same concepts, a method to obtain an adaptive energy mesh for the integration of the non-equilibrium part of the electron density is presented. This method is also used for the calculation of the energy-dependent transmission coefficient.

These concepts are then applied to a set of example systems. First a simple tightbinding model is presented, that shows in which typical situations BSs are formed, and allows us to analyze their properties. Then we present two sets of calculations of systems with very weakly coupled states, where both the BSs correction scheme and the adaptive energy grid algorithm are applied. The first example is a calculation for a small test system consisting of a $\mathrm{C}_{3}$ molecule placed in a parallel-plate gold capacitor. The second is for a rather large system, where a $\mathrm{Mn}_{12}$ molecule is attached to two gold leads. In chapter 7 the concepts will be applied to $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ single- and double-barrier tunnel junctions. We will also show that it is essential to correctly
include the BSs in the calculation, in order to obtain a physically meaningful result.

### 6.1 Bound states in the NEGF formalism

The spectral function $A_{\mathrm{M}}$ for the EM has been derived in Eq. (4.34) and reads

$$
\begin{equation*}
A_{\mathrm{M}}(E)=G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) G_{\mathrm{M}}^{+}+\delta G_{\mathrm{M}} S_{\mathrm{M}} G_{\mathrm{M}}^{\dagger} \tag{6.1}
\end{equation*}
$$

If there are no poles in $G_{\mathrm{M}}$, then the term proportional to $\delta$ vanishes in the limit of $\delta \rightarrow 0^{+}$. This was assumed in all the derivations in chapter 4 , and therefore the term was neglected. In the general case however $G_{\mathrm{M}}$ has poles at specific energies. Each pole corresponds to a state that is localized in the EM, with no coupling to the propagating states of the leads. In these cases we can not neglect the second term, which describes exactly these localized states. We usually refer to these localized states also as bound states $(\mathrm{BSs})$. We can split up $A_{\mathrm{M}}(E)$ into the part $A_{\mathrm{CS}}(E)$, originating from states that are coupled to the propagating states of the leads

$$
\begin{equation*}
A_{\mathrm{CS}}(E)=G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) G_{\mathrm{M}}^{+}, \tag{6.2}
\end{equation*}
$$

and the part $A_{\mathrm{BS}}(E)$ originating from the bound states

$$
\begin{equation*}
A_{\mathrm{BS}}(E)=2 \delta G_{\mathrm{M}} S_{\mathrm{M}} G_{\mathrm{M}}^{\dagger} \tag{6.3}
\end{equation*}
$$

so that

$$
\begin{equation*}
A_{\mathrm{M}}(E)=A_{\mathrm{CS}}(E)+A_{\mathrm{BS}}(E) . \tag{6.4}
\end{equation*}
$$

We can define the onsite DOS, $\mathcal{N}_{\mathrm{M}}(E)$, of the EM, in which the overlap terms to the leads are neglected, as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{M}}(E)=\frac{1}{2 \pi} \operatorname{Tr}\left[A_{\mathrm{M}} S_{\mathrm{M}}\right] \tag{6.5}
\end{equation*}
$$

This can equally be split up into

$$
\begin{align*}
\mathcal{N}_{\mathrm{CS}}(E) & =\frac{1}{2 \pi} \operatorname{Tr}\left[A_{\mathrm{CS}} S_{\mathrm{M}}\right]  \tag{6.6}\\
\mathcal{N}_{\mathrm{BS}}(E) & =\frac{1}{2 \pi} \operatorname{Tr}\left[A_{\mathrm{BS}} S_{\mathrm{M}}\right] \tag{6.7}
\end{align*}
$$

so that

$$
\begin{equation*}
\mathcal{N}_{\mathrm{M}}(E)=\mathcal{N}_{\mathrm{CS}}(E)+\mathcal{N}_{\mathrm{BS}}(E) \tag{6.8}
\end{equation*}
$$

Whereas $\mathcal{N}_{\mathrm{CS}}(E)$ is a smooth function of energy, $\mathcal{N}_{\mathrm{BS}}(E)$ corresponds to a set of $\delta$ functions, one for each of the poles in $G_{\mathrm{M}}(E)$. The maximum number of electrons in the states connected to the leads $q_{\mathrm{CS}}$ is

$$
\begin{equation*}
q_{\mathrm{CS}}=\int_{-\infty}^{\infty} \mathcal{N}_{\mathrm{CS}}(E) d E \tag{6.9}
\end{equation*}
$$

and the maximum number of electrons that can be associated to $\mathrm{BSs} q_{\mathrm{BS}}$ is

$$
\begin{equation*}
q_{\mathrm{BS}}=\int_{-\infty}^{\infty} \mathcal{N}_{\mathrm{BS}}(E) d E \tag{6.10}
\end{equation*}
$$

so that the total maximum number of electrons $q_{\mathrm{M}}$ that can populate the EM is $q_{\mathrm{M}}=q_{\mathrm{CS}}+q_{\mathrm{BS}}$, and it is approximately equal to the number of orbitals in the scattering region $N$.

Within the NEGF formalism the total electron density $\rho_{\mathrm{M}}$ of the EM for a twoterminal device, as derived in Eq. (4.64), is

$$
\begin{equation*}
\rho_{\mathrm{M}}=\frac{1}{2 \pi i} \int_{-\infty}^{\infty} G_{\mathrm{M}}^{<}(E) d E \tag{6.11}
\end{equation*}
$$

with the lesser GF, $G_{\mathrm{M}}^{<}(E)$, [Eq. (4.63)] given by

$$
\begin{equation*}
G_{\mathrm{M}}^{<}(E)=i G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}} f_{\mathrm{L}}+\Gamma_{\mathrm{R}} f_{\mathrm{R}}\right) G_{\mathrm{M}}^{\dagger} \tag{6.12}
\end{equation*}
$$

If all the states are assumed to be occupied, which is obtained by setting $f_{\mathrm{L}}(E)=$ $f_{\mathrm{R}}(E)=1$, then $G_{\mathrm{M}}^{<}(E)$ should be equal to $i A_{\mathrm{M}}(E)$. As can be seen comparing Eq. (6.12) with Eq. (6.1) for $f_{\mathrm{L}}(E)=f_{\mathrm{R}}(E)=1$, in $G_{\mathrm{M}}^{<}(E)$ the term proportional to $\delta$ is missing. The reason is that in the derivation of Eq. (4.64) we assumed that all the states in the EM are connected to the propagating states in the leads, and that $G_{\mathrm{M}}$ has no poles.

Whereas it is straightforward to include the term describing the BSs to the SF via Eq. (6.1), this is not possible for $G_{\mathrm{M}}^{<}(E)$, since the occupation of the BSs in the EM is not defined within the NEGF formalism. The reason is that the occupation of a state within NEGF is based on the difference between in-flux from the leads and out-flux into the leads. For a BS however both in- and out-flux are zero, and this causes the occupation to be undefined. Within a time-dependent approach the occupation depends on the system history [194, 187, 208, 250, 251]. For non-interacting particles the occupation is constant for all times, and remains equal to the initial occupation. However, due to interactions that are not included in the DFT Hamiltonian (e.g. electron-electron interactions beyond mean field theory, electron-phonon coupling, electron-photon coupling, electron magnon coupling), in many systems also the occupation of BSs will change over time, until a steady state occupation is reached. In the next sections we present a way to set the occupation of BSs, based on the assumption of the existence of these additional interactions. We note that in a practical calculation it is not possible to distinguish between a true BS, with exactly zero coupling, and a very weakly coupled state. Therefore both have to be treated similarly.

### 6.2 Occupation of bound states

In a DFT ground state calculation all the states, and therefore also the BSs, are occupied up to the Fermi energy. When comparing to experiment it is implicitly assumed that the ground state is reached after thermal equilibration with the environment. The processes leading to the ground state are however outside the standard DFT theory. The thermal relaxation can be caused by electron-electron interactions, electron-phonon scattering, electron-magnon scattering [246, 243], electron-photon scattering, and other inelastic effects. Within the NEGF formalism, even at zero bias the occupation of the BSs is undefined. However by splitting the lesser GF into its equilibrium and non-equilibrium contribution in form of Eqs. (4.71) and (4.72), one implicitly assumes that all the BSs are occupied up to the Fermi energy of the leads. The underlying assumption is the same as for ground state DFT, namely that although they are not coupled to the leads, due to thermal relaxation with the environment their occupation is well defined. The interactions are again outside the DFT Hamiltonian. We can now introduce a generic relaxation time $\tau$ for a BS, that is inversely proportional to its coupling to the current/voltage electrodes [246]. The longer the relaxation time, the weaker are the interactions of the BS with the lead. In a system consisting of an EM coupled to leads, we can split up the relaxation time as

$$
\begin{equation*}
\frac{1}{\tau}=\frac{1}{\tau_{\mathrm{EM}}}+\frac{1}{\tau_{\mathrm{L}}}+\frac{1}{\tau_{\mathrm{R}}}, \tag{6.13}
\end{equation*}
$$

where $\tau_{\mathrm{L}}\left(\tau_{\mathrm{R}}\right)$ is the relaxation time caused by the additional interactions with the left (right) lead, and $\tau_{\text {EM }}$ is the relaxation time due to the additional processes within the EM itself. $\tau_{\mathrm{L}}$ and $\tau_{\mathrm{R}}$ can for example have a finite value, if the structure of the leads deviates slightly from the perfect crystalline structure assumed when constructing the self-energies. For energies, where the DOS for the perfectly crystalline leads is exactly zero, it might be finite for the real, imperfect structure. In this case, whereas the coupling to the leads is exactly zero for the perfectly crystalline leads, it might therefore be finite for the real leads. In the same way a finite value for $\tau_{\text {EM }}$ can also be caused by a slight difference from the atomic structure from the one assumed in the calculations. In addition to the structural imperfections, there are always inelastic effects that further reduce the relaxation times.

All the scattering processes included in $\tau_{\text {EM }}$ eventually lead to an electron propagating into either the left or the right electrode. We can therefore include these into effective leads relaxation times $\tau_{\{\mathrm{L} / \mathrm{R}\}}^{\mathrm{eff}}$ and set $\tau_{\mathrm{EM}}=\infty$ at the same time. The total
$\tau$ then is

$$
\begin{equation*}
\frac{1}{\tau}=\frac{1}{\tau_{\mathrm{L}}^{\mathrm{eff}}}+\frac{1}{\tau_{\mathrm{R}}^{\text {eff }}} \tag{6.14}
\end{equation*}
$$

The meaning of this equation is that for a BS there is an effective coupling to each of the two leads, caused by interactions outside the DFT Hamiltonian. Since we are just interested in the steady state non-equilibrium occupation, the absolute value of the relaxation time is not important, and the occupation is given by the ratio between $\tau_{\mathrm{L}}^{\mathrm{eff}}$ and $\tau_{\mathrm{R}}^{\text {eff }}$. The stronger a state is thermally coupled to one lead with respect to the other, the closer its occupation follows the Fermi energy of that lead. Since the effective relaxation times to the leads are outside the NEGF and DFT formalism, they have to be set by hand as boundary conditions, motivated by the physical properties of the system. An example system where this can be done is a parallel plates capacitor at finite bias. If there is a bound state somewhere close to the left surface, then the physically meaningful constraint for the relaxation time is that $\tau_{\mathrm{L}}^{\text {eff }} \ll \tau_{\mathrm{R}}^{\text {eff }}$, which results in state being occupied up to the left Fermi energy. For a state on the righthand side we have $\tau_{\mathrm{L}}^{\mathrm{eff}} \gg \tau_{\mathrm{R}}^{\mathrm{eff}}$, meaning that it is occupied up to the right lead's Fermi energy.

These arguments, based on the relaxation time concept, are now included in the NEGF in a formal way. In this formalism we introduce the effective coupling to the leads, that has the same role as the inverse relaxation time. The starting point is the definition for the retarded GF $G_{\mathrm{M}}$ for the EM [Eq. (4.2)]

$$
\begin{equation*}
G_{\mathrm{M}}(E)=\left[(E+i \delta) S_{\mathrm{M}}-H_{\mathrm{M}}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}}\right]^{-1} \tag{6.15}
\end{equation*}
$$

Instead of taking the limit $\delta \rightarrow 0^{+}$, we now use a finite positive value for $\delta$, although very small $(\delta \ll 1)$. The use of a finite $\delta$ corresponds to the physical assumption that all the states have a finite lifetime. We can therefore define an additional self-energy

$$
\begin{equation*}
\Sigma^{\delta}=-i \delta S_{\mathrm{M}} \tag{6.16}
\end{equation*}
$$

that takes into account all the effects that lead to the finite lifetime, and that are not included in the effective Hamiltonian. As discussed above, the origin of $\Sigma^{\delta}$ can for example be inelastic effects, but also slight deviations from the assumed structure. The retarded GF can then be written as

$$
\begin{equation*}
G_{\mathrm{M}}(E)=\left[E S_{\mathrm{M}}-H_{\mathrm{M}}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}}-\Sigma^{\delta}\right]^{-1} \tag{6.17}
\end{equation*}
$$

We note that the Hermitian part of $\Sigma^{\delta}$ is zero, so that it does not lead to a shift of the eigenvalue spectrum, and its only effect is to broaden the levels. The coupling matrix $\Gamma^{\delta}$ associated to $\Sigma^{\delta}$ is

$$
\begin{equation*}
\Gamma^{\delta}=i\left(\Sigma^{\delta}-\Sigma^{\delta \dagger}\right)=2 \delta S_{\mathrm{M}} . \tag{6.18}
\end{equation*}
$$

so that $\Sigma^{\delta}=-\frac{i}{2} \Gamma^{\delta}$. The SF for the BSs [Eq. (6.3)] can then be written as

$$
\begin{equation*}
A_{\mathrm{BS}}(E)=G_{\mathrm{M}} \Gamma^{\delta} G_{\mathrm{M}}^{\dagger}, \tag{6.19}
\end{equation*}
$$

where we note that now $A_{\mathrm{BS}}(E)$ depends on the used finite value for $\delta$.
In order to determine the occupation of the BSs in the EM, we now split up the total additional coupling matrix $\Gamma^{\delta}$ into the coupling to the left lead $\Gamma_{\mathrm{L}}^{\delta}(E)$, and the coupling to the right lead $\Gamma_{\mathrm{R}}^{\delta}(E)$

$$
\begin{equation*}
\Gamma^{\delta}=\Gamma_{\mathrm{L}}^{\delta}(E)+\Gamma_{\mathrm{R}}^{\delta}(E) . \tag{6.20}
\end{equation*}
$$

$\Gamma^{\delta}$ has to be split up in such a way as to reproduce the effective coupling to the leads expected from the physical constraints. In general, the matrices $\Gamma_{\{\mathrm{L} / \mathrm{R}\}}^{\delta}(E)$ are both position and energy dependent. The relative value of $\Gamma_{\mathrm{L}}^{\delta}$ and $\Gamma_{\mathrm{R}}^{\delta}$ at an energy $E$ will then set the occupation of the BS. Since $\Gamma_{\{L / R\}}^{\delta}$ are coupling matrices, they have to be Hermitian, positive semidefinite. We now present a possible way to construct such matrices. First we note that since the overlap matrix $S_{\mathrm{M}}$ is a positive definite matrix, it can be decomposed as

$$
\begin{equation*}
S_{\mathrm{M}}=S_{\mathrm{M}}^{\frac{1}{2}} S_{\mathrm{M}}^{\frac{1}{2}} \tag{6.21}
\end{equation*}
$$

where $S_{\mathrm{M}}^{\frac{1}{2}}$ is a unique, positive definite, Hermitian matrix [196]. It can be seen as the square root of $S_{\mathrm{M}}$, since the eigenvalues of $S_{\mathrm{M}}^{\frac{1}{2}}$ are equal to the square root of those of $S_{\mathrm{M}}$, and the eigenvectors are identical. We can then write $\Gamma_{\{L / R\}}^{\delta}$ as

$$
\begin{align*}
\Gamma_{\mathrm{L}}^{\delta} & =2 \delta S_{\mathrm{M}}^{\frac{1}{2}} \alpha(E) S_{\mathrm{M}}^{\frac{1}{2}} \\
\Gamma_{\mathrm{R}}^{\delta} & =2 \delta S_{\mathrm{M}}^{\frac{1}{2}}\left[\mathbb{1}_{N}-\alpha(E)\right] S_{\mathrm{M}}^{\frac{1}{2}} \tag{6.22}
\end{align*}
$$

where the newly introduced, energy-dependent matrix $\alpha(E)$ is positive semidefinite and Hermitian, with eigenvalues banded between 0 and 1 . It is straightforward to verify that with this definition both $\Gamma_{\{L / R\}}^{\delta}$ are indeed positive semidefinite and Hermitian. If it is assumed that $S_{\mathrm{M}}$ is close to the unity matrix $\left(S_{\mathrm{M}} \approx \mathbb{1}_{N}\right)$, then we can write $\Gamma_{\{L / R\}}^{\delta}$ in an alternative, approximate way as

$$
\begin{align*}
\Gamma_{\mathrm{L}}^{\delta} & =2 \delta\left\{\alpha(E), S_{\mathrm{M}}\right\} \\
\Gamma_{\mathrm{R}}^{\delta} & =2 \delta\left\{\mathbb{1}_{N}-\alpha(E), S_{\mathrm{M}}\right\} \tag{6.23}
\end{align*}
$$

where $\{A, B\}=\left(A B+B^{\dagger} A^{\dagger}\right) / 2$ for two general square matrices $A$ and $B$. We note that with this definition $\Gamma_{\{L / R\}}^{\delta}$ are still Hermitian, but only approximately positive semidefinite. If $S_{\mathrm{M}}=\mathbb{1}_{N}$, then Eqs. (6.23) and (6.22) are equivalent.

We now define $G_{\mathrm{M}}^{\mathrm{BS}<}(E)$ to be the contribution originating from this additional coupling to the lesser GF

$$
\begin{equation*}
G_{\mathrm{M}}^{\mathrm{BS}<}(E)=G_{\mathrm{M}}\left[\Gamma_{\mathrm{L}}^{\delta} f_{\mathrm{L}}(E)+\Gamma_{\mathrm{R}}^{\delta} f_{\mathrm{R}}(E)\right] G_{\mathrm{M}}^{\dagger} . \tag{6.24}
\end{equation*}
$$

The total lesser GF can then be written as

$$
\begin{equation*}
G_{\mathrm{M}}^{<}(E)=i G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}}^{\mathrm{eff}} f_{\mathrm{L}}+\Gamma_{\mathrm{R}}^{\mathrm{eff}} f_{\mathrm{R}}\right) G_{\mathrm{M}}^{\dagger}, \tag{6.25}
\end{equation*}
$$

where we have introduced the total effective coupling matrices $\Gamma_{\mathrm{L}}^{\mathrm{eff}}$ and $\Gamma_{\mathrm{R}}^{\text {eff }}$, given by

$$
\begin{align*}
\Gamma_{\mathrm{L}}^{\mathrm{eff}} & =\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{L}}^{\delta} \\
\Gamma_{\mathrm{R}}^{\mathrm{eff}} & =\Gamma_{\mathrm{R}}+\Gamma_{\mathrm{R}}^{\delta} . \tag{6.26}
\end{align*}
$$

These contain both the NEGF part of the coupling and also the additional finitelifetime coupling. With the lesser GF given by Eq. (6.25), the occupation of the BSs is well defined, and determined by the choice of the matrix $\alpha(E)$. As discussed above, $\alpha$ has to be chosen in such a way as to reproduce the expected effective coupling due to the additional interactions not described by the effective Hamiltonian. We can again take the parallel plate capacitor with a BS on the surfaces as example. The BS on the left surface has a small effective coupling to the left lead, whereas the coupling is zero to the right lead. The opposite is the case for the BS located on the right-hand side surface. This physically meaningful effective coupling can be achieved by setting the matrix $\alpha$ to be a diagonal matrix, with diagonal elements equal to 1 for the matrix elements corresponding to an orbital on the left part of the EM, and 0 for the ones corresponding to orbitals of the right part:

$$
\alpha=\left(\begin{array}{cc}
\mathbb{1}_{N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ER}}}  \tag{6.27}\\
\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{ER}}}
\end{array}\right)
$$

Here we have assumed that the indices of the orbitals in the EM are ordered from left to right; $N_{\mathrm{EL}}\left(N_{\mathrm{ER}}\right)$ is the number of orbitals in the left-hand (right-hand) part of the capacitor. Therefore for such a system we can set the occupation of the BSs depending on their position in space. This is also reflected by the fact that $\alpha$ does not depend on $E$. Such a choice of $\alpha$ makes the BSs on the left (right) surface occupied up to $E_{\mathrm{F}, \mathrm{L}}\left(E_{\mathrm{F}, \mathrm{R}}\right)$. We will use the same approach to set the occupation of BSs appearing at the interfaces of $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions (chapter 7).

Analogously to the procedure highlighted in Sec. 4.3 .4 we can split the lesser GF into

$$
\begin{equation*}
G_{\mathrm{M}}^{<}(E)=G_{\mathrm{eq}}^{<}(E)+G_{\mathrm{neq}}^{<}(E)+G_{\mathrm{neq}}^{\mathrm{BS}<}(E), \tag{6.28}
\end{equation*}
$$

with the equilibrium part

$$
\begin{equation*}
G_{\mathrm{eq}}^{<}(E)=-\frac{f_{\mathrm{L}}+f_{\mathrm{R}}}{2}\left(G_{\mathrm{M}}-G_{\mathrm{M}}^{\dagger}\right), \tag{6.29}
\end{equation*}
$$

the non-equilibrium part

$$
\begin{equation*}
G_{\mathrm{neq}}^{<}(E)=i \frac{f_{\mathrm{L}}-f_{\mathrm{R}}}{2} G\left(\Gamma_{\mathrm{L}}-\Gamma_{\mathrm{R}}\right) G_{\mathrm{M}}^{\dagger} \tag{6.30}
\end{equation*}
$$

and the non-equilibrium part describing the BSs, given by

$$
\begin{equation*}
G_{\mathrm{neq}}^{\mathrm{BS}<}(E)=i \frac{f_{\mathrm{L}}-f_{\mathrm{R}}}{2} G_{\mathrm{M}}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) G_{\mathrm{M}}^{\dagger} . \tag{6.31}
\end{equation*}
$$

Neglecting $G_{\text {neq }}^{\mathrm{BS}<}$ is equivalent to setting $\alpha=\frac{1}{2} \mathbb{1}_{N}$, so that $\Gamma_{\mathrm{L}}^{\delta}=\Gamma_{\mathrm{R}}^{\delta}$. This results in the BSs with energies lying in the bias window being half filled. As described in Sec. 4.3.4, the division between the equilibrium and the non-equilibrium part is not uniquely defined. If $G_{\text {neq }}^{\mathrm{BS}<}$ is neglected, different definitions lead to a different implicit occupation of the BSs. In a self-consistent calculation this generates completely different electrostatic potentials, and consequently different self-consistent solutions. If BSs are present in the bias window, and $G_{\mathrm{neq}}^{\mathrm{BS}}$ is not considered, the results are therefore largely random.

The density matrix can be split up in an analogous way as

$$
\begin{equation*}
\rho_{\mathrm{M}}=\rho_{\mathrm{eq}}+\rho_{\mathrm{neq}}+\rho_{\mathrm{neq}}^{\mathrm{BS}}, \tag{6.32}
\end{equation*}
$$

with

$$
\begin{align*}
\rho_{\mathrm{eq}}(E) & =\frac{1}{2 \pi i} \int d E G_{\mathrm{eq}}^{<}(E),  \tag{6.33}\\
\rho_{\mathrm{neq}}(E) & =\frac{1}{2 \pi i} \int d E G_{\mathrm{neq}}^{<}(E),  \tag{6.34}\\
\rho_{\mathrm{neq}}^{\mathrm{BS}}(E) & =\frac{1}{2 \pi i} \int d E G_{\mathrm{neq}}^{\mathrm{BS}<}(E) . \tag{6.35}
\end{align*}
$$

We conclude this section by introducing a different, but equivalent way to set the effective coupling, which is more appropriate for certain systems. Instead of defining an energy-dependent $\alpha(E)$ we can define a set of $N_{\alpha}$ energy-independent matrices $\alpha_{n}$, each of which is positive semidefinite, and with eigenvalues ranging between 0 and 1 . The set $\left\{\alpha_{n}\right\}$ has to satisfy

$$
\begin{equation*}
\sum_{n=1}^{N_{\alpha}} \alpha_{n}=\mathbb{1}_{N} \tag{6.36}
\end{equation*}
$$

We can then introduce a corresponding set of $N_{\alpha}$ fictitious leads, each of them with its own Fermi energy $E_{\mathrm{F}, n}$, and effective coupling

$$
\begin{equation*}
\Gamma_{n}^{\delta}=\delta S_{\mathrm{M}}^{\frac{1}{2}} \alpha_{n} S_{\mathrm{M}}^{\frac{1}{2}} \tag{6.37}
\end{equation*}
$$

The contribution of the BSs to the lesser GF then is

$$
\begin{equation*}
G_{\mathrm{M}}^{\mathrm{BS}<}(E)=G_{\mathrm{M}} \sum_{n=1}^{N_{\alpha}} \Gamma_{n}^{\delta} f_{n}(E) G_{\mathrm{M}}^{\dagger} \tag{6.38}
\end{equation*}
$$

with $f_{n}(E)$ being the Fermi-Dirac distribution with Fermi energy $E_{\mathrm{F}, n}$. It is possible to determine the matrix $\alpha(E)$ giving the same $G^{\mathrm{BS}<}(E)$ by equating Eqs. (6.24) and (6.38), which gives

$$
\begin{equation*}
\alpha(E)=\sum_{n=1}^{N_{\alpha}} \alpha_{n} \frac{f_{n}(E)-f_{\mathrm{R}}(E)}{f_{\mathrm{L}}(E)-f_{\mathrm{R}}(E)} \tag{6.39}
\end{equation*}
$$

This shows that both approaches are equivalent. We will use Eq. (6.39) to set the occupation of the BSs in Sec. 7.7, where double-barrier $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions are investigated.

### 6.3 Generalized bound states

For a two-terminal device the effective Hamiltonian of the EM, defined in Eq. (4.28), is

$$
\begin{equation*}
H_{\mathrm{eff}}=H_{\mathrm{M}}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}} \tag{6.40}
\end{equation*}
$$

and $G_{\mathrm{M}}=\left[(E+i \delta) S_{\mathrm{M}}-H_{\mathrm{eff}}\right]^{-1}$. In the same way as described in Sec. 4.1 we can now write the effective Hamiltonian and the GF by using their spectral representation, the major difference however is that, in contrast to the DFT Hamiltonian, the matrix $H_{\text {eff }}$ is not Hermitian. As a consequence the eigenvalues of $H_{\text {eff }}$ are complex valued, and the right and left eigenvectors differ from each other. For a given complex eigenvalue $\epsilon_{n}$ the right eigenvectors $\psi_{n}$ satisfy the equation

$$
\begin{equation*}
H_{\mathrm{eff}} \psi_{n}=\epsilon_{n} S_{\mathrm{M}} \psi_{n} \tag{6.41}
\end{equation*}
$$

whereas the left eigenvectors $\tilde{\psi}_{n}$ for the same eigenvalue fulfill

$$
\begin{equation*}
\tilde{\psi}_{n}^{\dagger} H_{\mathrm{eff}}=\tilde{\psi}_{n}^{\dagger} \epsilon_{n} S_{\mathrm{M}} \tag{6.42}
\end{equation*}
$$

We note that the sets $\left\{\epsilon_{n}\right\},\left\{\psi_{n}\right\}$, and $\left\{\tilde{\psi}_{n}\right\}$ are all energy dependent, since $H_{\text {eff }}$ itself is energy dependent. Moreover, due to the imposed causality the eigenvalues $\epsilon_{n}$ have a negative imaginary part. The eigenvectors are normalized in such a way that $\tilde{\psi}_{n}^{\dagger} S_{\mathrm{M}} \psi_{m}=\delta_{n m}$ and $\tilde{\psi}_{n}^{\dagger} S_{\mathrm{M}} \tilde{\psi}_{n}=1$. $H_{\text {eff }}$ can then be written in spectral form as

$$
\begin{equation*}
H_{\mathrm{eff}}=\sum_{n=1}^{N} \epsilon_{n} S_{\mathrm{M}} \psi_{n} \tilde{\psi}_{n}^{+} S_{\mathrm{M}}, \tag{6.43}
\end{equation*}
$$

and the retarded GF is

$$
\begin{equation*}
G_{\mathrm{M}}=\sum_{n=1}^{N} \frac{1}{E+i \delta-\epsilon_{n}} \psi_{n} \tilde{\psi}_{n}^{+} . \tag{6.44}
\end{equation*}
$$

A BS is found if there is a pole in $G_{\mathrm{M}}$ for $\delta \rightarrow 0^{+}$[194], which is the case at a real energy $E_{\mathrm{BS}, \mu}$ if

$$
\begin{equation*}
\operatorname{Re}\left[\epsilon_{n}\left(E_{\mathrm{BS}, \mu}\right)\right]=E_{\mathrm{BS}, \mu} \tag{6.45}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im}\left[\epsilon_{n}\left(E_{\mathrm{BS}, \mu}\right)\right]=0 \tag{6.46}
\end{equation*}
$$

The BS index $\mu$ runs from 1 to $N_{\mathrm{BS}}$, where $N_{\mathrm{BS}}$ is the number of BSs, which corresponds to the number of poles of $G_{\mathrm{M}}$. We define $\psi_{\mu}^{\mathrm{BS}}=\psi_{n}\left(E_{\mathrm{BS}, \mu}\right)$ and $\tilde{\psi}_{\mu}^{\mathrm{BS}}=$ $\tilde{\psi}_{n}\left(E_{\mathrm{BS}, \mu}\right)$ as the wave functions evaluated at the BS energy.

This concept can be generalized to include also weakly coupled states, by defining a maximum value $\eta^{\mathrm{W}}$ for the imaginary part of the eigenvalues. We define the generalized bound states (GBSs) as those states, where at a real energy $E_{\mu}^{\mathrm{W}}$

$$
\begin{equation*}
\operatorname{Re}\left[\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)\right]=E_{\mu}^{\mathrm{W}} \tag{6.47}
\end{equation*}
$$

and

$$
\begin{equation*}
-\operatorname{Im}\left[\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)\right] \leq \eta^{\mathrm{W}} \tag{6.48}
\end{equation*}
$$

are fulfilled at the same time. As a matter of notation, we denote the variables relating to BSs and GBSs with Greek indices. The GBSs therefore include both true BSs and also those weakly coupled states, for which the broadening in the energy is smaller than $\eta^{\mathrm{W}}$. The notion of GBSs is important for numerical computations, where the imaginary part of $\epsilon_{n}$ is never exactly zero, so that Eq. (6.46) is not applicable. By choosing the value of $\eta^{\mathrm{W}}$ it is therefore possible to set a lower limit to the imaginary part of the eigenvalues that is still considered numerically accurate. We note that the in general $\eta^{\mathrm{W}}$ can also be chosen to be large, in which case the GBSs represent a set of weakly coupled states, where the coupling is lower than some tolerance, which is set by $\eta^{\mathrm{W}}$. The total number of GBSs in the EM $N^{\mathrm{W}}$ depends on the choice of $\eta^{\mathrm{W}}$, and it can have any value. We define

$$
\begin{equation*}
\epsilon_{\mu}^{\mathrm{W}}=\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right) \tag{6.49}
\end{equation*}
$$

as the energy eigenvalue of the GBS with index $\mu$, and analogously $\psi_{\mu}^{\mathrm{W}}=\psi_{n}\left(E_{\mu}^{\mathrm{W}}\right)$ and $\tilde{\psi}_{\mu}^{\mathrm{W}}=\tilde{\psi}_{n}\left(E_{\mu}^{\mathrm{W}}\right)$ as the wave function evaluated at the energy of the GBS.

If we use a finite value for $\delta$ in constructing $G_{\mathrm{M}}$, then all those states have to be considered BSs , which contribute significantly only to $A_{\mathrm{BS}}$, and not to $A_{\mathrm{CS}}$. This is
the case for ali states with $-\operatorname{Im}\left(\epsilon_{n}\right) \ll \delta$. On the other hand, we consider those states as coupled to the leads, whose contribution to $A_{\mathrm{BS}}$ is negligible. This is the case for those states with $-\operatorname{Im}\left(\epsilon_{n}\right) \gg \delta$. Those states however, where $-\operatorname{Im}\left(\epsilon_{n}\right)$ is of the order of $\delta$, contribute to both $A_{\mathrm{BS}}$ and $A_{\mathrm{CS}}$, and have therefore to be considered partly as BSs, and partly as coupled states. If we choose $\eta^{\mathrm{W}}$ about one order of magnitude larger than $\delta$, then the resulting set of GBSs includes all the states that contribute significantly to $A_{\mathrm{BS}}$. Those GBSs, with $-\operatorname{Im}\left(\epsilon_{n}\right)$ of the order of $\delta$ or larger, contribute also to $A_{\mathrm{CS}}$.

The GBSs can be found in a graphical way, as schematically shown in Fig. 6.1. First the real part of all the eigenvalues $\left\{\epsilon_{n}\right\}$ is plotted as function of $E$. These are shown as continuous black curves in Fig. 6.1(a). The next step is to remove all those eigenvalues with large imaginary part, i.e. where $\operatorname{Im}\left[\epsilon_{n}(E)\right]>\eta^{\mathrm{W}}$. We assume that this is the case for two of the eigenvalue curves. The remaining two eigenvalues with $\operatorname{Im}\left[\epsilon_{n}(E)\right] \leq \eta^{\mathrm{W}}$ are plotted in 6.1(b) as black curves. For these the second criterion for the GBSs [Eq. (6.48)] is always automatically fulfilled. The remaining criterion [Eq. (6.47)] is then also fulfilled at those energies, where the black curves cut the dashed red curve, which is simply a plot of $E$ as function of $E$ itself. In this particular case we find two GBSs, marked with blue circles. The energy of the GBS $E^{W}$ is then simply the value of $E$ at the intersection of the two lines (marked by a circle). We use this scheme also in our numerical computations. The eigenvalues $\left\{\epsilon_{n}\right\}$ are first calculated on an energy mesh, and the GBSs are then found by interpolating the eigenvalues curves between the mesh points. This simple method works rather well, and allows one to reliably find the GBSs. This is shown in the examples presented at the end of this chapter. However, if the eigenvalues show highly non-linear behavior as functions of energy, the method might not find all the GBSs.

Using the definitions of $\Gamma_{\mathrm{L}}$ [Eq. (4.32)] and $\Gamma_{\mathrm{R}}$ [Eq. (4.33)], together with the definition of $H_{\text {eff }}$ [Eq. (4.28)], we can write the following identity:

$$
\begin{equation*}
\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}=i\left(H_{\mathrm{eff}}-H_{\mathrm{eff}}^{\dagger}\right) \tag{6.50}
\end{equation*}
$$

If we multiply this equation from the left by $\tilde{\psi}_{n}^{\dagger}$, and from the right with $\tilde{\psi}_{m}$, we obtain

$$
\begin{equation*}
\tilde{\psi}_{n}^{\dagger}\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) \tilde{\psi}_{m}=i\left(\epsilon_{n}-\epsilon_{m}^{*}\right) \tilde{\psi}_{n}^{\dagger} S_{\mathrm{M}} \tilde{\psi}_{m} \tag{6.51}
\end{equation*}
$$

We can now define left and right coupling coefficients $\gamma_{\mathrm{L}, n}^{E}$ and $\gamma_{\mathrm{R}, n}^{E}$ for a general state with index $n$ as

$$
\begin{align*}
& \gamma_{\mathrm{L}, n}^{E}=\tilde{\psi}_{n}^{\dagger} \Gamma_{\mathrm{L}} \tilde{\psi}_{n} \\
& \gamma_{\mathrm{R}, n}^{E}=\tilde{\psi}_{n}^{\dagger} \Gamma_{\mathrm{R}} \tilde{\psi}_{n} \tag{6.52}
\end{align*}
$$



Figure 6.1: Schematic representation of the graphical method for the location of the GBSs; the real part of the eigenvalues $\epsilon_{n}(E)$ of $H_{\text {eff }}$ is plotted as function of energy $E$ for all eigenvalues (a), and for the subset with $\operatorname{Im}\left[\epsilon_{n}(E)\right] \leq E^{\mathrm{W}}$ (b). The circles indicate the energy of the GBSs.

Here the superscript " $E$ " denotes that these coupling coefficients are energy dependent. Since $\Gamma_{\{L / R\}}$ are positive semidefinite Hermitian, the quantities $\gamma_{\{L / R\}, n}^{E}$ are real and positive. By setting $n=m$ in Eq. (6.51), and by using the normalization of the $\tilde{\psi}_{n}$, we then obtain the following relation for the imaginary part of the eigenvalue

$$
\begin{equation*}
\operatorname{Im}\left(\epsilon_{n}\right)=-\frac{1}{2}\left(\gamma_{\mathrm{L}, n}^{E}+\gamma_{\mathrm{R}, n}^{E}\right) \tag{6.53}
\end{equation*}
$$

This means that at each energy, the imaginary part of the eigenvalues can be split into the components due to the coupling with the individual leads. For the generic $\mu$-th GBS we finally define

$$
\begin{align*}
& \gamma_{\mathrm{L}, \mu}=\tilde{\psi}_{\mu}^{\mathrm{W} \dagger} \Gamma_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right) \tilde{\psi}_{\mu}^{\mathrm{W}}, \\
& \gamma_{\mathrm{R}, \mu}=\tilde{\psi}_{\mu}^{\mathrm{W} \dagger} \Gamma_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right) \tilde{\psi}_{\mu}^{\mathrm{W}}, \tag{6.54}
\end{align*}
$$

as the coupling coefficients at the energy of the GBS $E_{\mu}^{W}$, so that

$$
\begin{equation*}
\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)=-\frac{1}{2}\left(\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}\right) . \tag{6.55}
\end{equation*}
$$

This relation shows that the imaginary part of the energy, that corresponds to the broadening of a weakly coupled level, is a sum of the part associated to the coupling to the left lead $-\gamma_{\mathrm{L}, \mu} / 2$, and the part associated to the coupling to the right lead $-\gamma_{\mathrm{R}, \mu} / 2$. These coupling coefficients have the same meaning as the ones used in tight-binding models $[54,202,194]$. It is important to note that $\gamma_{\{L / R\}, \mu}$ are in general functions of the applied bias voltage. As we will show with the example of a weakly coupled magnetic molecule in Sec. 6.10, these couplings can change drastically as a function of bias, reflecting the fact that the nature of the states changes.

### 6.4 Bound states contribution to the Density matrix

Using the spectral representation of the GF, we obtain for the non-equilibrium part of the lesser GF describing the GBSs [Eq. (6.31)]

$$
\begin{align*}
G_{\text {neq }}^{\mathrm{BS}<}= & i \frac{f_{\mathrm{L}}-f_{\mathrm{R}}}{2} \sum_{n, m=1}^{N} \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{m}^{*}} \\
& \psi_{n} \tilde{\psi}_{n}^{\dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{m} \psi_{m}^{\dagger} . \tag{6.56}
\end{align*}
$$

The contribution to the charge density $\rho_{\text {neq }}^{\mathrm{BS}}$, given in Eq. (6.35), then is

$$
\begin{align*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}= & \sum_{n, m=1}^{N} \int_{-\infty}^{\infty} d E \frac{f_{\mathrm{L}}-f_{\mathrm{R}}}{4 \pi} \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{m}^{*}} \\
& \psi_{n} \tilde{\psi}_{n}^{\dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{m} \psi_{m}^{\dagger} \tag{6.57}
\end{align*}
$$

Since the matrices $\Gamma_{\{L / R\}}^{\delta}$ are proportional to $\delta$, when we choose $\eta^{\mathrm{W}}$ somewhat larger than $\delta$, the significant contributions to the integral come only from the GBSs that satisfy the criteria (6.47) and (6.48). The value of $\eta^{\mathrm{W}}$ thus determines how many states are important for the integral, in practical computations we typically choose $\eta^{\mathrm{W}}=10 \delta$. The sum over $n$ and $m$ in Eq. (6.57) can then be replaced by a sum over the GBSs only

$$
\begin{align*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}= & \sum_{m, n \in \mathrm{GBS}} \int_{-\infty}^{\infty} d E \frac{f_{\mathrm{L}}-f_{\mathrm{R}}}{4 \pi} \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{m}^{*}} \\
& \psi_{n} \tilde{\psi}_{n}^{\dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{m} \psi_{m}^{\dagger}, \tag{6.58}
\end{align*}
$$

where " $m, n \in$ GBS" indicates that the sum runs only over those states $m$ and $n$ that have a GBS at some $E$. For each GBS with index $\mu$ the main contribution to the integral comes from energies within a range of $\delta$ around $E_{\mu}^{W}$. If we now further assume that the weakly coupled states are not degenerate, or more generally that the spacing between the states is much larger than $\delta$, then the integral is only significantly different from zero for $m=n$. With these assumptions we can also take the wave function dependent part, as well as the Fermi-Dirac distributions, out of the integral, with the functions evaluated at $E=E_{\mu}^{\mathrm{W}} . \rho_{\text {neq }}^{\mathrm{BS}}$ can therefore be approximated as

$$
\begin{align*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}= & \sum_{\mu}^{N^{\mathrm{W}}} \frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{4 \pi} \psi_{\mu}^{\mathrm{W}} \tilde{\psi}_{\mu}^{\mathrm{W} \dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} \\
& \left.\int_{-\infty}^{\infty} d E \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{n}^{*}}\right|_{n \equiv \mu}, \tag{6.59}
\end{align*}
$$

where " $n \equiv \mu$ " indicates that $n$ is the index of the eigenvalue including the GBS with index $\mu$, so that $\epsilon_{\mu}^{\mathrm{W}}=\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)$ [see Eq. (6.49)]. Assuming that $\operatorname{Re}\left(\epsilon_{n}\right)$ varies linearly in an energy range of the order of a few $\delta$ around $E_{\mu}^{W}$, and that $\operatorname{Im}\left(\epsilon_{n}\right)$ is constant over the same range, the integral can be evaluated, so that $\rho_{\text {neq }}^{\mathrm{BS}}$ is

$$
\begin{align*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}= & \sum_{\mu}^{N^{\mathrm{W}}} \frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \psi_{\mu}^{\mathrm{W}} \tilde{\psi}_{\mu}^{\mathrm{W} \dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} \\
& \frac{1}{-2 \operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} . \tag{6.60}
\end{align*}
$$

Here the factor

$$
\begin{equation*}
\beta_{\mu}=\left.\frac{\partial \operatorname{Re}\left(\epsilon_{n}\right)}{\partial E}\right|_{n \equiv \mu, E=E_{\mu}^{W}} \tag{6.61}
\end{equation*}
$$

is the derivative of the real part of the eigenvalues with respect to the energy, evaluated at $E=E_{\mu}^{\mathrm{W}}$. If $\operatorname{Re}\left(\epsilon_{n}\right)$ varies significantly around $E=E_{\mu}^{\mathrm{W}}$, then the factor $1 /\left|1-\beta_{\mu}\right|$ takes into account the fact that the number of electrons, which can be put into a GBS, is different from 1. This will be illustrated with the tight-binding example in Sec. 6.8. $\beta_{\mu}$ can be either calculated approximately, by interpolating the slope of $\epsilon_{n}(E)$ between two energy points, or else it can be determined semi-analytically from

$$
\begin{align*}
\frac{\partial \epsilon_{n}}{\partial E} & =\frac{\partial \tilde{\psi}_{n}^{\dagger} H_{\mathrm{eff}} \psi_{n}}{\partial E} \\
& =\tilde{\psi}_{n}^{\dagger} \frac{\partial H_{\mathrm{eff}}}{\partial E} \psi_{n}  \tag{6.62}\\
& =\tilde{\psi}_{n}^{\dagger}\left(\frac{\partial \Sigma_{\mathrm{L}}}{\partial E}+\frac{\partial \Sigma_{\mathrm{R}}}{\partial E}\right) \psi_{n} \tag{6.63}
\end{align*}
$$

Here we have used the definition of $H_{\text {eff }}$ [Eq. (4.28)] and the normalization $\tilde{\psi}_{n}^{\dagger} S_{\mathrm{M}} \psi_{n}=$ 1. In Appendix C. 4 it is shown how the derivative of the SE with respect to energy can be obtained. If we now also use the definitions in Eq. (6.54), together with relation (6.55), $\rho_{\text {neq }}^{\mathrm{BS}}$ becomes

$$
\begin{equation*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}=\sum_{\mu}^{N^{\mathrm{W}}} \frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \frac{\tilde{\psi}_{\mu}^{\mathrm{W} \dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{\mu}^{\mathrm{W}}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} . \tag{6.64}
\end{equation*}
$$

We now define $p_{\mu}$ as

$$
\begin{equation*}
p_{\mu}=\frac{\tilde{\psi}_{\mu}^{\mathrm{W} \dagger}\left(\Gamma_{\mathrm{L}}^{\delta}-\Gamma_{\mathrm{R}}^{\delta}\right) \tilde{\psi}_{\mu}^{\mathrm{W}}}{2 \delta}=2 \tilde{\psi}_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}}^{\frac{1}{2}} \alpha\left(E_{\mu}^{\mathrm{W}}\right) S_{\mathrm{M}}^{\frac{1}{2}} \tilde{\psi}_{\mu}^{\mathrm{W}}-1, \tag{6.65}
\end{equation*}
$$

where we have also used the definitions of $\Gamma_{\{\mathrm{L} / \mathrm{R}\}}^{\delta}\left[\right.$ Eq. (6.22)]. $p_{\mu}$ is a real number ranging between -1 and 1 , and it is a measure of the relative coupling of a GBS to
the left and right leads. If all the GBSs have coupling only to the right lead, then $\alpha=\mathbb{O}_{N}$, and $p_{\mu}=-1$. On the other hand, if the GBSs have effective coupling only to the left lead, then $\alpha=\mathbb{1}_{N}$, and $p_{\mu}=1$. If the coupling of a GBS is much stronger to the left (right) lead, then $p_{\mu} \approx 1\left(p_{\mu} \approx-1\right)$. Finally for symmetric coupling $p_{\mu} \approx 0$. Instead of choosing the matrix $\alpha$, we can alternatively set the occupation of each individual BS by settings the value of $p_{\mu} \cdot \rho_{\text {neq }}^{\mathrm{BS}}$ can then be rewritten as

$$
\begin{equation*}
\rho_{\mathrm{neq}}^{\mathrm{BS}}=\sum_{\mu}^{N^{\mathrm{W}}} p_{\mu} \frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \frac{2 \delta}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} . \tag{6.66}
\end{equation*}
$$

For true BSs we have to take the limit $\delta \rightarrow 0^{+}$, in which case, by following an analogous procedure as that used for the density matrix, we obtain for the BSs contribution to the SF

$$
\begin{equation*}
A_{\mathrm{BS}}=\sum_{\mu=1}^{N_{\mathrm{BS}}} \delta\left(E-E_{\mathrm{BS}, \mu}\right) \frac{2 \pi}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{BS}} \psi_{\mu}^{\mathrm{BSt}} \tag{6.67}
\end{equation*}
$$

and for the BSs contribution to the non-equilibrium part of the lesser GF

$$
\begin{equation*}
G_{\mathrm{neq}}^{\mathrm{BS},<}=i\left(f_{\mathrm{L}}-f_{\mathrm{R}}\right) \sum_{\mu=1}^{N_{\mathrm{BS}}} \delta\left(E-E_{\mathrm{BS}, \mu}\right) p_{\mu} \frac{\pi}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{BS}} \psi_{\mu}^{\mathrm{BST}} . \tag{6.68}
\end{equation*}
$$

It is straightforward to verify that $\rho_{\text {neq }}^{\mathrm{BS}}$ obtained by integrating this equation is identical to Eq. (6.66) for $\delta=0$, if we use the fact that for true BSs $\gamma_{\mathrm{L}, \mu}=\gamma_{\mathrm{R}, \mu}=0$.

### 6.5 Self-consistent occupation for generalized bound states

For true BSs the relative coupling number $p_{\mu}$ has to be set in order to reproduce the physically meaningful occupation, as described in Sec. 6.2. This can be done by choosing an appropriate $\alpha$ matrix. For the parallel plate capacitor with the BS on the surface, the choice of $\alpha$ described in Sec. 6.2 would simply result in $p_{\mu}=1$ for the BS located on the left surface, and $p_{\mu}=-1$ for the BS located on the right surface. In conjunction with Eq. (6.66), this shows again that the BSs on the left (right) surface follow the left (right) Fermi energy. If the GBS is weakly coupled, then its occupation at a given bias is in principle defined. We can therefore choose whether to set $p_{\mu}$ using the matrix $\alpha$ as for the true BSs , or whether to choose $p_{\mu}$ in such a way, that the resulting occupation of the state corresponds to the one for $\delta=0$. In this section we describe how to set $p_{\mu}$ in the second case.

For one weakly coupled GBS with index $\mu$, the main contribution $\rho_{\text {neq }, \mu}^{\mathrm{BS}}$ to the total $\rho_{\text {neq }}^{\mathrm{BS}}$, given in Eq. (6.66), is

$$
\begin{equation*}
\rho_{\mathrm{neq}, \mu}^{\mathrm{BS}}=p_{\mu} \frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \frac{2 \delta}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} . \tag{6.69}
\end{equation*}
$$

Since it is a weakly coupled state, its contribution $\rho_{\text {neq }, \mu}$ to the total $\rho_{\text {neq }}$ [Eq. (6.34)] can be calculated analogously to $\rho_{\mathrm{neq}, \mu}^{\mathrm{BS}}$, and the result is

$$
\begin{equation*}
\rho_{\mathrm{neq}, \mu}=\frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \frac{\gamma_{\mathrm{L}, \mu}-\gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} . \tag{6.70}
\end{equation*}
$$

Due to the fact that the state is weakly coupled, $\rho_{\text {neq }, \mu}^{\mathrm{BS}}=0$ in the limit $\delta \rightarrow 0^{+}$. We can therefore determine $p_{\mu}$ by requiring that the total contribution of the GBSs to the density matrix at a finite $\delta$ is identical to the one for $\delta=0$, which is the case if

$$
\begin{equation*}
\left.\rho_{\text {neq }, \mu}\right|_{\delta \rightarrow 0^{+}}=\rho_{\text {neq }, \mu}+\left.\rho_{\text {neq }, \mu}^{\mathrm{BS}}\right|_{\delta \neq 0} . \tag{6.71}
\end{equation*}
$$

With Eqs. (6.69) and (6.70) this condition becomes

$$
\begin{equation*}
\frac{\gamma_{\mathrm{L}, \mu}-\gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}}=\frac{\gamma_{\mathrm{L}, \mu}-\gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta}+p_{\mu} \frac{2 \delta}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} . \tag{6.72}
\end{equation*}
$$

If we solve this equation for $p_{\mu}$, we obtain

$$
\begin{equation*}
p_{\mu}=\frac{\gamma_{\mathrm{L}, \mu}-\gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}} . \tag{6.73}
\end{equation*}
$$

We can therefore obtain the correct NEGF $\delta=0$ result even using a finite value for $\delta$, if we add the BSs correction term $\rho_{\text {neq }, \mu}^{\mathrm{BS}}$ and set $p_{\mu}$ to the value in Eq. 6.73. We call this method the bound states correction scheme (BSCS). For very weakly coupled states, setting $\delta=0$ would require a very fine energy integration mesh for the numerical evaluation of $\rho_{\text {neq }, \mu}$. However, by using a finite value of $\delta$, the integration mesh needs only to resolve peaks with a full width at half maximum (FWHM) of the order of $\delta$. If $\delta$ is chosen much larger than the true width of the peak for $\delta=0$, then the number of integration points can be drastically reduced, which results in a much faster computation. The drawback however is that the GBSs and their couplings have to be determined, however for $\delta \gg \gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}$ the extra work is negligible compared to the gain in reducing the number of integration points.

In an analogous way to the non equilibrium part of the charge density [Eq. (6.70)], we can also calculate the contribution of a weakly coupled state $\rho_{\mathrm{eq}, \mu}$ to the equilibrium part $\rho_{\text {eq }}$ [Eq. (6.33)], and the result is

$$
\begin{equation*}
\rho_{\mathrm{eq}, \mu}=\frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)+f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} \frac{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}+2 \delta} \frac{1}{\left|1-\beta_{\mu}\right|} \psi_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} . \tag{6.74}
\end{equation*}
$$

By adding $\rho_{\mathrm{eq}, \mu}$ and $\rho_{\text {neq }, \mu}$ for $\delta=0$, we obtain the occupation $\bar{p}_{\mu}$ of a molecular state as

$$
\begin{align*}
\bar{p}_{\mu} & =\frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)+f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2}+\frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)-f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2} p_{\mu} \\
& =\frac{f_{\mathrm{L}}\left(E_{\mu}^{\mathrm{W}}\right)}{2}\left(1+p_{\mu}\right)+\frac{f_{\mathrm{R}}\left(E_{\mu}^{\mathrm{W}}\right)}{2}\left(1-p_{\mu}\right) \tag{6.75}
\end{align*}
$$

To conclude this section we note that the standard NEGF scheme is not applicable in cases with very small and symmetric coupling, like quantum dots $[206,207]$. Usually a different method, based on rate equations, is used to determine the occupation for these states $[203,204,205,206,207]$. Even in those cases however we can use the GBSs to separate out the weakly coupled states from the strongly coupled ones in a NEGF calculation. By determining the coupling coefficients [Eq. (6.54)] their occupation can then be determined using the rate equations formalism. The strongly coupled states on the other hand can be occupied with the NEGF formalism.

### 6.6 Mesh refinement algorithm

Using the BSCS, described in the previous section, it is possible to integrate the lesser GF using a rather coarse mesh, even when very weakly coupled states are present. Another approach is to use an adaptive energy grid instead of a grid with fixed mesh-point density. This grid should be fine at the energies of the weakly coupled states, and coarse in the energy regions where the DOS is rather smooth. Different approaches have been studied in Ref. [252] in order to generate such a mesh. Here we present an alternative method based on the concepts described in the previous sections. The main idea is to start the determination of the energy mesh by adding a rather large value of $\delta$ to the energy, so that all the possible peaks in the DOS due to weakly coupled states are broadened and they can be located with a rather coarse energy mesh. The mesh is then refined in an energy range around these broad peaks, and the size of $\delta$ is reduced. This is repeated until $\delta$ is smaller than the FWHM of the sharpest peak in the DOS.

Unfortunately, the contribution from the weakly coupled states to the total DOS is usually overshadowed by the much larger contribution from the strongly coupled states. In typical calculations of molecules attached to metallic leads, the major contribution to the DOS comes from the bulk-like states in the metallic electrodes. The peaks in the DOS due to weakly coupled states are often barely visible, and therefore difficult to locate. The main idea now is that instead of using the total DOS $\mathcal{N}_{\mathrm{M}}(E)$ to locate the peaks, we only use the contribution to the DOS generated by the

GBSs $\mathcal{N}_{\mathrm{BS}}(E)$, evaluated at a finite value of $\delta$. For a very large $\delta$ the main contribution to the total DOS $\mathcal{N}_{\mathrm{M}}(E)=\mathcal{N}_{\mathrm{CS}}(E)+\mathcal{N}_{\mathrm{BS}}(E)$ [Eq. (6.8)] comes from $\mathcal{N}_{\mathrm{BS}}(E)$ [Eq. (6.7)], whereas for small $\delta$ the largest part of the DOS is usually contained in the contribution coming from the coupled states $\mathcal{N}_{\mathrm{CS}}(E)$ [Eq. (6.6)]. As discussed in Sec. $6.1, \mathcal{N}_{\mathrm{BS}}(E)$ contributes in the limit $\delta \rightarrow 0^{+}$only if true BSs are present, for finite $\delta$ however it contributes also due to the presence of weakly coupled states.
$\mathcal{N}_{\mathrm{BS}}(E)$ is now written in an approximate form, that allows to determine the width and height of possible peaks as function of $\delta$. Using Eqs. (6.7), (6.19), together with the spectral representation of $G_{\mathrm{M}}$ [Eq. (6.44)], $\mathcal{N}_{\mathrm{BS}}(E)$ can be written as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{BS}}(E)=\frac{1}{\pi} \sum_{n, m=1}^{N} \delta \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{m}^{*}} \tilde{\psi}_{n}^{\dagger} S_{\mathrm{M}} \tilde{\psi}_{m} \psi_{m}^{\dagger} S_{\mathrm{M}} \psi_{n} \tag{6.76}
\end{equation*}
$$

As described in Sec. 6.3, for a given value of $\delta$ we can choose $\eta^{W}$ in such a way, that the main contribution to $\mathcal{N}_{\mathrm{BS}}(E)$ is due to the resulting set of $N^{\mathrm{W}} \mathrm{GBSs}$. This can be achieved by setting $\eta^{W}$ about one order of magnitude larger than $\delta$. As an approximation, we can then replace the sum over all states in Eq. (6.76) by the sum over the GBSs only. In this section we assume that the $\left\{\epsilon_{n}\right\}$ are constant over energy, at least in the vicinity of the energy of the GBSs. If we further neglect overlap terms, it is enough to consider the terms with $n=m$. Eq. (6.76) can then be approximated to

$$
\begin{equation*}
\mathcal{N}_{\mathrm{BS}}(E) \approx \frac{1}{\pi} \sum_{\mu=1}^{N^{\mathrm{W}}} \delta \frac{1}{E+i \delta-\epsilon_{\mu}^{\mathrm{W}}} \frac{1}{E-i \delta-\epsilon_{\mu}^{\mathrm{W} *}} \tilde{\psi}_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}} \tilde{\psi}_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}} \psi_{\mu}^{\mathrm{W}} \tag{6.77}
\end{equation*}
$$

The wave functions are normalized in such a way that $\tilde{\psi}_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}} \tilde{\psi}_{\mu}^{\mathrm{W}}=1$. The term $\psi_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}} \psi_{\mu}^{\mathrm{W}}$ in contrast can have any value. However here we assume that also $\psi_{\mu}^{\mathrm{W} \dagger} S_{\mathrm{M}} \psi_{\mu}^{\mathrm{W}}=$ 1. This is usually a good approximation for weakly coupled states, for which $\tilde{\psi}_{\mu}^{W} \approx$ $\psi_{\mu}^{\mathrm{W}}$. The approximate relation for $\mathcal{N}_{\mathrm{BS}}(E)$ then is

$$
\begin{equation*}
\mathcal{N}_{\mathrm{BS}}(E)=\frac{1}{\pi} \sum_{\mu=1}^{N^{\mathrm{W}}} \frac{\delta}{\left[E-\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]^{2}+\left[\delta-\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]^{2}} \tag{6.78}
\end{equation*}
$$

We note that since $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right) \leq 0$, then $\delta-\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)>0 . \mathcal{N}_{\mathrm{BS}}(E)$ therefore is simply a sum of Lorentzian functions, one for each of the GBSs. The contribution from a single GBS is

$$
\begin{equation*}
\mathcal{N}_{\mathrm{BS}, \mu}(E)=\frac{1}{\pi} \frac{\delta}{\left[E-\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]^{2}+\left[\delta-\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]^{2}} \tag{6.79}
\end{equation*}
$$

so that $\mathcal{N}_{\mathrm{BS}}(E)=\sum_{n=1}^{N^{\mathrm{W}}} \mathcal{N}_{\mathrm{BS}, \mu}(E)$. The center of the Lorentzian function $\mathcal{N}_{\mathrm{BS}, \mu}(E)$ is at $E=\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$, and the FWHM is equal to $2\left[\delta-\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]$. The minimum FWHM, which is found for those GBSs with $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)=0$, is given by $2 \delta$. In order to resolve reliably all the peaks, the needed energy mesh spacing $\Delta_{E}^{\delta}$ for a given $\delta$ has to be of the order of $\delta$. We now introduce the free parameter $r_{\Delta}$, which sets $\Delta_{E}^{\delta}$ for a given $\delta$ by

$$
\begin{equation*}
\Delta_{E}^{\delta}=r_{\Delta} \delta \tag{6.80}
\end{equation*}
$$

In our calculations we usually choose $r_{\Delta}$ somewhere in the range between 0.1 and 1 , which guarantees that all the peaks in $\mathcal{N}_{\mathrm{BS}}(E)$ are resolved. This feature is the first important part of our adaptive mesh algorithm: no matter how sharp the peaks in the DOS are, by using a finite value of $\delta$ they are broadened, so that they can always be resolved with a regular mesh of spacing $\Delta_{E}^{\delta}$.

In order to obtain an adaptive mesh algorithm we now need to identify in which energy regions the mesh has to be refined. This information can be obtained from the value of $\mathcal{N}_{\mathrm{BS}, \mu}(E)$. By definition the energy spacing $\Delta_{E}^{\delta}$ is fine enough, in order to resolve peaks with a FWHM of $2 \delta$. Therefore all the peaks generated by GBSs with $\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right| \geq \delta$ can be resolved even if $i \delta$ was not added to the energy. For such a GBS with $\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right| \geq \delta$, and using Eq. (6.79), we have

$$
\begin{equation*}
\pi \delta \mathcal{N}_{\mathrm{BS}, \mu}(E) \leq \frac{1}{2} \quad \text { for } \quad\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right| \geq \delta \tag{6.81}
\end{equation*}
$$

On the other hand, for those GBSs with $\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right|<\delta$, the mesh is not fine enough, and needs to be refined. For those GBSs with $\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right|<\delta$ we have

$$
\begin{equation*}
\pi \delta \mathcal{N}_{\mathrm{BS}, \mu}(E)>\frac{1}{2} . \quad \text { for } \quad\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right|<\delta \tag{6.82}
\end{equation*}
$$

In the same way, from Eq. (6.78) we can see that if the total $\pi \delta \mathcal{N}_{\mathrm{BS}}(E) \leq \frac{1}{2}$, then there is no state with $\left|\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right|<\delta$ in a region of $\pm \delta$ around this energy. If $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>\frac{1}{2}$, then there might be a such a state within $\pm \delta$, so that the mesh has to be refined in that region. This allows us to define the following criterion for the mesh refinement: the mesh has to be refined at all those energies where

$$
\begin{equation*}
\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>\frac{1}{2} \tag{6.83}
\end{equation*}
$$

More generally we can therefore introduce a refinement parameter $r_{\delta}$, and require the mesh to be refined if

$$
\begin{equation*}
\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>r_{\delta} \tag{6.84}
\end{equation*}
$$

In practical calculations we usually use $r_{\delta}=1 / 2$, however the value can also be reduced.

$$
\begin{array}{lll}
\text { state 1 } & \text { state 2 } & \text { state 3 } \\
\hline & & \\
\operatorname{Re}\left(\epsilon_{1}\right)=-8.0 \mathrm{eV} & \operatorname{Re}\left(\epsilon_{2}\right)=0.0 \mathrm{eV} & \operatorname{Re}\left(\epsilon_{3}\right)=4.0 \mathrm{eV} \\
\operatorname{Im}\left(\epsilon_{1}\right)=-2.0 \mathrm{eV} & \operatorname{Im}\left(\epsilon_{2}\right)=-0.1 \mathrm{eV} & \operatorname{Im}\left(\epsilon_{3}\right)=-0.001 \mathrm{eV} \\
\hline
\end{array}
$$

Table 6.1: Parameters used in the 3 state example system.

This allows us to formulate the adaptive mesh algorithm as follows: we start by choosing values for $r_{\Delta}, r_{\delta}$ and an initial value $\delta_{0}$ for $\delta$. Next we calculate $\mathcal{N}_{\mathrm{BS}}(E)$ on a mesh with spacing $\Delta_{E}^{\delta}=r_{\Delta} \delta$ using Eq. (6.7). For all those energies where $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>r_{\delta}$, we have to refine the mesh in an energy range of $E-\delta$ to $E+\delta$. The refined mesh spacing is given by the choice of a new, reduced value of $\delta=\delta_{1}$, so that now $\Delta_{E}^{\delta}=r_{\Delta} \delta_{1}$. This procedure is repeated until for a certain value of $\delta$ there are no energies with $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>r_{\delta}$. Once the energy mesh is determined, we can set $\delta=0$ for all the calculations on that mesh. If BSs are present, then we can define a lowest value $\delta_{\mathrm{BS}}$ for $\delta$, below which the states are considered BSs (see Sec. 6.3). In these cases the mesh is refined until $\delta<\delta_{\mathrm{BS}}$. The occupation of the BSs has then to be set as described in Sec. 6.2. We note that this recursive algorithm can therefore also be used as an alternative way to locate the BSs.

We now illustrate the algorithm on an example system, in which there are only 3 states, each one is located at a different energy and possessing a different broadening. The values of the used parameters are given in Tab. 6.1. State 1 is a broad state, state 2 has an intermediate energy width, and state 3 is a rather localized state. For such a system we can write $\mathcal{N}_{\mathrm{CS}}(E)$ as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{CS}}(E)=\frac{1}{\pi} \sum_{n=1}^{3} \frac{-\operatorname{Im}\left(\epsilon_{n}\right)}{\left[E-\operatorname{Re}\left(\epsilon_{n}\right)\right]+\left[\delta-\operatorname{Im}\left(\epsilon_{n}\right)\right]^{2}} \tag{6.85}
\end{equation*}
$$

$\mathcal{N}_{\mathrm{BS}}(E)$ as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{BS}}(E)=\frac{1}{\pi} \sum_{n=1}^{3} \frac{\delta}{\left[E-\operatorname{Re}\left(\epsilon_{n}\right)\right]+\left[\delta-\operatorname{Im}\left(\epsilon_{n}\right)\right]^{2}}, \tag{6.86}
\end{equation*}
$$

and the total $\operatorname{DOS} \mathcal{N}_{\mathrm{M}}(E)$ as

$$
\begin{equation*}
\mathcal{N}_{\mathrm{M}}(E)=\frac{1}{\pi} \sum_{n=1}^{3} \frac{\delta-\operatorname{Im}\left(\epsilon_{n}\right)}{\left[E-\operatorname{Re}\left(\epsilon_{n}\right)\right]+\left[\delta-\operatorname{Im}\left(\epsilon_{n}\right)\right]^{2}} \tag{6.87}
\end{equation*}
$$

In Fig. 6.2 these three DOSs are shown for $\delta=0.1 \mathrm{eV}$. For the strongly coupled state 1 almost all the DOS is contained in $\mathcal{N}_{\mathrm{CS}}(E)$, whereas it is barely visible in


Figure 6.2: Contributions to the DOS for the 3 states example system with the parameters given in Tab. 6.1, for $\delta=0.1 \mathrm{eV}$.
$\mathcal{N}_{\mathrm{BS}}(E)$. For state $2 \operatorname{Im}\left(\epsilon_{2}\right)=\delta$, so that its contributes with the same amplitude to both $\mathcal{N}_{\mathrm{CS}}(E)$ and $\mathcal{N}_{\mathrm{BS}}(E)$. State 3 finally has has $\operatorname{Im}\left(\epsilon_{3}\right) \ll \delta$, and therefore almost all the DOS is contained in $\mathcal{N}_{\mathrm{BS}}(E)$, whereas it is barely visible in $\mathcal{N}_{\mathrm{CS}}(E)$. This shows that as the absolute value of the imaginary part of the states decreases, the corresponding $\mathcal{N}_{\mathrm{CS}}(E)$ decreases, while $\mathcal{N}_{\mathrm{BS}}(E)$ increases. The FWHM of state 1 is approximately equal to $-2 \operatorname{Im}\left(\epsilon_{3}\right)$, whereas for state 3 it is approximately equal to $2 \delta$. This illustrates the broadening of the weakly coupled states induced by $\delta$.

In Fig. 6.3 the adaptive mesh algorithm for this system is illustrated. On the left panel we plot $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)$, which is used in order to detect where to refine the mesh via Eq. (6.84), for different values of $\delta$. The dashed horizontal line corresponds to the chosen value of the refinement parameter $r_{\delta}=0.5$. For those energies, where $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)>r_{\delta}$ (black part of the curve), the mesh needs to be refined. For $\pi \delta \mathcal{N}_{\mathrm{BS}}(E) \leq r_{\delta}$ (green part of the curve), no refinement of the mesh is needed. The shaded area corresponds to the energy region where for a given $\delta$ the mesh has to be refined. For $\delta=1 \mathrm{eV}$ no refinement is needed for state 1 , however for states 2 and 3 the mesh needs to be refined in the two broad grey areas. For $\delta=0.1 \mathrm{eV}$ the mesh is fine enough also for state 2, however for state 3 it still needs to be refined. The same is true for $\delta=0.01 \mathrm{eV}$. Only when $\delta$ reaches 0.001 eV , the energy mesh is fine enough also for state 3 . At this stage the mesh refinement would stop. If $\delta$ is further reduced to 0.0001 eV , no peaks are visible on this scale in $\pi \delta \mathcal{N}_{\mathrm{BS}}(E)$. We note that as long as $\delta>-\operatorname{Im}\left(\epsilon_{n}\right)$ the height of the peaks is approximately constant, but the width of the peaks shrinks progressively as we reduce $\delta$. Once $\delta<-\operatorname{Im}\left(\epsilon_{n}\right)$, then the


Figure 6.3: Left panel: $\delta \pi \mathcal{N}_{\mathrm{BS}}$, used in the criterion for the mesh refinement in Eq. (6.84), as function of energy $E$, for different values of the added imaginary part $\delta$. Right panel: $\mathcal{N}_{\mathrm{CS}}$ as function of energy. The parameters of the 3 states example system are given in Tab. 6.1.
width stays approximately constant, but the height is reduced. In the right panel of Fig. 6.3 $\mathcal{N}_{\mathrm{CS}}(E)$ is shown for the same values of $\delta$. It can be seen that reducing $\delta$ leads to an increase in $\mathcal{N}_{\mathrm{CS}}(E)$, until it is approximately constant once $\delta<0.001 \mathrm{eV}$.

Instead of calculating the full $\mathcal{N}_{\mathrm{BS}}(E)$, one can just calculate the dominant element in the sum of Eq. (6.78). The largest contribution comes from that GBS, for which at a given energy $E$ the term $\left|E-\epsilon_{\mu}^{W}\right|$ is minimal, so that $1 /\left|E-\epsilon_{\mu}^{W}\right|$ is maximized. We define $\epsilon_{\max }=\epsilon_{\mu_{\max }}^{\mathrm{W}}$, where $\mu_{\max }$ is the index of the GBS with the minimum value of $\left|E-\epsilon_{\mu}^{\mathrm{W}}\right|$ for a given energy. We can therefore equally use the quantity

$$
\begin{equation*}
\overline{\mathcal{N}}_{\mathrm{BS}}(E)=\frac{1}{\pi} \frac{\delta}{\left[E-\operatorname{Re}\left(\epsilon_{\max }\right)\right]+\left[\delta-\operatorname{Im}\left(\epsilon_{\max }\right)\right]^{2}}=\frac{1}{\pi} \frac{\delta}{\left|E-\epsilon_{\max }+i \delta\right|^{2}} \tag{6.88}
\end{equation*}
$$

instead of $\mathcal{N}_{\mathrm{BS}}(E)$ in the criterion for the mesh refinement [Eq. (6.84)]. If we define $\bar{g}_{\text {min }}$ as the eigenvalue with the smallest complex modulus of the matrix $E S_{\mathrm{M}}-H_{\text {eff }}$, then

$$
\begin{equation*}
\overline{\mathcal{N}}_{\mathrm{BS}}(E)=\frac{1}{\pi} \frac{\delta}{\left|\bar{g}_{\min }+i \delta\right|^{2}} \tag{6.89}
\end{equation*}
$$

The advantage now is that in order to obtain $\bar{g}_{\text {min }}$ it is not necessary to calculate all the eigenvalues of the matrix. There are numerical algorithms, such as the shifted Arnoldi scheme [253, 254], that allow the direct calculation of the eigenvalue with the smallest complex modulus. For large systems the calculation of $\overline{\mathcal{N}}_{\mathrm{BS}}(E)$ is therefore much faster than the one of $\mathcal{N}_{\mathrm{BS}}(E)$, so that this method should be more efficient. Moreover, in $\mathcal{N}_{\mathrm{BS}}(E)$ there is a background contribution coming from the strongly coupled states, with an amplitude proportional to $\delta$, which grows for large systems. This problem is avoided when using $\overline{\mathcal{N}}_{\mathrm{BS}}(E)$, since by construction it depends only on one eigenvalue, and is therefore size-independent. For our test systems this method worked rather well, although we note that the recursive algorithms to calculate $\bar{g}_{\text {min }}$ show convergence problems for certain energies.

### 6.7 Transmission through weakly coupled states

Using the GF in the form of Eq. (6.44), the transmission coefficient [Eq. (4.94)] can be written in its spectral representation as

$$
\begin{equation*}
T(E)=\sum_{n, m=1}^{N} \frac{1}{E+i \delta-\epsilon_{n}} \frac{1}{E-i \delta-\epsilon_{m}^{*}} \tilde{\psi}_{n}^{\dagger} \Gamma_{\mathrm{L}} \tilde{\psi}_{m} \psi_{m}^{\dagger} \Gamma_{\mathrm{R}} \psi_{n} \tag{6.90}
\end{equation*}
$$

For a system where the transmission is entirely through weakly coupled states, we can use the same approximations introduced in Sec. 6.4 for the evaluation of $\rho_{\text {neq }}^{W}$. We set the value of $\eta^{\mathrm{W}}$ in such a way, that all the weakly coupled states contributing to the transport satisfy Eq. (6.48), and they are therefore contained in the set of GBSs determined by such $\eta^{\mathrm{W}}$. If we apply the same approximations of Sec. 6.4, the resulting form for $T(E)$ is

$$
\begin{equation*}
T(E)=\sum_{\mu=1}^{N^{\mathrm{W}}} \frac{1}{E+i \delta-\epsilon_{\mu}^{\mathrm{W}}} \frac{1}{E-i \delta-\epsilon_{\mu}^{\mathrm{W} *}} \tilde{\psi}_{\mu}^{\mathrm{W} \dagger} \Gamma_{\mathrm{L}} \tilde{\psi}_{\mu}^{\mathrm{W}} \psi_{\mu}^{\mathrm{W} \dagger} \Gamma_{\mathrm{R}} \psi_{\mu}^{\mathrm{W}} \tag{6.91}
\end{equation*}
$$

with $\delta \rightarrow 0^{+}$. The finite value for $\delta$ leads to the same broadening of the peaks as in the DOS.

By using the definitions of $\gamma_{\{\mathrm{L} / \mathrm{R}\}, \mu}$ [Eq. (6.54)], and assuming that for the weakly coupled states $\psi_{\mu}^{\mathrm{W}} \approx \tilde{\psi}_{\mu}^{\mathrm{W}}$, in the limit $\delta=0$ we can write the transmission as

$$
\begin{equation*}
T(E)=\sum_{\mu=1}^{N^{\mathrm{W}}} \frac{\gamma_{\mathrm{L}, \mu} \gamma_{\mathrm{R}, \mu}}{\left[E-\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]^{2}+\frac{1}{4}\left[\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}\right]^{2}} \tag{6.92}
\end{equation*}
$$

This form of the transmission coefficient corresponds to the Bright-Wigner formula, and is often used in tight-binding models for the transmission through molecular


Figure 6.4: Schematic representation of the 1D tight-binding model.
states [54]. For a set of weakly coupled states, the transmission written in the form of Eq. (6.92) generally gives a better understanding of the transport properties than the general NEGF of Eq. (4.94). In particular, one can determine the nature of the molecular states contributing to $T(E)$, as well as the strength of the coupling of these states to the leads.

For one single state the maximum transmission is

$$
\begin{equation*}
T\left[\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)\right]=4 \frac{\gamma_{\mathrm{L}, \mu} \gamma_{\mathrm{R}, \mu}}{\left(\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}\right)^{2}}, \tag{6.93}
\end{equation*}
$$

which is equal to 1 if $\gamma_{\mathrm{L}, \mu}=\gamma_{\mathrm{R}, \mu}$, and becomes smaller as the difference between $\gamma_{\mathrm{L}, \mu}$ and $\gamma_{\mathrm{R}, \mu}$ gets larger. The height of a peak in the transmission is therefore a measure of the asymmetry of the coupling to the leads. The FWHM is equal to $\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}=-2 \operatorname{Im}\left(\epsilon_{\mu}\right)$. The integral over energy of the transmission gives the saturation current $I_{\mu, \max }$ of the state, which is

$$
\begin{equation*}
I_{\mu, \max }=\frac{2 \pi e}{h} \frac{\gamma_{\mathrm{L}, \mu} \gamma_{\mathrm{R}, \mu}}{\gamma_{\mathrm{L}, \mu}+\gamma_{\mathrm{R}, \mu}} . \tag{6.94}
\end{equation*}
$$

In Secs. 6.9 and 6.10 we verify the validity of the approximate model for the transmission, and find good agreement between the model and the exact solution.

For a BS the current is obtained by taking the limit $\gamma_{\mathrm{L} / \mathrm{R}, \mu} \rightarrow 0$ in Eq. 6.94, which gives $I_{\mu, \max }=0$. BSs therefore do not carry current. However if an effective coupling of the BSs to the leads is included, the current through these states is finite. This approach is taken in Refs. [246, 247, 248, 249, 243], and it is shown that in cases where the current is very small, the contribution of the BSs to the total current is not negligible. For some of the systems it is shown that the main contribution to the total current comes from the BSs.

### 6.8 1D-chain tight-binding model

In this section we illustrate the basic properties of the BSs, as presented in Secs. 6.1 and 6.3, using a simple tight-binding model. Such a model is also used chapter 6 of Refs. [194, 65] to illustrate the zero-bias properties of BSs due to impurities. The model system consists of an infinite 1D chain of atoms (Fig. 6.4). We note that in
this section all quantities are given in arbitrary units. The leads are described by one orbital per unit cell, with an onsite Hamiltonian $H_{0}=h$ and hopping matrix $H_{1}=H_{-1}=\gamma(\gamma \in \mathbb{R})$. The EM consists of a single atom with $H_{\mathrm{M}}=h_{\mathrm{s}}$ and $H_{\mathrm{ML}}=H_{\mathrm{MR}}=\gamma_{\mathrm{s}}$. The orbitals are all assumed to be orthogonal, so that the overlap matrix $S_{\mathrm{M}}$ is the identity matrix. The dispersion relation $E(k)$ for the leads then is

$$
\begin{equation*}
E=h+2 \gamma \cos k, \tag{6.95}
\end{equation*}
$$

with $k \in(-\pi, \pi]$. The inverse of the dispersion relation $k(E)$ is

$$
\begin{equation*}
\cos k=\frac{E-h}{2 \gamma} \tag{6.96}
\end{equation*}
$$

For each $E$ there are two $k$-points, describing left- and right-going states respectively. If we define $x=\frac{E-h}{2|\gamma|}$, and using the results of chapter 5 , the self-energies for this system are

$$
\begin{equation*}
\Sigma_{\mathrm{L}}(E)=\Sigma_{\mathrm{R}}(E)=\Delta-i \frac{\Gamma}{2}, \tag{6.97}
\end{equation*}
$$

where

$$
\begin{equation*}
\Delta=\frac{\gamma_{\mathrm{s}}^{2}}{|\gamma|}\left[x-\operatorname{sgn}(x) \sqrt{x^{2}-1} \theta(|x|-1)\right] \tag{6.98}
\end{equation*}
$$

is the real part, and

$$
\begin{equation*}
\Gamma=2 \frac{\gamma_{s}^{2}}{|\gamma|} \sqrt{1-x^{2}} \theta(1-|x|) \tag{6.99}
\end{equation*}
$$

is the imaginary part of the self-energy. The function $\theta(x)$ is the Heaviside step function. Fig. 6.5 shows $\Delta$ and $\Gamma$ as function of $E$, for the set of parameters $\gamma=$ $1, h=0, \gamma_{\mathrm{s}}=1$. The real part of the self-energy increases linearly for $|x|<1$, and decays proportional to $x^{-2}$ for large $x$. The imaginary part is always smaller or equal to zero, and is non-zero only for $|x|<1$. The GF of the EM then is

$$
\begin{equation*}
G_{\mathrm{M}}=\frac{1}{E+i \delta-h_{\mathrm{s}}-\Sigma_{\mathrm{L}}-\Sigma_{\mathrm{R}}} \tag{6.100}
\end{equation*}
$$

with $\delta \rightarrow 0^{+}$. The energy-dependent eigenvalue $\epsilon$ of the effective Hamiltonian $H_{\text {eff }}=$ $h_{\mathrm{s}}+\Sigma_{\mathrm{L}}+\Sigma_{\mathrm{R}}$ is

$$
\begin{equation*}
\epsilon=h_{\mathrm{s}}+\Sigma_{\mathrm{L}}+\Sigma_{\mathrm{R}} . \tag{6.101}
\end{equation*}
$$

In the remaining part of this section we set $h=0$, which corresponds to a shift of the zero of the energy scale to $h$, and $\gamma=1$, which sets the energy scale. We evaluate the GF and SF for different values of $h_{\mathrm{s}}$ and $\gamma_{s}$, first at zero-bias, and then at finite bias. One of the main results at zero bias is that, except for $\gamma_{s}=\gamma$ and $h_{\mathrm{s}}=h$, there are always BSs in the system, as also shown in Ref. [194]. At finite bias the BSs appear and disappear, depending on the bias voltage.


Figure 6.5: Real $(\Delta)$ and imaginary $(\Gamma)$ components of the self-energy for the 1D model system [Eq. (6.97)].

### 6.8.1 Zero bias

At zero bias we have $\Sigma_{\mathrm{L}}=\Sigma_{\mathrm{R}}$, and the GF of the EM becomes

$$
G_{\mathrm{M}}=\left\{\begin{array}{ll}
\frac{1}{\frac{1}{\left(1-\gamma_{\mathrm{s}}^{2}\right) E-h_{\mathrm{s}}+i \gamma_{\mathrm{I}}^{2} \sqrt{4-E^{2}}+i \delta}} & |E| \leq 2  \tag{6.102}\\
\frac{\left.1-\gamma_{\mathrm{s}}^{2}\right) E-h_{\mathrm{s}}+\operatorname{sgn}(E) \gamma_{\mathrm{s}}^{2} \sqrt{E^{2}-4}+i \delta}{(1)} & |E| \geq 2
\end{array} .\right.
$$

The different behavior for $E \leq 2$ and $E \geq 2$ is caused by the Heaviside step function in the SEs. Using the definition in Eq. (4.30), the SF of the EM then results to

$$
A_{\mathrm{M}}=\left\{\begin{array}{ll}
\frac{2 \gamma_{\mathrm{s}}^{2} \sqrt{4-E^{2}}+2 \delta}{\left[\left(1-\gamma_{\mathrm{s}}^{2}\right) E-h_{\mathrm{s}}^{2}\right]^{2}+\left(\gamma_{\mathrm{s}}^{2} \sqrt{4-E^{2}}+\delta\right)^{2}} & |E| \leq 2  \tag{6.103}\\
\frac{2 \delta}{\left[\left(1-\gamma_{\mathrm{s}}^{2}\right) E-h_{\mathrm{s}}+\operatorname{sgn}(E) \gamma_{\mathrm{s}}^{2} \sqrt{E^{2}-4}\right]^{2}+\delta^{2}} & |E| \geq 2
\end{array} .\right.
$$

Special case $h_{\mathrm{s}}=h$ and $\gamma_{\mathrm{s}}=\gamma$
If $h_{\mathrm{s}}=h$ and $\gamma_{\mathrm{s}}=\gamma$ the system corresponds to an infinite periodic chain of atoms. For this special case the SF becomes

$$
A_{\mathrm{M}}= \begin{cases}\frac{2}{\sqrt{4-E^{2}}+\delta} & |E| \leq 2  \tag{6.104}\\ \frac{2 \delta}{\operatorname{sgn}(E)\left(E^{2}-4\right)+\delta^{2}} & |E| \geq 2\end{cases}
$$

Taking the limit $\delta \rightarrow 0^{+}$we get

$$
\begin{equation*}
A_{\mathrm{M}}=\frac{2}{\sqrt{4-E^{2}}} \theta\left(4-E^{2}\right) \tag{6.105}
\end{equation*}
$$

With Eqs. (6.2) and (6.102) we can calculate $A_{\mathrm{CS}}=i G\left(\Gamma_{\mathrm{L}}+\Gamma_{\mathrm{R}}\right) G^{\dagger}$, the result for $\delta \rightarrow 0^{+}$is identical to the right-hand side of above equation. For $A_{\mathrm{BS}}$ we obtain $A_{\mathrm{BS}}=0$, so that there are no BS s in the system and as a result $A_{\mathrm{M}}=A_{\mathrm{CS}}$. This is the only case where there are no BSs in the system. By changing the parameters from this special case we can see how bound states appear in general.


Figure 6.6: Imaginary (a) and real (b) part of the eigenvalue of the effective Hamiltonian $\epsilon$, and (c) contributions to the SF, as function of energy $E$, at zero bias. The dashed red line in (b) is a plot of $E$ as function of $E$ itself $[f(E)=E]$, the blue circle indicates the energy of the BS, and the green part of the curve corresponds to the range of eigenvalues where $\operatorname{Im}(\epsilon)=0$.

## Special case $h_{\mathrm{s}} \neq h$ and $\gamma_{\mathrm{s}}=\gamma$

For $\gamma_{\mathrm{s}}=\gamma$, but $h_{\mathrm{s}} \neq h$, the eigenvalue $\epsilon$ of $H_{\text {eff }}$ is

$$
\epsilon=\left\{\begin{array}{ll}
h_{\mathrm{s}}+E-i \sqrt{4-E^{2}} & |E| \leq 2  \tag{6.106}\\
h_{\mathrm{s}}+E-\operatorname{sgn}(E) \sqrt{E^{2}-4} & |E| \geq 2
\end{array} .\right.
$$

In Fig. 6.6(a) and 6.6(b) the imaginary and real parts of $\epsilon$ are shown as function of energy. The general behavior of $\epsilon$ is largely determined by the behavior of the self-energies (see Fig. 6.5). $\operatorname{Im}(\epsilon)$ is zero except for $E \in(-2,2)$. A BS is found at an energy $E_{\mathrm{BS}}$ where $\operatorname{Re}\left[\epsilon\left(E_{\mathrm{BS}}\right)\right]=E_{\mathrm{BS}}$ and $\operatorname{Im}\left[\epsilon\left(E_{\mathrm{BS}}\right)\right]=0$ [see Eqs. (6.45) and (6.46)]. In Fig. 6.6(b) the BS is found graphically, in the way described in Sec. 6.3, for $h_{\mathrm{s}}=2$. First those regions of $\operatorname{Re}[\epsilon(E)]$, where $\operatorname{Im}[\epsilon(E)]=0$, are marked with a green color. Then all the crossings between the function $f(E)=E$ (dashed red line) and the green part of $\operatorname{Re}[\epsilon(E)]$ are determined. These correspond to the energy of the BSs. For the chosen set of parameters a BS is found at $E_{\mathrm{BS}} \approx 2.83$. From this graphical solution one can see that there is always a BS in the system, as long as $h_{\mathrm{s}} \neq h$, because there is always a crossing between the two curves in the green part. If the curves cross in one of the black regions of $\operatorname{Re}[\epsilon(E)]$ the first condition [Eq. (6.45)] is fulfilled, but not the second one [Eq. (6.46)], so that these states are coupled to the leads.

By using Eq. (6.103) the SF becomes

$$
A_{\mathrm{M}}= \begin{cases}\frac{2 \sqrt{4-E^{2}}+2 \delta}{h_{\mathrm{s}}^{2}+\left(\sqrt{4-E^{2}}+\delta\right)^{2}} & |E| \leq 2  \tag{6.107}\\ \frac{2 \delta}{\left[-h_{\mathrm{s}}+\operatorname{sgn}(E) \sqrt{E^{2}-4}\right]^{2}+\delta^{2}} & |E| \geq 2\end{cases}
$$

and taking the limit $\delta \rightarrow 0^{+}$we get

$$
A_{\mathrm{M}}=\left\{\begin{array}{ll}
\frac{2 \sqrt{4-E^{2}}}{h_{\mathrm{s}}^{2}\left(+4-E^{2}\right)} & |E| \geq 2  \tag{6.108}\\
\frac{2 \pi}{\left|1-\beta_{0}\right|} \delta\left(E-E_{\mathrm{BS}}\right), & |E| \geq 2
\end{array} .\right.
$$

Here $E_{\mathrm{BS}}=\operatorname{sgn}\left(h_{\mathrm{s}}\right) \sqrt{4+h_{\mathrm{s}}^{2}}$ and $\beta_{0}=\partial \operatorname{Re}(\epsilon) /\left.\partial E\right|_{E=\epsilon_{\mathrm{BS}}}=1-\sqrt{4+h_{\mathrm{s}}^{2}} /\left|h_{\mathrm{s}}\right|[$ with $\operatorname{Re}(\epsilon)$ taken from Eq. (6.106)]. For any $h_{\mathrm{s}} \neq 0$ therefore there is a BS. Again both $A_{\mathrm{CS}}$ and $A_{\mathrm{BS}}$ can be evaluated explicitly to be

$$
\begin{align*}
& A_{\mathrm{CS}}=\frac{2 \sqrt{4-E^{2}}}{h_{\mathrm{s}}^{2}+\left(4-E^{2}\right)} \Theta\left(4-E^{2}\right)  \tag{6.109}\\
& A_{\mathrm{BS}}=\frac{2 \pi}{\left|1-\beta_{0}\right|} \delta\left(E-E_{\mathrm{BS}}\right), \tag{6.110}
\end{align*}
$$

and it can indeed be verified that for this simple model $A_{\mathrm{M}}=A_{\mathrm{BS}}+A_{\mathrm{CS}}$. Moreover, the form of $A_{\mathrm{BS}}$ corresponds to the general form given in Eq. (6.67), if applied to this model. In Fig. 6.6(c) $A_{\mathrm{CS}}$ and $A_{\mathrm{BS}}$ are shown. A small finite value of $\delta$ is used in order to visualize the $\delta$-function in $A_{\mathrm{BS}} . A_{\mathrm{CS}}$ is smooth and flat over a wide energy-range, equal to the band-width of the leads, whereas $A_{\mathrm{BS}}$ is localized at one particular energy. This is the typical behavior of these two contributions to the total SF. In Fig. 6.7(a) $E_{\mathrm{BS}}$ is shown as function of $h_{\mathrm{s}}$. For all values of $h_{\mathrm{s}}$ there is a BS, located at an energy outside the bandwidth of the leads. For $h_{\mathrm{s}}=0$ there is no BS, this is reflected by the discontinuity in the curve at $h_{\mathrm{s}}=h_{0}$.

We can integrate the SF over energy to obtain the maximum number of electrons $q_{\text {CS }}$ that can be associated to $A_{\text {CS }}$ [Eq. (6.9)]

$$
\begin{equation*}
q_{\mathrm{CS}}=1-\frac{\left|h_{\mathrm{s}}\right|}{\sqrt{h_{\mathrm{s}}^{2}+4}}, \tag{6.111}
\end{equation*}
$$

and the maximum number of electrons $q_{\mathrm{BS}}$ associated to $A_{\mathrm{BS}}$ [Eq. (6.10)]

$$
\begin{equation*}
q_{\mathrm{BS}}=\frac{\left|h_{\mathrm{s}}\right|}{\sqrt{h_{\mathrm{s}}^{2}+4}} \tag{6.112}
\end{equation*}
$$

The total number of electrons that can be placed in the EM is $q_{\mathrm{M}}=q_{\mathrm{CS}}+q_{\mathrm{BS}}=1$. In Fig. 6.7(b) $q_{\mathrm{CS}}$ and $q_{\mathrm{BS}}$ are shown as function of $h_{\mathrm{s}} . q_{\mathrm{CS}}$ is 1 for $h_{\mathrm{s}}=0$ and decreases monotonically for increasing $h_{\mathrm{s}}$. On the other hand, $q_{\mathrm{BS}}$ is 0 for $h_{\mathrm{s}}=0$, reflecting the


Figure 6.7: (a) Energy of the $\mathrm{BS} E_{\mathrm{BS}}$ as function of the onsite Hamiltonian of the EM $h_{\mathrm{s}}$, and (b) maximum number of electrons in the coupled states $q_{\mathrm{CS}}$ and bound states $q_{\mathrm{BS}}$, as function of energy $E$.
fact that in this case there is no BS . Then it increases monotonically for increasing $h_{\mathrm{s}}$. The distribution of charge between $q_{\mathrm{BS}}$ and $q_{\mathrm{CS}}$ is determined by $\beta_{0}$. It is therefore essential to include this factor in the computations, in order to obtain the correct total charge. We note that in Ref. [194] the Van Hove singularities for $h_{\mathrm{s}}=0$ at $E= \pm 2$ are interpreted as BSs. The reason why we do not include them among the BSs , is that $q_{\mathrm{BS}}=0$ for this special case.

Special case $\gamma_{\mathrm{s}}=0$
By using Eq. (6.103), the SF for $\gamma_{\mathrm{s}}=0$ becomes

$$
\begin{equation*}
A_{\mathrm{M}}=\frac{\delta}{\left(E-h_{\mathrm{s}}\right)^{2}+\delta^{2}}, \tag{6.113}
\end{equation*}
$$

which in the limit $\delta \rightarrow 0^{+}$is

$$
\begin{equation*}
A_{\mathrm{M}}=2 \pi \delta\left(E-h_{\mathrm{s}}\right) \tag{6.114}
\end{equation*}
$$

This corresponds to a completely decoupled, localized state at energy $h_{\mathrm{s}}$. This can always contain one electron regardless of the value of $h_{\mathrm{s}}$.

### 6.8.2 Finite bias

A finite bias potential $V$ is applied non-self-consistently by simply shifting the onsite energies of the leads by $+V / 2$ on the left-hand side and $-V / 2$ on the right-hand side. The GF at finite bias is then given by

$$
\begin{equation*}
G(E, V)=\frac{1}{E+i \delta-h_{\mathrm{s}}-\Sigma_{\mathrm{L}}(E-V / 2)-\Sigma_{\mathrm{R}}(E+V / 2)} . \tag{6.115}
\end{equation*}
$$



Figure 6.8: Imaginary (a) and real (b) part of the eigenvalue $\epsilon$ of the effective Hamiltonian, and (c) the two contributions to the SF, as function of energy $E$, for an applied bias potential $V=1$. The dashed red line in (b) is a plot of $E$ as function of $E$ itself $[f(E)=E]$, the blue circle indicates the energy of the BS, and the green part of the curve corresponds to the range of eigenvalues where $\operatorname{Im}(\epsilon)=0$.


Figure 6.9: Real (a) and imaginary (b) parts of the eigenvalue $\epsilon_{1}$ of the $\operatorname{BS}\left[\epsilon_{1}=\epsilon\left(E_{\mathrm{BS}}\right)\right]$, and (c) maximum number of electrons storable respectively in the coupled states $q_{\mathrm{CS}}$ and bound states $q_{\mathrm{BS}}$, as function of the applied bias potential $V$.

We now analyze the special case where $h_{\mathrm{s}} \neq h$ and $\gamma_{\mathrm{s}}=\gamma$, in order to understand how the contribution of the bound states to the total DOS changes with bias. The GF and SGF are computed numerically. In Figs. 6.8(a) and 6.8(b) the imaginary and real part of $\epsilon$ are shown for an applied bias of $V=1$. The energy range where $\operatorname{Im}(\epsilon) \neq 0$ is now increased by $V$. There is still a BS, but $E_{\mathrm{BS}}$ now moves closer to the band-edge of one of the leads. This causes the factor $\beta_{0}$ to increase, so that the number of electrons that can be placed in the BS is reduced. Also the SF [Fig. 6.8(c)]
shows an increase of the range where $A_{\mathrm{CS}} \neq 0$.
In Figs. 6.9(a) and 6.9(b) the imaginary and real part of $\epsilon_{1}=\epsilon\left(E_{\mathrm{BS}}\right)$ are shown as function of bias voltage. For small and large voltages $\operatorname{Im}\left(\epsilon_{1}\right)=0$, so that there is a BS. For intermediate bias voltages, between 2.4 and $6.3, \operatorname{Im}\left(\epsilon_{1}\right)<0$, and therefore there is no BS. The energy of the bound state $\operatorname{Re}\left(\epsilon_{1}\right)$ changes with the bias, especially for those bias voltages where $\operatorname{Re}\left(\epsilon_{1}\right)$ is close to a band-edge of one of the leads. The number of electrons that fits in the $\mathrm{BS} q_{\mathrm{BS}}$ [Fig. 6.9(c)] changes continuously with the bias, and it is zero when there is no BS. This result shows that for a finite bias calculation the contribution of the BSs to the density matrix has to be calculated independently at each bias. BSs can appear and disappear, with the amount of charge stored in the BSs changing continuously with bias. We also point out the importance of the prefactor $1 /\left|1-\beta_{0}\right|$ in Eq. (6.110), and of the corresponding factor $1 /\left|1-\beta_{\mu}^{\mathrm{W}}\right|$ in the general case (Sec. 6.4), since it determines how much charge can be placed into the BS . If this prefactor is neglected, then $q_{\mathrm{BS}}$ is either 0 if there is no BS, or 1 if there is a BS. This however often leads to a wrong total charge in the EM, which is the case for example if the BS is close to the band-edge of one of the leads.

## $6.9 \quad \mathrm{C}_{3}$ molecule in an Au capacitor

In this section we perform a finite bias calculation of a small test system, consisting of a parallel plate gold capacitor with a weakly coupled $\mathrm{C}_{3}$ molecule placed in the middle (see Fig. 6.10). The goal is to test our implementation of the BSCS (Sec. 6.5) and of the mesh refinement algorithm (Sec. 6.6) in SMEAGOL. The distance between molecule and Au surface is chosen in such a way that the coupling is very weak. Moreover, it is slightly shifted to the left side, so that although the coupling is weak to both surfaces, it is much stronger to the left than the right electrode. In this way the energy levels of the molecule should mainly follow the Fermi energy of the left lead. Although this is an artificial system, its general features apply to all systems presenting weakly coupled states.

In order to reduce the size of the calculation for the gold electrodes, we include the Au $d$ orbitals in the core. In the context of electronic transport this is a rather good approximation, as long as the bias is not too large [255]. The main reason is that close the the Fermi energy the contribution from the $\mathrm{Au} d$ orbitals is negligible. We use a minimal single $\zeta s$ basis for the Au atoms, with a cutoff radius of $r_{c}=5.5$ bohr. This is a rather short cutoff, however this is only a proof of concept, and the aim is not to reproduce a real physical system. For the carbon we use double $\zeta s$, and double $\zeta$ polarized $p$, with $r_{c}=6.5$ bohr for the first $\zeta$ for both $s$ and $p$


Figure 6.10: Unit cell of the parallel plate gold capacitor, with a $\mathrm{C}_{3}$ molecule between the two plates.
orbitals. An electronic temperature of 300 K and a $2 \times 2 k$-points mesh are used in the plane of the capacitor. We perform a spin-polarized calculation, and use the LSDA approximation for the exchange correlation potential. The lattice parameters of the $\mathrm{Au}(111)$ surface correspond to those used in Sec. 5.4. The atomic spacings between the carbon atoms in the $\mathrm{C}_{3}$ molecule are equal to $1.30 \AA$, which corresponds to our calculated value at equilibrium for the isolated molecule. This value is slightly larger than the experimental distance of 1.277 , but agrees rather well with previous calculations $\AA[256]$. The energy gap between the HOMO and the LUMO, obtained from a calculation with the isolated molecule, is equal to 2.22 eV , and compares well to previous GGA calculations [257]. The value obtained using CI however is much larger, equal to 12.4 eV [257].

In Fig. 6.11 the zero bias spin-dependent transmission coefficient is shown. The molecular states can clearly be identified as sharp peaks in the transmission. Due to the interaction with the Au surface, which leads to a very small charging of the molecule, the molecular states are slightly spin-split. The LUMO is spin-split and pinned slightly above $E_{\mathrm{F}}$, the HOMO is at about -2.2 eV below $E_{\mathrm{F}}$. Since an electronic temperature of 300 K is used, the step in the Fermi function is smeared out by about 25 meV , so that both the majority and minority LUMO levels are partially filled.

The GBSs formalism developed in this chapter is used to find and characterize the weakly coupled states. We solve the eigenvalue problem for the effective Hamiltonian [Eq. (6.41)], and find all the GBSs with $-\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)<10^{-3}$ Ry. In Fig. 6.12 the total transmission is shown on a logarithmic scale. The diamonds on the energy axis correspond to the values of the real part of the energy eigenvalue for all the found GBSs. It can be seen that for each peak in the transmission a GBS is found. This confirms that with the method described in Sec. 6.3 we can indeed find all the weakly coupled states at the right energies. The GBSs found slightly below 4 eV do not correspond to molecular states, but to surface states of the gold. Since these are


Figure 6.11: Zero bias spin-dependent transmission coefficient $T$ as function of energy.
almost not coupled to the lead on the opposite side, the height of the transmission peaks is very small. In fact for the set of GBSs at about 3.8 eV above $E_{\mathrm{F}}$ there is no visible peak in the transmission. A closer analysis shows that these GBSs are only found for one out of the $4 k$-points, namely for the $\Gamma$-point. The coupling of these states to the leads is however very weak, of the order of the machine precision, and also highly asymmetric, so that the peaks do not show up on the scale used for the figure. These peaks with very small amplitude can be found in the transmission for the $\Gamma$ point alone at the energies of the GBSs. For each weakly coupled state with index $\mu$ the effective coupling to the leads $\gamma_{\mathrm{L}, \mu}$ and $\gamma_{\mathrm{R}, \mu}$ is extracted using Eq. (6.54). The model transmission coefficient is then calculated using Eq. (6.92), and the result is shown as dashed blue curve in Fig. 6.12. The agreement with the exact transmission is very good, all the peaks have the same position, height and FWHM. Away from the peaks the agreement is not so good, since in this region the approximations made in deriving Eq. (6.92) are not valid. In order to emphasize the agreement between the exact solution and the model, in the inset we show the transmission on a linear scale in an energy range close to the LUMO. The circles indicate the exact transmission, whereas the dashed line is the transmission calculated using the model. The fact that the two curves basically overlap confirms that for such a weakly coupled system the model for the transmission described in Sec. 6.7 is indeed appropriate.

In order to test the validity of the BSCS, presented in Sec. 6.3, we perform a finite bias calculation, where we use $\delta=10^{-4}$ Ry and apply the BSCS to correctly populate the GBSs. Since for this system the agreement between the model transmission and the exact transmission at zero bias is very good, we expect the BSCS to work well. In order to integrate the non-equilibrium part of the lesser GF over energy we use an


Figure 6.12: Zero bias total transmission coefficient $T$ as function of energy. The black curve is the exact solution, whereas the dashed blue curve is obtained by using the model transmission of Eq. (6.92). The inset shows a zoom over a narrow energy range, where the black circles indicate the exact transmission. The diamonds plotted on the energy axis indicate the energies, at which a GBSs is found.
energy mesh-point spacing of about $810^{-5} \mathrm{Ry}$, so that we can resolve with reasonable accuracy the peaks with a minimal FWHM of $2 \delta=210^{-4}$ Ry. In Fig. 6.13(a) the obtained value for $\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$, corresponding to the position of the molecular levels, is shown as function of bias (black curves) for the self-consistent solution. At zero bias the energy scale is chosen in such a way that $E_{\mathrm{F}}=0$. The dashed red line indicates the position of $E_{\mathrm{F}, \mathrm{L}}$ as function of bias, the green one that of $E_{\mathrm{F}, \mathrm{R}}$. The states follow almost exactly the left Fermi level, with the LUMO pinned above it for all bias voltages, so that the energy of the levels increases linearly with the bias. The only states that do not follow this trend are the surface states of the gold, located at about 4 eV above $E_{\mathrm{F}}$ at zero bias. The surface states located on the left-hand side lead follow $E_{\mathrm{F}, \mathrm{L}}$, those located on the right-hand side one follow $E_{\mathrm{F}, \mathrm{R}}$, so that their energy decreases with increasing bias. At a voltage of about 2 V the HOMO levels enter the bias window. They can easily enter the bias window, since their charge is approximately 1 even when they are inside the bias window. The reason for this is that, being coupled much stronger to the left lead, the flow of charge from the $\mathrm{C}_{3}$ into the right lead is much slower than the inflow from the left lead, so that the occupation of the levels is always approximately one. Since charging is negligible, the relative position of the levels in the molecule is constant.

We now compare the results with the ones of a second calculation, where we do not use the BSCS, but we set $\delta=0$. We then use a very fine mesh of energy points on the


Figure 6.13: Real part of the GBSs eigenvalues $\operatorname{Re}\left(\epsilon_{\mu}^{W}\right)$ (black lines), as function of the voltage $V$. The red (green) dashed line indicates the position of $E_{\mathrm{F}, \mathrm{L}}\left(E_{\mathrm{F}, \mathrm{R}}\right)$. The black lines in (a) are calculated from a self-consistent solution, obtained by using the BSCS, with $\delta=10^{-4}$ Ry. In (b) the self-consistent solution is obtained without including the BSCS, with $\delta=10^{-4}$. The blue circles in (a) indicate $\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$ for a self-consistent solution, obtained with $\delta=0$.
real axis, with a mesh-point spacing of about $510^{-6}$ Ry. The FWHM of the HOMO and LUMO peaks is about $210^{-5}$ Ry, so that such a fine mesh can resolve the sharp peaks, and therefore calculate the proper occupation exactly. Once self-consistency is achieved, we calculate the energies of the GBSs. These are shown as blue circles in Fig. 6.13(a). They overlap very well with the positions of the GBSs obtained from the self-consistent calculation with a finite $\delta$ and the BSCS. This clearly demonstrates that the BSCS proposed in Sec. 6.5 gives the correct solution at finite bias when a finite value for $\delta$ is used. We note that for this system the computational time needed when using the BSCS scheme is much shorter than the one for the exact calculation with the high mesh-point density.

As last test the self-consistent solution at finite bias is calculated by using $\delta=$ $10^{-4}$ Ry, but without correcting for the GBSs. This means that we neglect the term $\rho_{\text {neq }}^{\mathrm{BS}}$ in Eq. (6.32). Again we calculate the positions of the GBSs for the self-consistent solution, and the result is shown in Fig. 6.13(b) (black curves). It can be clearly seen that the position of the levels as function of bias is very different from the correct
one of Fig. 6.13(a). This is due to the fact that the charging of the molecular orbitals is not correctly taken into account. As discussed in Sec. 6.2, neglecting the BS correction term is equivalent to assuming that the weakly coupled states are equally coupled to both leads. For such a system all the levels avoid entering the bias window, since that would imply change their occupation by about half of an electron. In fact the levels remain outside the bias window at all voltages between -2 V to +2 V . Outside this voltage range, some levels are forced to enter the bias window, since the bias is larger than the HOMO-LUMO gap. This then leads to a rearrangement of the levels at higher voltage, with the effect that the molecule remains in a nearly neutral charging state. Whereas this represents the correct behavior for a symmetrically coupled system, in this case this result is clearly incorrect, since the coupling is constructed to be highly asymmetric. This shows that neglecting the BSs contribution to the density matrix $\rho_{\text {neq }}^{\mathrm{BS}}$ can lead to very unphysical results, also for the $I-V$. We therefore conclude that for all transport calculations at finite bias it is necessary to check whether there are very weakly coupled states in the system. If such states are present, one can either use a very fine energy mesh and $\delta=0$, or else use a finite value for $\delta$, with a corresponding coarser mesh, and add the BSs correction term. We also performed the calculation with $\delta=0$, and using the adaptive mesh algorithm described in Sec. 6.6. The obtained results are basically identical to the ones obtained using a very fine regular mesh, confirming that the mesh refinement algorithm works well in these situations. The computational time is much faster if the adaptive mesh is used.

We conclude this section by noting that the calculation of the GBSs is not only useful to obtain the correct self-consistent solution. It can also provide us several additional informations about the nature of the molecular levels, about their coupling to the leads, and about their occupation. In Fig. 6.14 the evolution with bias of $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right), \gamma_{\mathrm{L}, \mu}, \gamma_{\mathrm{R}, \mu}$ and the occupation $\bar{p}_{\mu}$ [Eq. (6.75)] is shown for all GBSs within the energy range shown in Fig. 6.13(a). As expected, $\gamma_{\mathrm{L}, \mu}$ is much larger than $\gamma_{\mathrm{R}, \mu}$ (note the different energy scale for $\gamma_{\mathrm{L}, \mu}$ and $\gamma_{\mathrm{R}, \mu}$ ). It can be seen that both $\gamma_{\mathrm{L}, \mu}$ and $\gamma_{\mathrm{R}, \mu}$, and as a consequence also $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$, depend on the bias. The bias-dependence can be caused by a rearrangement of the charge distribution in the molecule for a given level, and also by the fact that for a given energy level the leads self-energy changes with bias. A closer inspection of the results shows that the larger values of $\gamma_{\mathrm{L}, \mu}$ can be attributed to the molecular levels, whereas the very small values of $\gamma_{\mathrm{L}, \mu}$ can be attributed to the Au surfaces states. For the molecular levels $\gamma_{\mathrm{L}, \mu}$ changes approximately linearly with the bias. For almost all the states the occupation $\bar{p}_{\mu}$ is roughly either 1 or 0 . Only the LUMO level has a fractional occupation considerably


Figure 6.14: Imaginary part of the GBSs eigenvalues $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$, their coupling coefficients to the left $\left(\gamma_{\mathrm{L}, \mu}\right)$ and right lead $\left(\gamma_{\mathrm{R}, \mu}\right)$, and their occupation $\bar{p}_{\mu}$, as function of the applied voltage $V$.
different from an integer value. Its occupation goes from about $\bar{p}_{\mu}=0$ at -3 V , to about $\bar{p}_{\mu}=0.2$ at +3 V . The increase of occupation with bias is approximately linear. It is this change of occupation that is responsible for the shift of the energy levels as function of bias. The higher the charge on the molecule, the higher the energy levels.


Figure 6.15: Structure of the $\mathrm{Mn}_{12}$-based magnetic molecule.

### 6.10 Transport through a $\mathrm{Mn}_{12}$-based magnetic molecule

In this section the application of the BSCS to a real physical system of large dimensions is presented. Like the previous example this is a system where the molecular states are very weakly coupled to the leads. In order to avoid the use of a huge number of energy points for the integration of $G_{\text {neq }}^{<}$at finite bias, we use again a finite $\delta$ to broaden the levels, and use the BSCS to correctly add the BSs charge. The general analysis is similar to the one of the previous section. In this section we use the adaptive energy mesh to calculate the transmission coefficient, in order to resolve the very sharp peaks. We have also verified that using the adaptive energy mesh with $\delta=0$ gives the same self-consistent solution as the one obtained with the BSCS for finite $\delta$.

The $\mathrm{Mn}_{12}$-based magnetic molecule considered here is shown in Fig. 6.15. It consists of a core of 12 Mn and 48 O atoms, connected to 12 ligands, consisting of benzene groups [258, 28]. The Mn atoms lie almost in a planar arrangement, with 8 Mn atoms on an outer circle, and 4 Mn atoms on an inner one. The 8 Mn atoms in the outer circle are in a $\mathrm{Mn}^{3+}$ state, whereas the inner ones are in a $\mathrm{Mn}^{4+}$ state. In the ground state the magnetic moments of the $8 \mathrm{Mn}^{3+}$ ions are all parallel to each other, and antiparallel to those of the $4 \mathrm{Mn}^{4+}$ ions. The total magnetic moment $M_{s}$ of the ground state is therefore $M_{s}=20 \mu_{B}$. At very low temperatures these molecules show magnetic hysteresis [28]. Experiments on the transport properties show Coulomb blockade regions in the $I-V$ curves, indicating weak coupling, and
at certain bias voltages a negative differential conductance is found [258]. Scanning tunneling microscope measurements with the molecules on an Au substrate show a conductance gap of about $2 \mathrm{~V}[29,30]$.

The main reason why this molecule is studied, is because it is a candidate for potential applications as single-molecule memory cell. The idea is that the molecule can be switched between different magnetic configurations, and that the readout of the state can be performed by a single current measurement. A very important question is therefore whether the spin state of the molecule can be deduced by an electric measurement. Here we address this question by calculating the current vs. voltage for two different magnetic configurations. The first configuration is the ground state, and the second one is one of the different possible magnetic excited states. These calculations were done in collaboration with C. D. Pemmaraju, who performed the DFT ground state calculations, and also some preliminary calculations on the transport properties [259]. In Ref. [259] the experimental properties of such molecules and previous theoretical calculations are reviewed.

The structure of the molecule attached to the gold electrodes used in our calculations is shown in Fig. 6.16. The molecule is attached with two of the ligands to each of the gold surfaces, the distances between the $S$ end-groups and the Au surface are all chosen to be approximately equal to $2.0 \AA$. This results in an approximately symmetric coupling of the molecule to both sides. 12 of the benzene groups are not attached to the gold, so that no current can flow through these. In the transport calculations therefore these 12 ligands have been replaced by H atoms, in order to reduce the size of the EM. This is expected not to affect the transport results, especially since careful tests have shown that the energy levels close to the Fermi energy do not change by removing some of the benzene groups [259]. Fig. 6.16 also shows the alignment of the moments on the magnetic ions in the $M_{s}=20 \mu_{B}$ ground state. A green up (red down) arrow indicates that the ion is parallel to the majority (minority). The experimentally measured lowest excited state is a $M_{s}=18 \mu_{B}$ state, which is expected to be obtained by a collective excitations of all the ions [260, 258, 261]. This however can not be realized in our DFT calculations, so that we choose a different $M_{s}=18 \mu_{B}$ excited state, where we simply flip the spin of one of the $\mathrm{Mn}^{3+}$ and of the neighboring $\mathrm{Mn}^{4+}$ ions. This is one of the possible low energy magnetic excitations. Fig. 6.17 shows the molecule in this excited state, placed between the Au electrodes, as used in the transport calculations.

As done in the previous section, we include the $5-d$ orbitals of Au into the core, and use a double $\zeta s$ basis with a cutoff radius of the first $\zeta r_{c}=6.9$ bohr for the valence. For the C we use double $\zeta s\left(r_{c}=4.2 \mathrm{bohr}\right)$ and double $\zeta p\left(r_{c}=6.7\right.$ bohr $)$,


Figure 6.16: Modified $\mathrm{Mn}_{12}$-based magnetic molecule used in the transport calculations, attached to the $\mathrm{Au}(111)$ electrodes. The arrows indicate the magnetic alignment of the Mn ions in the ground state configuration with $M_{s}=20 \mu_{\mathrm{B}}$ (green arrows: majority, red arrows: minority).


Figure 6.17: Same as Fig. 6.16, where the $\mathrm{Mn}_{12}$-based magnetic molecule has the magnetic configuration corresponding to the excited state with $M_{s}=18 \mu_{\mathrm{B}}$ (green arrows: majority, red arrows: minority).
for S we use double $\zeta s\left(r_{c}=5.0\right.$ bohr ), double $\zeta$ polarized $p\left(r_{c}=6.2\right.$ bohr) and single $\zeta d\left(r_{c}=5.2 \mathrm{bohr}\right)$, for O we use double $\zeta s\left(r_{c}=4.2 \mathrm{bohr}\right)$, double $\zeta$ polarized $p$ ( $r_{c}=4.9$ bohr $)$ and single $\zeta d\left(r_{c}=3.7\right.$ bohr), for H we use double $\zeta s\left(r_{c}=5.5\right.$ bohr $)$, for Mn we use double $\zeta$ polarized $s\left(r_{c}=5.9\right.$ bohr $)$, single $\zeta$ polarized $p\left(r_{c}=5.8\right.$ bohr $)$ and double $\zeta d\left(r_{c}=5.9\right.$ bohr $)$. All the $r_{c}$ are given for the first $\zeta$ only, higher $\zeta$ are constructed with the split-norm scheme, with a split-norm of $15 \%$ [69]. Due to the large size of the unit cell, no $k$-points are used in the direction perpendicular to the transport (only the $\Gamma$ point), and the equivalent real space mesh cutoff is 400 Ry. For the exchange and correlation potential the GGA, as parametrized in Ref. [85], is used.

A detailed analysis of the DFT ground state is given in Ref. [259], here we just briefly present the main results, that are relevant for the transport. Fig. 6.18 shows the PDOS, projected on the two different types of Mn atoms, for the molecule attached to the gold surface, in the $M_{s}=20 \mu_{\mathrm{B}}$ ground state. We note that the states in Fig. 6.18 have been broadened, in order to visualize them, but their real width is much smaller. We denote the four closely spaced levels just below $E_{\mathrm{F}}$ as the HOMO levels, and the closely spaced levels at about $0.3-0.4 \mathrm{eV}$ as the LUMO levels. These HOMO


Figure 6.18: Spin-polarized projected density of states onto the Mn ions for the molecule in the $M_{s}=20 \mu_{\mathrm{B}}$ ground state shown in Fig. 6.16. Positive values are for the majority, negative values for the minority.
and LUMO levels are mainly made of Mn and O states. The four closely spaced levels just below $E_{\mathrm{F}}$ can be mainly attributed to the $\mathrm{Mn}^{3+}$ ions. At low bias the transport is expected to be dominated by these states. In this ground state configuration there are no states in the minority spin close to $E_{\mathrm{F}}$, so that the current is expected to be fully polarized at low bias. The GGA HOMO-LUMO gap of about 0.35 eV is rather small compared to the experimental value of about $2 \mathrm{eV}[262,29]$. Using the LDA +U approximation for the exchange correlation potential, it is possible to obtain a value close to experiment by tuning the value of the parameters [259, 263]. The character of the HOMO and LUMO levels is however unchanged when compared to the GGA. Moreover, in experiments usually a gate voltage is applied in such a way, to bring the conducting levels close to the $E_{\mathrm{F}}$ of Au . The zero bias GGA result therefore resembles the experimental situation at zero bias, where such a gating voltage is applied. We therefore study the low bias behavior using the GGA approximation.

In Fig. 6.19 the zero bias transmission coefficient is shown. For each of the peaks in the PDOS there is also a corresponding peak in $T$. The peaks are all very sharp, with a FWHM in the range of $10^{-4}$ to $10^{-3} \mathrm{eV}$, indicating that the molecular states are very weakly coupled to the Au surface. The reason for this is that at these energies there are no states in the benzene ligands that couple to the central $\mathrm{Mn}_{12} \mathrm{O}_{12}$ part of the molecule, so that the wave function decays exponentially from the surface to the molecule. This results in a very small coupling. For all the peaks the maximum value of $T$ is about 1, which means that the coupling is approximately equal to both sides [see Eq. (6.93)]. This is expected, since the molecule is placed in the junction in a symmetric way.

Given the sharpness the peaks, we would need an energy point spacing of about


Figure 6.19: Zero-bias transmission coefficient for the $M_{s}=20 \mu_{\mathrm{B}}$ ground state.


Figure 6.20: Comparison between the exact solution of the $M_{s}=20 \mu_{\mathrm{B}}$ transmission coefficient (red line), and the one obtained using the model BSs transmission [Eq. (6.92)], for two applied bias voltages: (a) zero bias, and (b) $V=200 \mathrm{mV}$. The circles indicate the mesh points used for the exact calculation, determined using the mesh-refinement scheme described in Sec. 6.6.
$10^{-6}-10^{-5}$ Ry in order to integrate properly $G_{\text {neq }}^{<}$at finite bias. We therefore use the BSCS with $\delta=10^{-4}$ Ry, in order to limit the number of energy points needed to integrate $G_{\text {neq }}^{<}$. In this way, we calculated the self-consistent solution in a bias range of $\pm 0.4 \mathrm{~V}$. To verify that all GBSs are found at the correct energies, and also that no spurious GBSs are found, for each bias we carefully checked that for all the found GBSs there is a corresponding peak in the transmission. This is illustrated in Fig. 6.20, where $T$ is shown for the 4 peaks close to $E_{F}$ for a bias of 0 V (a) and 0.2 V (b). The red line shows $T$, calculated with the NEGF formalism using Eq. (4.94). In order to resolve the sharp transmission peaks properly, we used the adaptive mesh


Figure 6.21: Planar average along $x$ and $y$ of the difference $\Delta V_{\mathrm{H}}$ between the electrostatic potential at a finite bias voltage and the one at zero bias, as function of position $z$, for different bias voltages.
scheme described in Sec. 6.6. Each red circle in the figure corresponds to a mesh point. It can be seen that the density of points increases close to the peaks. To illustrate the effect of the parameter $r_{\Delta}$, that sets the density of the grid for a given value of $\delta$, we use $r_{\Delta}=0.2$ at zero bias, whereas at $V=0.2 \mathrm{~V}$ we use $r_{\Delta}=0.5$. The energy mesh is therefore denser in the zero bias case. In both cases the peaks are properly resolved, which shows that the smaller value of $r_{\Delta}$ is large enough for this system. We conclude that also in this case the adaptive energy mesh algorithm is suited for the integration the transmission, and consequently also to integrate the DOS and lesser GF. In order to check the correctness of the found GBSs, we plot $T$, calculated with the approximate model Eq. (6.92) (blue lines). The agreement close to the peaks is almost exact, confirming that the GBSs are found at the correct energies, and also that the calculated coupling to the leads via Eq. (6.54) is correct. The transmission away from the peaks is different, however this is expected, since the model transmission is only valid in the vicinity of the peaks. Due to the very good agreement between the model transmission and the exact one, we conclude that also the BSCS should be suited to reproduce the correct density matrix at finite bias, and therefore work well for this materials system. As further test we calculated the self-consistent solution using the adaptive energy mesh algorithm. The results for the transmission are the same as for the self-consistent BSCS solution, which confirms that both methods work well for this system. We note that at $V=0.2 \mathrm{~V}$ some of the transmission peaks shrink dramatically (note the logarithmic scale in Fig. 6.20), which is caused by the fact that at this bias, contrary to the zero bias case, the coupling to the leads is highly asymmetric. This important effect will be discussed in more detail further down.


Figure 6.22: Bias dependent transmission coefficient for the $M_{s}=20 \mu_{\mathrm{B}}$ ground state (red: majority, green: minority) on a linear scale; the blue vertical lines indicate the boundaries of the bias window.

We now move to analyzing the finite bias behavior of the system in detail. In Fig. 6.21 we show planar average $\Delta V_{\mathrm{H}}$ along $x$ and $y$ of the difference between the selfconsistent electrostatic Hartree potential at a finite bias and that at 0 -bias along the junction stack. The junction stack corresponds to the direction of the transport, the $z$-axis in our case, and the planar average is taken along the plane perpendicular to the transport (the $x-y$ plane). We refer to the drop in $\Delta V_{\mathrm{H}}$ between the left and right electrode as the "potential drop". This is a very useful quantity for the understanding of the finite-bias transport properties. Fig. 6.21 shows $\Delta V_{\mathrm{H}}$ for four different voltages. $\Delta V_{\mathrm{H}}$ is flat inside the Au electrodes and decays monotonically across the molecule. For negative bias the potential drop is approximately equal to the mirror image of the one for positive bias. This indicates again that the molecule is placed in a symmetric position, so that the charging of the molecule is similar for positive and negative bias.

In Fig. 6.22 the spin-resolved transmission coefficient is shown for different bias voltages. The blue vertical lines indicate the bias window. We note that since an electronic temperature of 300 K is used, the Fermi function is smoothed out, so that states outside, but close to the bias window, also contribute to the current. The same


Figure 6.23: Bias dependent transmission coefficient for the $M_{s}=20 \mu_{\mathrm{B}}$ ground state (red: majority, green: minority) on a logarithmic scale; the blue vertical lines indicate the boundaries of the bias window.
transmission is shown again in Fig. 6.22 on a logarithmic scale, which makes all the peaks clearly visible. We first discuss the behavior with positive bias. The HOMO states just below $E_{\mathrm{F}}$ remain outside the bias window up to a bias of 0.05 V , where there is only a small shift of the levels. At 0.1 V two of the levels enter the bias window. The height of these two transmission peaks however is much smaller than 1 , especially for the state that moves to the middle of the bias window, which is barely visible on the linear scale. As discussed in Sec. 6.7, this can only be caused by the fact that the coupling of these states to the electrodes is now highly asymmetric. As the bias is further increased, this shrinking if found for all the peaks that enter the bias window. For negative bias we find the same general behavior, also here all the peaks entering the bias window shrink. The difference is that up to -0.1 V the states are all still outside of the bias window, and that at -0.2 V there is just one state inside the bias window, compared to the two states at +0.2 V (see Fig. 6.23). These small differences are caused by the slight asymmetry of the molecular junction.

In order to understand the cause of the shrinking of the peaks, we calculate $\gamma_{\mathrm{L}}$ and $\gamma_{\mathrm{R}}$ for all the found GBSs [Eq. (6.54)]. Indeed we find that at zero bias left and right
coupling coefficients are similar, and that they become asymmetric with bias. For positive bias the states entering the bias window are coupled more to the left lead, so that $\gamma_{\mathrm{L}} \gg \gamma_{\mathrm{R}}$. In this way, even if the states are inside the bias window, their charge is approximately conserved. Using Eq. (6.75) it can be seen that for positive bias the occupation for states in the bias window is approximately equal to $\bar{p}=\gamma_{\mathrm{L}} /\left(\gamma_{\mathrm{L}}+\gamma_{\mathrm{R}}\right)$, and this is approximately 1 for $\gamma_{\mathrm{L}} \gg \gamma_{\mathrm{R}}$. By changing the coupling the states can therefore easily enter the bias window, whereas for symmetric coupling they would loose half the charge by doing this. In this case they would always be pinned outside the bias window, just like in the example for the $\mathrm{C}_{3}$ molecule, where the BSs term was neglected [Fig. 6.13(b)]. For negative bias, we find that the states entering the bias window have $\gamma_{\mathrm{R}} \gg \gamma_{\mathrm{L}}$. For negative bias, the occupation of the states in the bias window is given by $\bar{p}=\gamma_{\mathrm{R}} /\left(\gamma_{\mathrm{L}}+\gamma_{\mathrm{R}}\right)$, so that also here the change in charge is minimal when the HOMO levels enter the bias window.

The question arises on how the states can change the coupling in such a dramatic way. In order to answer this question, in Fig. 6.24 we plot the real part of the wave function for the 4 GBS levels close to $E_{F}$, for a bias of $-0.2 \mathrm{~V}, 0 \mathrm{~V}$ and 0.2 V . For each wave function we also give the value of the real part of the energy eigenvalue $E_{\mathrm{R}}$ with respect to $E_{\mathrm{F}}$, of the imaginary part $E_{I}$, and also $p=\left(\gamma_{\mathrm{L}}-\gamma_{\mathrm{R}}\right) /\left(\gamma_{\mathrm{L}}+\gamma_{\mathrm{R}}\right)$ [Eq. (6.73)]. As discussed in Sec. 6.5, this term is approximately 1 if $\gamma_{\mathrm{L}} \gg \gamma_{\mathrm{R}}, 0$ if $\gamma_{\mathrm{R}} \approx \gamma_{\mathrm{L}}$, and -1 if $\gamma_{\mathrm{L}} \ll \gamma_{\mathrm{R}}$. It is therefore a measure of the asymmetry of the coupling. For zero bias all 4 wave functions extend evenly over the whole core of the molecule, and in fact here $p \approx 0$ for all levels. The coupling of all the states is therefore approximately the same to both leads. At $V=0.2 \mathrm{~V}$ the wave functions change drastically. Instead of spreading over the whole molecule, some of the WFs localize on the left or right side. The two peaks with the largest $E_{R}$ are inside the bias window (see Fig. 6.23) at this bias, for these two peaks $p \approx 1$, as already described for general voltages. The energies of the other two GBSs are outside the bias window. One of these states is localized evenly between left and right side, and in fact here $p \approx 0$. The other one is located on the right side, and for this state $p \approx 1$. The same general relation between the localization of the WF and the couplings is also found for $V=-0.2 \mathrm{~V}$. The conclusion therefore is, that the change in $p$ is obtained by localizing the WF either on the left or right side of the large molecule. This change of the molecular levels is possible, since the four levels are closely spaced, so that a linear combination of these is formed to obtain new eigenstates at a slightly modified potential. At higher bias more levels get close to the bias window. New linear combinations of states are formed, so that some of the levels can again enter the bias window without significantly changing the charging state. Since all the levels
inside the bias window, which are the ones contributing to the current, have a strongly reduced transmission, the current is strongly suppressed compared to what would be expected from the zero bias transmission.

In Fig. 6.25(a) the resulting $I-V$ is shown. The current is very small, of the order of a few tens of $n A$, reflecting the fact that the system conducts in the very weak coupling regime. Moreover we note that the current almost completely spinpolarized, since the current in the minority is negligible. For very small positive bias below 50 mV , the current flows mainly through the HOMO states pinned at the Fermi energy. At higher bias however, once the states change coupling and enter the bias window, the current flows mainly through the states in the bias window. Due to their highly asymmetric coupling however they carry only little current, so that the current decreases slightly with increasing bias. Once the bias gets close to 400 mV , the LUMO levels start to enter the bias window, which results in an increase of the current. We note however that the expected experimental value for the HOMO-LUMO gap is much larger than the GGA value of about 0.35 eV . Therefore in experiment the LUMO levels are expected to contribute to the current only at much higher bias voltages. For negative bias the general behavior is similar, which again reflects the fact that the molecule is placed in an approximately symmetric way between the two surfaces. The drop in current at -400 mV is caused by a rearrangement of the molecular levels at that bias.

We now perform the same analysis also for the excited state with $M_{s}=18 \mu_{B}$ (Fig. 6.17), in order to verify if the spin-state affects the transport properties. In Fig. 6.26 the PDOS of the isolated molecule in the excited state is shown. It is similar to the one for the GS, the difference being that one of the four peaks below the Fermi energy is now a minority state. We can therefore expect also the minority spin to contribute significantly to the current in the excited state. In Fig. 6.27 the resulting bias dependent transmission coefficient is shown on a linear scale, and in Fig. 6.28 it is shown on a logarithmic scale. The transmission is qualitatively similar to the one of the ground state, with the difference being that one of the 4 HOMO peaks is now a minority peak. There is also a second minority peak at about 0.3 eV . At finite bias the general behavior is again that the peaks are shifted out of the bias window up to some voltage, above which the states change the coupling to the Au , so that some of them enter the bias window. However, since there is one less state in the majority spin to re-hybridize the HOMO levels, these re-hybridize in a different way than in the ground state. We note especially that the minority state close to $E_{\mathrm{F}}$ can not form linear combinations with any other states, so that it is always pushed out of the bias window, until the LUMO levels enter. The change of WFs, and of the corresponding


Figure 6.24: Real space plots of the $M_{s}=20 \mu_{\mathrm{B}}$ ground state WFs for the four states closest to the Fermi energy for three different bias voltages. All energies are given in units of eV .


Figure 6.25: Spin-resolved current $I$ versus voltage $V$ curves for the $M_{s}=20 \mu_{\mathrm{B}}$ ground state (a) and the $M_{s}=18 \mu_{\mathrm{B}}$ excited state (b).


Figure 6.26: Spin-polarized projected density of states onto the Mn ions for the molecule in the $M_{s}=18 \mu_{\mathrm{B}}$ ground state shown in Fig. 6.17. Positive values are for the majority, negative values for the minority.
coupling coefficients, with bias is illustrated in Fig. 6.29. Indeed there is no visible difference in the WF for the minority states for the different bias voltages, which is reflected by the fact that the coupling coefficients are almost constant. The values show that the state is always coupled slightly more to the right lead than to the left one. This is a consequence of the choice of the position of the Mn ions, at which the spins are flipped in the excited state, since the minority WF is localized in that region. The majority states on the other hand change in an analogous way as for the GS.

In Fig. 6.25(b) the resulting spin-polarized $I-V$ curve for the excited state is shown. The general behavior is similar to the one for the ground state, and the to-


Figure 6.27: Bias dependent transmission coefficient for the $M_{s}=18 \mu_{\mathrm{B}}$ excited state (red: majority, green: minority) on a linear scale; the blue vertical lines indicate the boundaries of the bias window.
tal current is of a similar magnitude for both states. Contrary to the ground state however, there is now also a contribution to the current from the minority spin. Due to the similarity of the results between the two states, we conclude that it is difficult to distinguish the two states from a readout of the current alone. Although the polarization of the current is very different, the total current is similar. Different orientations of the molecule might lead to larger changes of the current than differences in the magnetic state. A change of the spin-state during an $I-V$ measurement might however be detectable.


Figure 6.28: Bias dependent transmission coefficient for the $M_{s}=18 \mu_{\mathrm{B}}$ excited state (red: majority, green: minority) on a logarithmic scale; the blue vertical lines indicate the boundaries of the bias window.


Figure 6.29: Real space plots of the $M_{s}=18 \mu_{\mathrm{B}}$ excited state WFs for the four states closest to the Fermi energy for three different bias voltages. The arrows indicate the spin of the WFs. All energies are given in units of eV .

### 6.11 Conclusions

A major challenge in NEGF calculations is the treatment of weakly coupled and bound states $[62,63,243,246,242,244,245]$. While in some cases the standard NEGF formalism might not be suited to treat such states [206, 207, 187, 208, 250, 251], for many materials systems we can formulate a valid description. Apart from the conceptual difficulties, weakly coupled states cause technical problems in the calculation, due to the fact that they cause arbitrarily sharp peaks in the DOS. If a regularly spaced energy mesh is used, the integrations of the lesser GF and of the transmission coefficient over energy become almost intractable. We have presented two possible solutions: the first is the BSCS, based on the concept of generalized bound states, and the second is the adaptive energy mesh. Both methods are found to work well for our test systems, which consisted of a small $\mathrm{C}_{3}$ molecule, and a large magnetic $\mathrm{Mn}_{12}$-based molecule, attached to gold electrodes. We expect the adaptive energy mesh to be the more robust and flexible method for the integrations over energy. The main advantage of the calculation of the GBSs is, that it gives many additionally informations about the system, such as effective couplings to the leads, and the nature of the states in the EM. One can then use simplified formulae for transmission and DOS. It is also possible to separate out those states from the strongly coupled ones in the calculation of the density matrix. It might therefore be possible to set up a calculation, where the NEGF is used only for the strongly coupled states, whereas for the occupation of the GBSs other formalisms are applied.

For true BSs, for which the coupling to the leads is exactly zero, the situation is more difficult. We have shown how their occupation can be set, based on the assumption that there are interactions outside the ones described by the DFT Hamiltonian. These lead to an effective coupling to the leads, which we have included in the NEGF formalism by the effective coupling matrices. For systems such as capacitors, or tunnel junctions, it is usually possible to determine the effective coupling based on the spatial location of the BSs. This will be illustrated in detail in chapter 7 .

We have presented different examples, where weakly coupled and bound states appear. For a simple 1D tight-binding model, we have determined the energy of the BS as function of bias voltage, and also the maximum number of electrons that can be associated to BS. The important result is that it is necessary to calculate the contribution from the BSs independently for each bias voltage, since these can appear and disappear with bias. Most importantly, the charge that can be placed in a BS is a continuous function of bias, and can assume any value between zero and one electrons. In the calculations performed with our implementation of the

BSCS, and of the mesh refinement scheme in SMEAGOL for the small $\mathrm{C}_{3}$ molecule, we have illustrated how the self-consistent finite bias results critically depend on the correct inclusion of weakly coupled states in the theory. For the magnetic molecule the calculation of the GBSs and of their properties allowed us to understand the peculiar shifting of the energy levels with bias, and to determine the origin of the shrinking of the transmission peaks as they enter the bias window. We found the surprising result, that, as a consequence of the fact that the preferred molecular state is charge neutral, the nature of the molecular states changes drastically for different bias voltages. This leads to a negative differential conductance.

## Chapter 7

## Electronic transport through $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions

Modern magnetic sensors, such as read heads for hard disk drives, are based on the tunnel magnetoresistance (TMR) effect. This is the drop in resistance of a magnetic tunnel junction (MTJ) formed by two magnetic layers when the mutual alignment of their magnetization vectors changes from antiparallel (AP) to parallel (P). The TMR magnitude is given by

$$
\begin{equation*}
\mathrm{TMR}=\frac{I_{\mathrm{P}}-I_{\mathrm{AP}}}{I_{\mathrm{AP}}}, \tag{7.1}
\end{equation*}
$$

with $I_{\alpha}(V)$ being the current at the voltage $V$ for the $\alpha$ configuration ( P or AP). Huge TMR ratios have been achieved in epitaxial, all crystalline $\mathrm{Fe} / \mathrm{MgO}$ [264] and $\mathrm{CoFeB} / \mathrm{MgO}$ [265] MTJs, reaching up to $604 \%$ at room temperature and $1144 \%$ at $5 \mathrm{~K}[18,19]$. These large values of TMR are largely attributed to the phase coherent and transverse momentum conserving transport. Extensive reviews on the transport properties of crystalline tunnel junctions are given in Refs. [16] and [15].

Tunneling junctions are usually grown in a layered form, either by sputtering [265] or by molecular beam epitaxy (MBE) [264]. The advantage of the MBE growth is that high quality junctions with well defined interfaces can be grown. The crystalline interfaces are atomically sharp over a long range [264]. Sputtering, in conjunction with an annealing step, leads to local crystallization at the interface. The long range order is worse than that obtained with MBE, and also the junction thickness is less well defined. The advantage of the sputtering techniques however is that they are much cheaper. For both methods usually the bottom Fe electrode is grown on a substrate, often an anti-ferromagnetic layer. On top of this a few layers of MgO are deposited, over which the top metallic electrode is then grown. It is generally found that the interface between $\mathrm{Fe}(100)$ and $\mathrm{MgO}(100)$ is formed in such a way that the O atoms of the first MgO layer grow on top of the Fe interface atoms, with the in-plane unit cell of MgO rotated by $45^{\circ}$ with respect to the Fe unit cell [266,
$267,268,20,269]$. The details of the experimentally determined interface structure vary somewhat for different experiments. In Refs. [270, 266, 267, 268, 271, 272] it is shown that in the first few layers of Fe partial oxidation takes place. Theoretical calculations show that the transport properties can change drastically if such an FeO layer is present [273, 274, 275]. Neutron diffraction experiments suggest that magnetically dead layers can be formed at the interface, especially if grown in $\mathrm{O}_{2}$ atmosphere [276], which might also be attributable to an FeO layer at the interface. In Refs. [16, 277, 278, 279, 280, 281, 282, 283] however it is claimed that there is no oxidation in the Fe. Theoretical calculations suggest that the formation of a FeO layer can be controlled by varying the $\mathrm{O} / \mathrm{Mg}$ excess during growth [284]. The recent experimental results of Refs. [285, 286, 271] indicate that both an oxidized and a non-oxidized junction can be grown, depending on the growth conditions. We note also that not all present experimental techniques might be able to detect a single FeO layer at the $\mathrm{Fe} / \mathrm{MgO}$ interface, as indicated in Ref. [287]. Apart from the partial oxidation of the interface, even in high quality junctions different types of defects can be found, such as O and Mg vacancies [285, 288]. Due to the small lattice mismatch between Fe and MgO of about $3.9 \%$, lattice dislocations are formed at the interface between MgO and Fe [264]. In order to maximize the TMR, often CoFe is used for the ferromagnetic electrodes. For junctions made by sputtering, Boron is usually added, which allows the growth of non-crystalline electrodes. These are then annealed after the sputtering process, so that crystalline interfaces with the MgO are obtained. In this work we consider ideal junctions, without Fe oxidation. We do however study the influence of defects, in the form of O vacancies in the MgO .

Several theoretical calculations investigating the linear response limit predict very large TMR for such junctions [20, 289, 290, 269, 274, 291]. In these works the current is calculated in the ballistic limit by using the two spin-fluid approximation, where the spin-currents for majority $(\uparrow)$ and minority $(\downarrow)$ spins do not mix. Inelastic effects and spin-flip events are not considered. Moreover periodic boundary conditions are assumed in the plane perpendicular to the transport, so that Bloch theorem can be applied in the plane. The total transmission is then calculated with Eq. (4.109), where the spin- and $\mathbf{k}$-dependent transmission is integrated over the 2D BZ to give the total spin-dependent transmission. The TMR is found to be governed not only by the spin-polarization of the electrode DOS, but also by the details of the wave functions matching across the barrier. This is analyzed in detail in Ref. [20, 21], where it is shown that the decay of a wave function across the barrier depends mainly on two factors: the first is the symmetry of the wave function, and the second is its $\mathbf{k}$-point in the 2D BZ perpendicular to the transport direction, since it is found
that the decay varies strongly for different k-points in the 2 D BZ. The slowest decay is found for states with $\Delta_{1}$ symmetry at the $\Gamma$-point, which have no momentum component in the plane perpendicular to the transport. States with $\Delta_{5}$ symmetry are found to decay faster across the barrier. If the transport direction is along the $z$ axis, and the $x$ and $y$ axes are in the plane perpendicular to it, then the states with $\Delta_{1}$ symmetry are those that transform like a linear combination of functions with $1, z, 2 z^{2}-x^{2}-y^{2}$ symmetry [20]. The states with $\Delta_{5}$ symmetry on the other hand transform like functions with $z x$ and $z y$ symmetry. Fe has a high transmission $\Delta_{1}$ band at the $\Gamma$-point, which is found at energies around the Fermi energy only for the majority $(\uparrow)$ spins, whereas for the minority $(\downarrow)$ spins no wave function with such a symmetry is found close to the Fermi energy. Since these bands dominate the tunneling current, Fe electrodes separated by a MgO barrier effectively behave as half-metals, and the TMR is expected to be very large [20, 289].

An important, but much less investigated aspect, is the relation between the electronic states and the $I-V$ characteristics in these highly crystalline MTJs. Interface states and details of the Fe band-structure, otherwise washed out by disorder, play an important role in the transport and indeed can be identified through the $I-V$ curves and its derivatives $\left[G(V)=\mathrm{d} I / \mathrm{d} V\right.$ and $\left.S(V)=\mathrm{d}^{2} I / \mathrm{d} V^{2}\right]$. For instance, high-quality MTJs (2-3 nm MgO thickness) show a pronounced broad peak on the $S(V)$ curve at about 1 V for the AP configuration, and a number of small peaks at lower voltages in the P configuration $[292,293]$. Combined with a quantitative theory these measurements can provide a wealth of information, and help the device design.

This chapter is organized as follows. After presenting some basic properties of bulk Fe and MgO , we study the electron transport in an ideal $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junction with 4 MgO MLs ( $\sim 1 \mathrm{~nm}$ thick). First the zero bias transport properties are analyzed and compared to the existing literature. We then move to the finite bias properties. The importance of the correct occupation of the BSs in the nonequilibrium case is shown by analyzing the potential drop and charging, and the properties of the BS as function of bias are analyzed in detail. We then present the bias-dependent transmission and $I-V$ s. The resulting TMR decreases at high bias and eventually even becomes negative above about 1.7 V . We show how the transport properties at finite bias are related to the layer- and symmetry-projected DOS of the Fe electrodes. We conclude the discussion of the 4 MgO MLs junction by verifying the influence on the transport of small changes in the structure of the junction and by calculating the changes due to the use of a self-interaction corrected
exchange-correlation functional in the MgO .
In the following section we then study the dependence of the transmission on the MgO thickness. We show that the results for large barrier thickness are strongly dependent on the used basis set, and relate this to the complex band structure of MgO . We calculate the energy-dependent damping across the MgO for thick barriers, and find that at the Fermi energy the damping for $\uparrow$ spins is only slightly smaller than for the $\downarrow$ spins, so that only a small increase of the TMR with bias is predicted at large thickness. This is in agreement with the results in Refs. [291, 294].

Generally the theoretically obtained values for the TMR for ideal junctions, which are of the order of several thousands of percent [20, 290, 269, 274, 291], are much larger than the ones obtained in experiments, which are never higher than around one thousand percent $[264,265,18,19]$. This might be attributable to different effects, such as disorder [295, 296, 297, 294], a partial oxidation of the interface Fe layer [273, 274, 275, 291], non-collinear spin-configurations at the Fe interface layer, or to defects in the $\mathrm{MgO}[298,294,299]$. Inelastic effects are also likely to play an important role in experiments $[292,246,300,15]$ and usually lead to an additional reduction of the TMR. Also many-body effects might play a role, especially at small bias. A detailed description of the inelastic and many-body effects on the transport is given in Ref. [300]. Since we always work in the ballistic, energy conserving, limit, we do not include these inelastic effects. In this work we investigate the transport properties of junctions with oxygen vacancies in the MgO and find that indeed the TMR decreases drastically for oxygen deficient junctions, especially if the vacancies are close to the interface.

In the final part of this chapter we analyze the transport properties of double barrier junctions. Experiments for such junctions show that these can reduce the decay of the TMR with bias [301]. Moreover evidence of quantum well states in the middle Fe layer is found [302, 303, 304]. In our calculation we find both these effects and analyze their origin.

### 7.1 Basic properties and system setup

MgO is an insulator and crystallizes in the NaCl structure, with an experimental equilibrium lattice constant of $4.21 \AA[305,306,307]$ and a band gap of 7.8 eV [305, 307]. For both the O and Mg atoms, in our calculations the used basis set is double $\zeta s$ and $p$, with cutoff radii for all the first $\zeta \mathrm{s}$ of $6 \AA$. We have thoroughly tested convergence of the results with respect to the use of richer basis sets. For the equilibrium lattice constant we obtain $4.19 \AA$ for LDA, which matches well the


Figure 7.1: MgO band-structure.
experimental value and also previous $a b$ initio calculations [308]. For GGA we obtain $4.29 \AA$, which is somewhat larger than the experimental value. In Fig. 7.1 the LDA band structure is shown for the equilibrium lattice constant. It matches well with previous calculations [309, 305, 308]. We note that the band gap at the Г point is only 4.64 eV , which is about 3.2 eV smaller than the experimental value. This discrepancy is caused by the self-interaction in the LDA exchange correlation potential (Sec. 2.1.5). In fact, if we add the ASIC (see Sec. 2.1.5) to the LDA exchange correlation potential, then the band gap increases to 6.95 eV , and agrees much better with the experimental value. We note that the ASIC contribution depends on the choice of the so-called $\alpha$-parameter (see Ref. [90] for the definition). In our ASIC calculations we use an $\alpha$-parameter of 0.5 , which is the default value for semiconducting periodic systems. In Ref. [90] it is shown that the experimental gap for MgO can be obtained by increasing the $\alpha$-parameter to about 0.65 [90]. Since the LDA band gap, although smaller than the experimental value, is still rather large, we perform most of the calculations using the LDA. In Secs. 7.4.2 and 7.5 we do however compare the results to those obtained using the ASIC. As we will show, the main features of the $I-V$ and TMR- $V$ do not change when the ASIC is introduced.

Fe is a ferromagnetic metal and crystallizes in the bce structure, with a lattice constant of $2.8665 \AA[310,311]$ at room temperature. The agreement of the LDA band structure and DOS with the experimental ones is rather good [310, 312]. One of the major failures of the LDA however is that the ferromagnetic state does not correspond to the lowest energy state. Therefore, when the LDA is used, a fcc nonmagnetic ground state is predicted, in contrast to experiment [313]. Moreover, the LDA equilibrium lattice constant of about $2.76 \AA$ [313] for ferromagnetic bce Fe is rather small when compared to experiment. The GGA, as parametrized in Ref. [85], brings the lattice constant very close to the experimental value, and also correctly pre-


Figure 7.2: Fe band-structure for majority (a) and minority spins (b).
dicts a ferromagnetic ground state [314, 313]. We thoroughly tested the convergence of Fe band structure, DOS and transport properties for different basis sets, with the aim to find a minimal basis set, that still correctly describes these properties. The resulting basis set for Fe is double $\zeta s\left(r_{\mathrm{c}}=5.6\right.$ bohr), single $\zeta p$ ( $r_{\mathrm{c}}=5.6 \mathrm{bohr}$ ) and single $\zeta d$ ( $r_{\mathrm{c}}=5.2$ bohr). We note that the first set of transport results, as published in Ref. [315], were calculated using a double $\zeta$ (DZ) $s\left(r_{\mathrm{c}}=7\right.$ bohr), single $\zeta$ (SZ) $p\left(r_{\mathrm{c}}=7 \mathrm{bohr}\right)$, and $\mathrm{DZ} d\left(r_{\mathrm{c}}=5.6 \mathrm{bohr}\right)$ basis. Since the results are very similar to the ones obtained with the smaller basis set, here we present only the latter. For bulk Fe we obtain a relaxed lattice constant of $2.79 \AA$ for LDA, and $2.88 \AA$ for GGA, which agrees well with other calculations [313]. The LDA band structure is shown in Fig. 7.2. We can identify the parabolic $s$ like bands starting at about -8.5 eV , and the spin-split $d$ bands, ranging from about -4.9 eV to 0.3 eV for the $\uparrow$ spins, and from about -3.5 eV to +2.5 eV for the minority spins. The band structure matches well with other LDA calculations [316], and also to experiments [312]. The calculations presented in the remaining part of this chapter are all performed using the LDA. We did however also repeat some of the calculations using the GGA. We find that the general results are similar for both LDA and GGA, although some features at and around the Fermi energy are different. This is caused by the fact that the band structure for LDA and GGA differs close to the Fermi energy.

A general feature of tunneling junctions is that the lattice vectors of the top and bottom electrodes are slightly different. This is due to the strain induced by the lattice mismatch between the metals and the insulating layer. The strain in the MgO is reduced away from the interface, so that the in-plane lattice vectors of the top Fe electrode adapt to the MgO . In order to make the computations feasible, we need to apply periodic boundary conditions perpendicular to the stacking direction. For this


Figure 7.3: Unit cell used for the $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ junction with 4 MgO MLs. Periodic boundary conditions are applied perpendicular to the stacking direction.
reason it is necessary to assume that the in-plane lattice vectors of both electrodes are identical. For the same reason we assume that the in-plane MgO lattice adapts perfectly to the Fe electrodes, which means that the used MgO in-plane lattice vectors are $\sqrt{2}$ times the one of $\mathrm{Fe}[20]$. For the Fe electrodes we use the bulk Fe lattice parameters, with a lattice vector of $2.866 \AA$. The in-plane lattice vector of MgO then results to $\sqrt{2} \times 2.866 \approx 4.05 \AA$. In Fig. 7.3 the unit cell for a 4 MgO monolayers (MLs) $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ junction is shown, periodic boundary conditions are applied in the plane perpendicular to the stacking direction. In all our calculations we use 8 Fe layers on each side of the MgO in order to converge to bulk. We note that the interface structure obtained experimentally when MgO is grown on Fe can be different from the one obtained when Fe is grown on MgO . In all our calculations however we use a completely symmetric interface on both sides.

For the atomic positions along the stacking direction slightly different values are used in the literature [20, 269, 274, 304]. In Ref. [20] it is assumed that there is no relaxation of the MgO lattice along the stacking, so that the lattice constant along the stacking is also equal to $4.05 \AA$. The $\mathrm{Fe}-\mathrm{O}$ distance at the interface used in the calculations is $2.16 \AA$. We refer to this set of coordinates as the unrelaxed coordinates. In Ref. [269] a relaxation of the atomic positions and lattice vectors along the stacking is performed for 3 MLs of MgO . The result is that due to the in-plane compression, the MgO expands along the stacking direction, in order to keep the volume of the unit cell approximately constant. Another result of the relaxation is that the Mg atoms in the interface layer are slightly displaced towards the Fe substrate with respect to the O atoms. The calculated Fe-O distance is $2.21 \AA$, and the distance between the O atoms along the stacking is $2.196 \AA$ (compared to $2.025 \AA$ for the unrelaxed coordinates). Based on these results, we construct MgO barriers with an arbitrary number of MLs by using $2.196 \AA$ as the spacing between the MLs. Except for the first interface layer, it is assumed that the Mg and O atoms always have the same $z$ coordinates. We refer to this set of coordinates as the relaxed coordinates. In our calculations we use both the unrelaxed and the relaxed coordinates. We will


Figure 7.4: MgO band gap $E_{\text {gap }}$ as function of the lattice constant $a$. The experimental lattice constant is $4.21 \AA$.
show that although the general results are similar for both the sets of coordinates, there are two main differences. The first is that the MgO band gap differs by about 1 eV . This is because the band gap changes sensibly when the lattice constant is reduced, as shown in Fig. 7.4. It increases by about 1 eV when the lattice constant is reduced from the experimental value of $4.21 \AA$ to $4.05 \AA$, for both LDA and ASIC. The effective lattice constant for the relaxed coordinates is $\left(4.05^{2} \times 4.4\right)^{1 / 3} \approx 4.16$ $\AA$, and it is rather close to the equilibrium value. The calculated LDA band gap for the unrelaxed coordinates is 5.8 eV , and that for the relaxed coordinates is 4.8 eV . This difference leads to a different barrier height, so that we expect some quantitative differences in the calculated currents. The second main difference in the results for the relaxed and unrelaxed coordinates is that, due to the different interfaces with the Fe , the coupling of surface states into the MgO varies. At the end of the next section we will show that this leads to a stronger transmission through ISs for the unrelaxed coordinates.

A $7 \times 7 \mathrm{k}$-points mesh is used during the self-consistent cycle to converge the charge density in all the transport calculations. We carefully checked the convergence of the transport properties with respect to this value. Once self-consistency is achieved, a $100 \times 100 \mathrm{k}$-point mesh is used over the full BZ for evaluating the transmission coefficient in a single post-processing step. This finer mesh is necessary in order to resolve sharp resonances. We use a real space mesh cutoff of 600 Ry and an electronic temperature equal to 300 K . Also here we have verified that the results are almost independent on the choice of the temperature, the main difference being that some features are more pronounced at low electronic temperature.

### 7.2 Zero bias transport properties for a 4 ML junction

In this section we present the zero bias transport properties for a 4 ML junction with relaxed coordinates. At the end of the section we will then compare the results with those obtained for unrelaxed coordinates. In Fig. 7.5 the SIESTA DOS for bulk Fe is shown, together with the PDOS (defined in Sec. 4.1) for the 8th Fe layer (the furthest away from the MgO ) and for the interface Fe layer. The agreement between the bulk DOS and the one for the 8th layer is rather good, indicating that the effects of the MgO on the potential are largely screened at this distance. The PDOS for the interface layer is rather different. One of the major differences is the appearance of a peak in the minority PDOS around the Fermi energy (the peak itself is sightly above the Fermi energy). This peak therefore corresponds to a IS, found also in previous calculations for the same junction [20, 290, 269], and also for $\mathrm{Fe} /$ vacuum/ Fe junctions $[65,295]$. To visualize the surface state in real space we have also calculated the local density of states (LDOS) for all the states in an energy window of $\pm 0.2 \mathrm{eV}$ around $E_{\mathrm{F}}$ (see Fig. 7.6). The LDOS is the real space charge density generated by all the eigenvalues lying in a specified energy range. It can be seen that there is an enhancement of the charge at the interfaces between Fe and MgO in the minority spin, whereas for the majority spin no charge is visible on the chosen scale at the interface. We also calculate the band alignment for the junction, and find that the Fermi level of Fe is about 1.8 eV below the conduction band of MgO , and about 3.0 eV above the valence band. In Fig. 7.1, where the MgO band structure is shown, the Fermi level is approximately set according to this band alignment.

We now move to analyzing the properties of the Fe leads relevant to the transport. The leads unit cell is made up of 4 Fe layers, stacked along the (100) direction. By calculating the inverse band structure for the leads, as described in Sec. 5.1, and using Eq. (5.40), we calculate the leads DOS

$$
\begin{equation*}
\mathcal{N}=\frac{1}{\pi \Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} d \mathbf{k} \sum_{n}^{N_{\mathbf{k}, \text { open }}} \frac{1}{v_{\mathbf{k}, n}}, \tag{7.2}
\end{equation*}
$$

where the integral goes over the 2D BZ perpendicular to the transport direction. Here $\Omega_{\mathrm{BZ}}$ is the area of the $\mathrm{BZ}, N_{\mathbf{k}, \text { open }}$ is the number of open channels at a given k-point, and $v_{\mathbf{k}, n}$ is the group velocity for channel $n$. In Fig. 7.7(a) the DOS per Fe atom is shown. This is equal to $\mathcal{N} / 4$ since there are 4 atoms in the unit cell. We further


Figure 7.5: Bulk DOS for one Fe atom (black curve), DOS for the Fe atom at a distance of 8 layers from the MgO (green curve), and DOS for the Fe atom at the interface layer (red curve). Positive values represent the $\uparrow$ spins, negative values the $\downarrow$ spins.


Figure 7.6: Isosurfaces for the charge density associated to the bands in a range of 0.2 eV around the Fermi energy, for $\mathrm{P} \uparrow$ (left) and $\downarrow$ (right).
calculate the DOS times the group velocity,

$$
\begin{equation*}
\mathcal{N} v=\frac{1}{\pi \Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} d \mathbf{k} \sum_{n}^{N_{\mathbf{k}, \text { open }}} \frac{1}{v_{\mathbf{k}, n}} v_{\mathbf{k}, n}=\frac{1}{\pi} \int_{\mathrm{BZ}} d \mathbf{k} N_{\mathbf{k}, \text { open }}, \tag{7.3}
\end{equation*}
$$

which is proportional to the average number of open channels [Fig. 7.7(b)]. And finally we calculate the DOS times the square of the group velocity

$$
\begin{equation*}
\mathcal{N} v^{2}=\frac{1}{\pi \Omega_{\mathrm{BZ}}} \int_{\mathrm{BZ}} d \mathbf{k} \sum_{n}^{N_{\mathbf{k}, \text { open }}} v_{\mathbf{k}, n}, \tag{7.4}
\end{equation*}
$$

which is shown in Fig. 7.7(c). We note that the quantities $\mathcal{N} v$ and $\mathcal{N} v^{2}$ are in principle dependent on the choice of the $z$ direction. However for typical $3 d$ metals they are almost isotropic. From Fig. 7.7 it can be seen that whereas the contributions from the $d$ states dominate in the DOS, where they are visible as sharp peaks, in $\mathcal{N} v$ the contribution from $s$ and $d$ like bands is of the same order of magnitude. Finally for $\mathcal{N} v^{2}$ the contribution from the $s$ bands dominates, since they have a larger group velocity compared to the $d$ bands. As described in [58], and also in Sec. 2.2 of Ref.


Figure 7.7: Spin-polarized $\operatorname{DOS} \mathcal{N}$ for one Fe atom (a), average number of channels per unit cell $\mathcal{N} v(b)$, DOS times the square of the group velocity $\mathcal{N} v^{2}$ (c), transmission for a 4 MgO MLs junction per unit cell $T$ (d), for the P and AP configurations.
[55], $\mathcal{N} v$ determines the transport properties in the ballistic regime, and $\mathcal{N} v^{2}$ is the relevant quantity in the diffusive regime. Since we calculate the transport properties in the ballistic regime, the transmission is directly dependent to the number of channels (see also chapter 4). From Fig.7.7(b) we can see that around the Fermi energy both $s$ and $d$ bands can contribute to the transport. In the diffusive regime one can expect the $s$ bands to dominate.

In Fig. 7.7(d) the total transmission coefficient is shown for both P and AP configuration of the magnetic electrodes for the 4 MgO MLs junction. The transmission vanishes on this scale between about -3.5 eV to 1.3 eV around the Fermi energy, due to the band gap in the MgO. In Fig. 7.8 the spin-dependent transmission is shown on a logarithmic scale, together with the average number of channels in the Fe leads $n_{\mathrm{c}}=\mathcal{N} v$. For the P configuration, and for energies in the range of about $\pm 1 \mathrm{eV}$ around $E_{\mathrm{F}}$, the transmission for $\uparrow$ spins is much larger than that for the $\downarrow$ spins. Very close to $E_{\mathrm{F}}$ however there is a sharp peak in the minority transmission, which is due to the surface state close to $E_{\mathrm{F}}$. Below about -1 eV also the $\uparrow$ transmission drops, due to the fact that this is the energy of the band-edge of the majority $\Delta_{1}$ state, $\Delta_{1}^{\uparrow}$, at the $\Gamma$ point (see Fig. 7.27). At this energy we also find a IS in the $\uparrow$ spins, which causes the peak in the transmission. The sharp increase in transmission in the $\downarrow$ spins at about 1 eV to 1.5 eV is due to the fact that at 1.5 eV there is the band-edge of the minority $\Delta_{1}$ states, $\Delta_{1}^{\downarrow}$, at the $\Gamma$ point (see Fig. 7.27). For other


Figure 7.8: Average number of channels per unit cell $n_{\mathrm{c}}=\mathcal{N} v$ for $\uparrow$ and $\downarrow$ (a), and transmission for a 4 MgO MLs junction $T$ (b), for the $\mathrm{P} \uparrow, \mathrm{P} \downarrow$, and and $\mathrm{AP} \uparrow$.
energies inside the MgO band gap the transmission varies, following also the change in the number of channels. An increase in $n_{c}$ usually is translated in an increased transmission. For energies outside of the MgO band gap the transmission is roughly proportional to the number of channels, with the scattering across the MgO bands leading to some variations. As a first approximation, the transmission in the AP configuration can be seen as a convolution of the majority and minority transmission in the parallel one [55, 68]. Around $E_{\mathrm{F}}$ it is much lower than the one for the P configuration. The resulting 0-bias TMR at $E_{\mathrm{F}}$ is about $1780 \%$. We will discuss the energy- and spin-dependent transmission coefficient in more detail in Sec. 7.4, where we will also discuss its dependence on the applied bias voltage.

The general results for the transmission close to $E_{\mathrm{F}}$ and therefore also for the 0bias TMR agree with other calculations [20, 274, 290, 269, 317]. The main discrepancy is in the magnitude of the IS peaks. Whereas in Ref. [290] for a 4ML junction the P $\downarrow$ transmission is larger at $E_{\mathrm{F}}$ than the $\mathrm{P} \uparrow$ transmission, in Refs. [20, 274, 269] the contribution from resonances is negligible in the P configuration. This discrepancy can have different origins. Some of the differences are attributable to the slightly different lattice parameters used in the various calculations, as we will show at the end of this section. One of the problems is also that in many calculations only the value at $E_{\mathrm{F}}$ is given. This depends sensibly on the exact position in energy of the $\downarrow$ surface state. In Sec. 7.5 we will also show that the choice of the basis set can change the amplitude of the resonances, although for a 4 ML junction this effect is not large. In collaboration with my colleague Nadjib Baadji a separate set of calculations was performed for the same system, using a tight-binding LMTO ASA code. Also in this
case we find a large contribution of the ISs to the transmission for the 4 ML junction. One way to reduce the contribution of resonances in the transmission is to add a small imaginary part to the energy when evaluating the GF (see Sec. 7.4). In experiments the resonant transport through such a surface state is probably highly suppressed by interface roughness. We also note that for thicker junctions the contribution from such a surface state is negligible in both the P and AP configuration (Sec. 7.5).

In Fig. 7.9 the k-resolved transmission coefficient is plotted in the 2D BZ perpendicular to the transport direction, for different energies around $E_{\mathrm{F}}$. Each of the colored squares extends over the full 2D BZ, and the transmission is shown on a logarithmic scale with a color code. Blue corresponds to regions where the transmission is smaller than $10^{-7}$, whereas red corresponds to a transmission of 1 . Green and yellow denote intermediate values. The $\uparrow$ transmission [Fig. 7.9(a)] is almost the same for all energies. It has a broad maximum at the $\Gamma$-point $\left(k_{x}=k_{y}=0\right)$, and oscillates towards the border of the BZ. These oscillations are caused by the $\mathbf{k}$ dependent complex band structure of MgO [20]. The $\downarrow$ transmission on the contrary changes considerably across this energy range. It has an almost constant background pattern with small transmission, but there are also high peaks, caused by the IS. Their height and position in the BZ change strongly as function of energy, reflecting the small energy width of the IS. The shape of the peak for energies below $E_{\mathrm{F}}$ is similar to the one given in Ref. [20] at $E_{\mathrm{F}}$. The height at $E_{\mathrm{F}}$ is larger in our case. This is probably due to the fact that the IS position relative to $E_{\mathrm{F}}$ is slightly different. In fact for energies slightly below $E_{\mathrm{F}}$, the height decreases rapidly. The transmission for the majority spin in the AP configuration is shown in Fig.7.9(c). The figure shows that at each $\mathbf{k}$-point the transmission in the AP configuration approximates a convolution between the $\mathrm{P} \uparrow$ and $\mathrm{P} \downarrow$ transmission.

In Fig. 7.10 the $\mathbf{k}$ dependent number of channels of the Fe leads is shown for $\uparrow$ and $\downarrow$. The color scale is linear, blue stands for 0 , orange for 3 , and red for 5. Comparing Figs. 7.9 and 7.10 , it can be seen that for those k-points, where the number of channels is zero, also the transmission vanishes. The fact that there are no open channels for some $\mathbf{k}$ points has major implications for the finite bias calculations, since at all those $\mathbf{k}$-points bound states appear in the system. This will be discussed in detail in the next section. Although these carry no current in our calculations, in practical experiments they are might contribute to the current, since in experiment the coupling to the Fe electrodes is never exactly zero (see Sec. 6.7) [246]. In Refs. [247, 248, 249, 243] the contribution of such localized states to the current is calculated within the Bardeen perturbation treatment [318, 319], in which such an effective coupling is implicitly assumed. However as shown in Ref. [243], the
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Figure 7.9: $\mathbf{k}$-dependent transmission plotted over the 2D BZ for different energies, and for $\mathrm{P} \uparrow$ in the first row (a), fr $\mathrm{P} \downarrow$ in the second row (b), and for $\mathrm{AP} \uparrow$ in the third row. The color code is on a logarithmic scale, red stands for a transmission of 1 , and blue stands for a transmission below $10^{-7}$. The values are calculated for the relaxed coordinates using the LDA.


Figure 7.10: k-dependent plot over the whole BZ of the number of open channels in the Fe leads at the Fermi energy for $\uparrow$ and $\downarrow$. The color code is on a linear scale, and ranges from zero (blue) to 5 (red).
additional contribution of localized interface states to the total current is rather small for the $\mathrm{Fe} / \mathrm{MgO}$ junctions and therefore negligible.

We conclude this section by comparing the zero bias transmission with the one obtained by using the unrelaxed coordinates of Ref. [20]. We perform both LDA and GGA calculations for those coordinates, in order to see whether the change of the exchange-correlation functional has a significant effect on the transport properties. In Fig. 7.11 the spin-dependent transmission coefficient is compared for the three different calculations. Fig. 7.11 (a) is calculated using the relaxed coordinates with the LDA, Fig.7.11 (b) is calculated using the unrelaxed coordinates with the LDA, and Fig.7.11 (c) is calculated using the unrelaxed coordinates with the GGA. The


Figure 7.11: Transmission coefficient $T$ calculated for the relaxed coordinates and the LDA (a), for the unrelaxed coordinates and LDA (b), and for the unrelaxed coordinates and GGA (c). The red curves represent the $\mathrm{P} \uparrow$ transmission, the green curves the $\mathrm{P} \downarrow$ one, and the black curves the AP $\uparrow$ one.
general results are similar for all the three cases. The major difference between the two LDA calculations is that the resonance $\downarrow$ peak at $E_{\mathrm{F}}$ is higher for the unrelaxed structure. The same is true for the $\uparrow$ peak at about -1 eV . The main difference between LDA and GGA calculations is that some of the peaks shift slightly in energy. This is expected because of the differences in the LDA and GGA Fe band structure. In Figs. 7.12 (LDA) and 7.13 (GGA) the corresponding k-resolved transmission is shown for the unrelaxed coordinates. Also here the general behavior is similar to the one of Fig. 7.9, with the difference that the peaks due to the $\downarrow$ IS shift slightly in energy and height. For the unrelaxed structure the Fe Fermi energy is 1.8 eV below the MgO conduction band, and 4 eV above the MgO valence band.
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Figure 7.12: k-dependent transmission, as shown in Fig. 7.9, but calculated for the unrelaxed coordinates using the LDA.


### 7.3 Bound states in $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ junctions

After having analyzed the main zero bias properties, we now move on to finite bias. In order to obtain the transport properties, we first have to calculate the self-consistent solution at finite bias. This is not straight forward, since bound states (BSs) may appear. In chapter 6 we have outlined in detail the general features of BSs, how to find them, and also how to occupy them for given physical constraints. The reason for the appearance of BSs is that there are $\mathbf{k}$-points, for which there are no open channels in the Fe leads (see for example Fig. 7.10), as also described in Refs. $[242,65,246]$. For the majority spin the fraction of the BZ with zero channels at $E_{\mathrm{F}}$ is restricted to a small area close to the boundaries of the BZ (Fig. 7.10). Therefore it is reasonable to assume that the contribution from the BSs to the total charge is only a small perturbation. For the minority spin however the blue areas in Fig. 7.10 extend over approximately half the BZ. For all those $\mathbf{k}$-points BSs can appear, and the contribution of the BSs to the total charge is therefore expected to be large. In this section we will show that at finite bias it is crucial to correctly take into account the BSs located in the bias window, in order to obtain a physically meaningful potential drop. For all the calculations in this section we use the unrelaxed coordinates of Ref. [20].

In Sec. 6.3 we have shown how BSs can be found by calculating the eigenvalues $\epsilon_{n}$ of the effective Hamiltonian $H_{e f f}$ [Eq. (6.41)]. We note that for each $\mathbf{k}$-point the effective Hamiltonian is different. A BS is found at all real energies $E_{\mathrm{BS}, \mu}$ where the conditions (6.45) and (6.46) are fulfilled, so that there is an $n$ with $\epsilon_{n}\left(E_{\mathrm{BS}, \mu}\right)=E_{\mathrm{BS}, \mu}$. This implies that $\operatorname{Im}\left[\epsilon_{n}\left(E_{\mathrm{BS}, \mu}\right)\right]=0$. As already explained, in numerical computations the second condition is usually not fulfilled exactly. We can therefore only calculate the set of generalized bound states (GBSs) with eigenvalues $\epsilon_{\mu}^{\mathrm{W}}=\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)$ at a real energy $E_{\mu}^{\mathrm{W}}$, for which we only require that $\operatorname{Re}\left[\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)\right]=E_{\mu}^{\mathrm{W}}$ and $\operatorname{Im}\left[\epsilon_{n}\left(E_{\mu}^{\mathrm{W}}\right)\right] \leq \eta^{\mathrm{W}}$. The choice of $\eta^{\mathrm{W}}$ determines the set of weakly coupled states. For a true BS we require that $\eta^{\mathrm{W}}$ is of the order of the numerical precision. Here we choose the value of $\eta^{\mathrm{W}}=10^{-14}$ Ry setting the boundary between weakly coupled and bound states, so that the set of GBSs for which $\eta^{\mathrm{W}}=10^{-14}$ Ry corresponds to the set of true BSs. This value can also be increased in practical calculations, depending on the numerical accuracy.

We now calculate the BS s for a given $\mathbf{k}$-point, using the graphical method described in Fig. 6.1 of Sec. 6.3, with $\eta^{\mathrm{W}}=10^{-14}$ Ry. The chosen $\mathbf{k}$-point is given by $k_{x}=k_{y}=0.58 \pi / a$. This is one of the $\mathbf{k}$-points with vanishing number of channels in the $\downarrow$. Here, $a$ is the Fe lattice constant. The position of this $\mathbf{k}$-point is illustrated


Figure 7.14: Real part of the eigenvalues $\epsilon_{n}$ of $H_{\text {eff }}$, for $\uparrow$ and $\downarrow$, as function of energy $E$, for $k_{x}=k_{y}=0.58 \pi / a$, and at zero bias. The green parts of the curves represent the set of eigenvalues with an imaginary part smaller than $10^{-14}$ Ry. The red line is a plot of the energy as function of the energy itself, the blue circles indicate the energies of the BSs.
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Figure 7.15: Charge density of the $4 \downarrow$ interface states close to $E_{\mathrm{F}}$, for $k_{x}=k_{y}=0.58 \pi / a$, and at zero bias.
with a cross in the right part of Fig. 7.20(a), where the k-resolved $\downarrow$ number of channels is shown. In Fig. 7.14 we plot the real part of the eigenvalues in a range of 1.5 eV around $E_{\mathrm{F}}$. The black parts of the curves indicate that there $\operatorname{Im}\left(\epsilon_{n}\right)>10^{-14} \mathrm{Ry}$, whereas the light green parts indicate that there $\operatorname{Im}\left(\epsilon_{n}\right) \leq 10^{-14} \mathrm{Ry}$. The red curve simply plots the energy as function of energy. A BS is found whenever the red curve cuts the green part of the eigenvalues, these crossings are emphasized by the blue circles. Whereas for the majority spins BSs are only found at about 1 eV below $E_{\mathrm{F}}$, for the minority we find four almost degenerate states close to $E_{\mathrm{F}}$. Therefore we demonstrate that the BSs in the minority can enter the bias window already at very small bias. At high bias, of the order of 1 V , it is possible that also BSs in the majority enter the bias window.

We now analyze the properties of the BSs in the $\downarrow$ close to $E_{\mathrm{F}}$. At zero bias we


Figure 7.16: Schematic representation of the occupation of the BSs. Red lines represent occupied BSs, whereas green lines represent unoccupied BSs. At the left interface the BSs are occupied up to $E_{\mathrm{F}, \mathrm{L}}$, and at the right interface they are occupied up to $E_{\mathrm{F}, \mathrm{R}}$.
find two sets of BSs of different symmetry, and in each of the two sets there are two BSs . The reason for the appearance of two BSs with the same symmetry is that there is always one IS on the left-, and one on the right-hand side of the junction. At zero bias, and for such a symmetric junction, left and right ISs form a pair of bonding and anti-bonding states. This is also described in Ref. [242], and is a general feature of ISs. For the bonding state the total WF consists of an equally weighted linear combination of orbitals located on the left and on the right of the barrier with no phase shift, whereas in the anti-bonding state they have a $180^{\circ}$ phase difference. Since the coupling across the MgO is very small, bonding and anti-bonding states are almost degenerate. For such a symmetric junction, and zero bias, the BSs therefore extend over both the left-hand and right-hand part of the junction. This is illustrated in Fig. 7.15, where we plot the probability density for all four BSs. At finite bias however we expect the states to localize either on the left, or on the right side, due to the breaking of the symmetry caused by the electrostatic polarization in the junction. In Sec. 6.10 we found a localization with bias of this type for the weakly coupled states in the $\mathrm{Mn}_{12}$ based magnetic molecule. Once the BSs localize on one side of the junction, we can expect that the BSs localized on the left-hand (right-hand) side to have a much stronger effective coupling to the left (right) lead [246]. The way to impose such an effective coupling has been described in Sec. 6.2, and is done by choosing an appropriate $\alpha$ matrix. For the tunneling junctions we simply adapt the solution given in Eq. (6.27) for a capacitor. The resulting $\alpha$ matrix is

$$
\alpha=\left(\begin{array}{cc}
\mathbb{1}_{N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ER}}}  \tag{7.5}\\
\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{ER}}}
\end{array}\right)
$$



Figure 7.17: Planar average along $x$ and $y$ of the difference $\Delta V_{\mathrm{H}}$ between the electrostatic potential at a bias voltage of 0.5 V and the one at zero bias, as function of position $z$, for different occupations of the BSs. The blue diamonds indicate the position of the Fe layers, and the magenta circles indicate the position of the MgO layers.

Here it is assumed that the indices of the orbitals in the EM are ordered from left to right; $N_{\mathrm{EL}}\left(N_{\mathrm{ER}}\right)$ is the number of orbitals in the left (right) Fe electrode, plus the orbitals of the left (right) half of the MgO barrier. We use the approximations given in Eq. (6.23) to calculate the effective coupling matrices. We then calculate the BSs contribution to the non-equilibrium charge density using Eqs. (6.31) and (6.35). The resulting occupation of ISs from this choice of $\alpha$ matrix is schematically illustrated in Fig. 7.16. The left and right local Fermi energies are indicated as flat lines on the left and right side of the MgO barrier. The colored horizontal lines at the interfaces between the metal and the insulator denote ISs. Red lines indicate that the state is occupied, whereas green lines indicate that the state is empty. With this choice of $\alpha$ the result is that the BSs on the left side are occupied up to $E_{F, L}$, and the ones on the right side up to $E_{F, R}$.

In our calculations we use a finite value of $\delta$ equal to $10^{-4} \mathrm{Ry}$. We performed test calculations with a smaller value of $10^{-5} \mathrm{Ry}$, but the results were basically unchanged. The mesh spacing for the integrals on the real energy axis is always chosen somewhat smaller than $\delta$. In order to verify the correctness of the obtained self-consistent solution we plot the difference $\Delta V_{\mathrm{H}}$ between the planar average of the self-consistent Hartree potential at a finite bias and that at 0 -bias along the junction stack (black curve in Fig. 7.17), for an applied bias of 0.5 V (the quantity $\Delta V_{\mathrm{H}}$ and the notion of potential drop are introduced in Fig. 6.21 of Sec. 6.10). $\Delta V_{\mathrm{H}}$ is approximately flat in the Fe electrodes and drops nearly linearly in the MgO . This is indeed the expected behavior, analogous to the result we obtain for junctions without BSs, indicating that the solution is correct. In order to emphasize the importance of the correct


Figure 7.18: Real part of the eigenvalues $\epsilon_{n}$ of $H_{\text {eff }}$, for $\uparrow$ and $\downarrow$, as function of energy $E$, for $k_{x}=k_{y}=0.58 \pi / a$, and at an applied voltage of 0.2 V . The green parts of the curves represent the set of eigenvalues with an imaginary part smaller than $10^{-14}$ Ry. The red line is a plot of the energy as function of the energy itself, the blue circles indicate the energies of the BSs.
occupation of the BSs, we calculated the self-consistent solution using different $\alpha$ matrices. One possible choice is $\alpha=0.5 \mathbb{1}_{N}$, so that $\rho_{\text {neq }}^{\mathrm{BS}}$ is zero [see Eqs. (6.31) and (6.35)]. This is equivalent to the result one would obtain by neglecting the BSs contribution. The result for such an $\alpha$ is shown as the red line in Fig. 7.17. This result is clearly unphysical, since the potential drops to a large extent also in the metal. If we choose $\alpha$ in such a way to obtain the opposite occupation to the physically meaningful one, so that the ISs on the left (right) side are occupied up to the right (left) quasi Fermi energy. In this case the self-consistent potential drop is the one shown as blue curve in Fig. 7.17. This solution is now even less physical, since the potential drops almost entirely in the metal, while it is approximately flat in the MgO . The transport properties of tunneling junctions at finite bias are to a large extent determined by the relative shift of the interface DOS on both sides of the junction. This shift is mainly determined by the potential drop. A wrong potential drop therefore leads to wrong predictions of the transport properties at finite bias. From the results of Fig. 7.17 it is clear that if the BSs are not correctly occupied, the resulting transport properties are largely unphysical, and can be very different from the correct ones.

We now investigate the properties of the BSs at a finite bias. In Fig. 7.18 the eigenvalues of $H_{\text {eff }}$ are plotted as a function of energy $E$ for an applied bias of 0.2 V , and at the same k-point of Fig. 7.14. The colors of the curves are chosen in the same way as for the zero bias case, shown in Fig. 7.14. No BS is found for majority spin, indicating that the BS found at 0 bias is now coupled to one of the leads. The four BSs
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Figure 7.19: Charge density of the $4 \downarrow$ interface states close to $E_{\mathrm{F}}$, for $k_{x}=k_{y}=0.58 \pi / a$, and at a bias voltage of 0.2 V .


Figure 7.20: $\operatorname{Re}\left[E^{\mathrm{W}}\left(\eta^{\mathrm{W}} \rightarrow \infty\right)\right]$ for $\downarrow$ as function of $k_{y}$ for a fixed $k_{x}=0.37 \pi / a$, at 0.2 V. The red and blue parts of the curves show $\operatorname{Re}\left[E^{\mathrm{W}}\left(\eta^{\mathrm{W}}=10^{-3} \mathrm{Ry}\right)\right]$, and are therefore the eigenvalues corresponding to weakly coupled states. The red (blue) color indicates the weakly coupled states associated with the right (left) lead. The right figure shows the number of $\downarrow$ open channels in the Fe leads. The red cross indicates the $\mathbf{k}$-point where $k_{x}=k_{y}=0.58 \pi / a$, the red line is the path in k -space along which the left part of the figure is calculated.
in the minority bands are now split in two sets, separated by 0.2 eV , corresponding to the applied bias potential. In Fig. 7.19 the charge density is plotted for the $4 \downarrow$ BSs , for each of them its position on the real energy axis is also given. It can clearly be seen, that the ones at higher energy are located on the left side of the junction, and the ones at lower energy are located on the right side. This confirms our previous assumption, that the BSs localize at one of the two interfaces at finite bias. From the change of the energy of the BSs at finite bias (Fig. 7.19) compared to zero bias (Fig. 7.15), one can see that the BSs on the left side follow closely $E_{F, L}$, so that in this case they are shifted up in energy by 0.1 eV , and the ones on the right side follow closely $E_{F, R}$, so that in this case they are shifted down in energy by 0.1 eV . This is the general behavior expected for highly asymmetrically coupled states.

Up to now the analysis of the BSs was restricted to one $\mathbf{k}$-point, the next step is to determine the behavior of the BSs over the full 2D BZ. To this aim we first calculate


Figure 7.21: Imaginary part of the GBS eigenvalue $\epsilon_{\mu}^{\mathrm{W}}$ and the corresponding coupling coefficients $\gamma_{\{\mathrm{L} / \mathrm{R}\}, \mu}$ as function of $k_{y}$, for $k_{x}=0.37 \pi / a$, at 0.2 V . In the left (right) column of the figure the chosen set of eigenvalues $\epsilon_{\mu}^{\mathrm{W}}$ corresponds to the ones, whose real part is shown as solid blue (red) line in Fig. 7.20.
all the GBSs for $\eta^{\mathrm{W}} \rightarrow \infty$, so that also all crossings of the black curves in Fig.7.18 are included in the set of GBSs. In Fig. 7.20 all the found values for $E^{\mathrm{W}}\left(\eta^{\mathrm{W}} \rightarrow \infty\right)$ are plotted as function of $k_{y}$, for fixed $k_{x}=0.37 \pi / a$. The corresponding path in the 2 D BZ is indicated as red line in the right part of Fig. 7.20, where the $\mathbf{k}$ resolved number of channels is shown over the whole 2D BZ. The discontinuities in the curves are for states with very large imaginary part, which usually have also a very large $\partial E^{\mathrm{W}} / \partial E$, so that they are difficult to find with the interpolation scheme. For smaller imaginary parts however the BSs are found reliably. The colored parts of the curves are the ones where the imaginary part of $\epsilon^{\mathrm{W}}<10^{-3}$ Ry, and therefore correspond to weakly coupled states. All these states are ISs, since their coupling to the leads is very small. The blue (red) solid and dashed curves are the eigenvalues corresponding to weakly coupled states on the left (right) side of the junction. It can be seen that the blue curves are shifted from the red curves by about 0.2 eV . This again confirms that at self-consistency left- and right-hand side ISs are split in energy by the bias voltage.

In Fig. 7.21 the imaginary part, and the coupling coefficients $\gamma_{\{\mathrm{L} / \mathrm{R}\}}$ [Eq. (6.54)] are shown for two sets of weakly coupled states. In the first (second) column of Fig. 7.21 the results are shown for the set of the eigenvalues corresponding to the solid blue (red) curve in Fig. 7.20. In the left column therefore we follow the evolution of the coupling coefficients as function of $k_{y}$ for the IS on the left side, whereas in


Figure 7.22: $\operatorname{Re}\left(\epsilon_{\mu}^{\mathrm{W}}\right), \operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right), \gamma_{\mathrm{L}}$ and $\gamma_{\mathrm{R}}$ as function of $k_{x}$ and $k_{y}$, for the weakly coupled states of Fig. 7.21, extended over the whole 2D BZ (see text for details).
the second column the same is shown for the corresponding IS on the right side. For $k_{y} \gtrsim 0.6 \pi / a$ the value of $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$ goes to zero, showing that at these $\mathbf{k}$-points these IS are BSs. A comparison with the right part of Fig. 7.20 shows that this is the range where the number of channels in the leads is zero. For $k_{y} \lesssim 0.6 \pi / a$ there are channels in the leads, and in fact the $\operatorname{Im}\left(\epsilon_{\mu}^{W}\right)$ is usually different from zero, except at a some special high symmetry points and lines. One of these special lines is at $k_{y}=0$, and an other one for example for $k_{y}=k_{x}$. For the part of the curves where $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right) \neq 0$, and for the IS located on the left interface, the value of $\gamma_{\mathrm{L}, \mu}^{\mathrm{W}}$ is much larger then the one of $\gamma_{\mathrm{R}, \mu}^{\mathrm{W}}$. For the IS located on the right side the opposite is true. This further motivates our choice of effective coupling for such a tunneling junction [Eq. (7.5)].

In order to obtain the evolution of the coupling of the IS to the leads over the full BZ, we calculate the data shown in Figs. 7.20 and 7.21 for the whole BZ. The results are shown in Fig. 7.22, where each small square figure extends over the 2D BZ. The figures on the top (bottom) row are for the IS on the right-hand (left-hand) side of the junction. The first column of figures on the left shows the evolution of the real part of the IS energy, on a linear color scale. The energy of the states is approximately flat over a large part of the BZ. In the region where the dispersion is large, the assignment of the states is not unique, since crossings with other levels occur. Here we follow the states in such a way, that they are the flattest possible, while preserving the symmetry of the states. One can see that the IS located at the left interface always has a higher energy then the one located on the right interface. In the other sub-figures $\operatorname{Im}\left(\epsilon_{\mu}^{W}\right), \gamma_{\mathrm{L}}$, and $\gamma_{\mathrm{R}}$ are shown. A comparison of the figures for $\operatorname{Im}\left(\epsilon_{\mu}^{W}\right)$ with Fig. 7.10 for the minority shows that in all those areas of the BZ, where the number of channels is zero, the IS is a BS. Moreover $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$ vanishes along


Figure 7.23: (a) Planar average along $x$ and $y$ of the difference $\Delta V_{\mathrm{H}}$ between the electrostatic potential at a finite bias voltage and the one at zero bias, as function of position $z$, for different bias voltages. The blue diamonds indicate the position of the Fe layers, and the magenta circles indicate the position of the MgO layers. (b) Comparison of the self-consistent solution for $\Delta V_{\mathrm{H}}$ (green curve) with the one obtained by applying the rigid shift approximation (black curve) for a bias of 1 V .
the high symmetry line where $k_{x}=k_{y}$, and along pars of the lines where $k_{x}=0$ and $k_{y}=0$. A comparison with the $\mathbf{k}$-dependent transmission (Fig. 7.9) for the $\downarrow$ spin shows that for those regions, where $\operatorname{Im}\left(\epsilon_{\mu}^{\mathrm{W}}\right)$ vanishes, also the transmission through ISs is suppressed. This is for example the case along the previously described high symmetry lines. Whereas for the $\uparrow$ spins the modulation of the transmission over the BZ has been ascribed to the MgO complex band structure, the modulation of the transmission through ISs is attributable to both their damping across the MgO barrier and to their coupling to the Fe leads. The figures for $\gamma_{\mathrm{L}}$ and $\gamma_{\mathrm{R}}$ again show that the IS on the left-hand side has a much stronger coupling to the left lead, whereas the one on the right-hand side is coupled stronger to the right lead. The coupling of a IS to the opposite site of the junction is not zero, but is very small due to the MgO barrier. At very high bias this can however change.

In the last part of this section we investigate the potential drop and charging as function of bias. Fig. 7.23(a) shows $\Delta V_{\mathrm{H}}$ for a set of bias voltages, ranging from 0.1 V to 2.0 V . For all voltages $\Delta V_{\mathrm{H}}$ is approximately flat in the Fe leads, and drops almost linearly in the MgO. The corresponding planar average of the difference $\Delta \rho$ between the real space charge at finite bias and the one at zero bias is shown in Fig. 7.24. It satisfies the relation $\Delta \rho(z) \propto-d^{2} \Delta V_{\mathrm{H}}(z) / d z^{2}$. Since the value of $\Delta \rho$ depends on the bias voltage $V$, instead of plotting $\Delta \rho$ itself, we plot $\Delta \rho / e V$ ( $e$ being the electron charge). We use arbitrary units, although they are the same for all the graphs. For all different voltages the curve of $\Delta \rho / \mathrm{eV}$ as function of position $z$ is basically identical. This clearly indicates that the charging in the junction, and especially at the interface layers, is linear in $V$. The reason for this linear behavior is that the magnitude of the


Figure 7.24: Planar average along $x$ and $y$ of the finite bias charging $\Delta \rho$, scaled by the applied bias voltage potential $V$ and the electron charge $e$, as function of position $z$. Each sub-figure shows $\Delta \rho / e V$ for a different bias voltage, the color code for the different voltages corresponds to the one in Fig. 7.23. The blue diamonds indicate the position of the Fe layers and the magenta circles indicate the position of the MgO layers.
planar average of the difference in charge is much smaller than the one of the planar average of the charge itself. The ratio of the two quantities is of the order of $10^{-3}$. The finite bias therefore leads only to a very small perturbation of the total charge. Even though the relative change in charge is very small, it is large enough to modify the potential by a few eV . At all voltages we find $\Delta \rho(z)$ increasing linearly with $V$, and charge accumulating at the extremal layers of the electrodes just before MgO . Inside the $\mathrm{MgO} \Delta \rho(z)$ oscillates due to the electric field induced polarization. This is confirmed by a DFT calculation for an isolated MgO slab of the same thickness in an equivalent electric field, which shows analogous oscillations.

Our calculated potential drop justifies the often used rigid shift approximation of the potential for calculating the current at finite bias. In that approximation the finite bias transmission coefficient is calculated using the Hamiltonian calculated selfconsistently only at zero bias, plus a rigid shift in the electrodes chemical potential by the applied bias. Across the barrier a linear potential drop is assumed [274]. A comparison of the self-consistent $\Delta V_{\mathrm{H}}$ with the one applied in the rigid shift approximation is shown in Fig. 7.23(b) for a bias voltage of 1 V , where the black curve corresponds to the rigid shift approximation, and the green curve is the self-consistent solution. The calculation of the self-consistent solution at finite bias is much more difficult to achieve than that at zero bias, since the algorithm is much more involved,


Figure 7.25: (a) Planar average $\Delta V_{\mathrm{H}}$ of the difference between the Hartree potential at 0.5 V and the one at 0 -bias (full line), the dashed line indicates $\Delta V_{\mathrm{H}}$ applied in the rigid shift approximation. (b) Planar average $\Delta \rho$ of the difference between the charge density at 0.5 V and the one at 0 -bias. The diamonds and dots indicate the location of the Fe and MgO layers.
and also since the needed computational resources are much larger. The rigid shift approximation is therefore a way to obtain approximate finite-bias $I$ - $V$ curves in a highly simplified way. The good agreement between the self-consistent potentials and the rigid-shift potential, together with the fact that the charging in the junction is small, indicates that the use of this approximation is well justified. We will further corroborate the validity of this approximation at the end of Sec. 7.4.

### 7.4 Bias-dependent transmission and $I-V$ curves

In this section we investigate the $I-V$ characteristics of the 4 MgO ML junction. We demonstrate that the features of the $I$ - $V$ originate from the sweeping of the $\Delta_{1}$ bandedges and of ISs across the bias window. These generic features are emphasized here, as they resemble closely those studied in molecular devices [68] and magnetic point contacts [320]. We use the relaxed coordinates and the LDA.

First, we look at the electrostatic Hartree potential drop across the junction for the relaxed structure. In Fig. 7.25 (a) we show the difference $\Delta V_{\mathrm{H}}$ between the planar average of the self-consistent Hartree potential at a finite bias and that at 0-bias along the junction stack ( $z$-axis). In the same way as for the unrelaxed coordinates, $\Delta V_{\mathrm{H}}$ is flat in the electrodes and decays linearly in the MgO . The dashed line indicates the potential drop for the rigid shift approximation, described at the end of the previous section. In this section we will also directly compare the $I-V$ obtained with the selfconsistent solution with the one obtained using the rigid shift approximation. In Fig. 7.25(b) we also show the difference $\Delta \rho$ between the planar average of the selfconsistent charge density at a finite bias and at 0 -bias. Also $\Delta \rho$ shows an analogous


Figure 7.26: Spin dependent transmission coefficient $T$ for P (a) and AP (b) alignment as a function of energy $E$.
behavior to the one for the unrelaxed structure (Fig. 7.24).
We start our analysis of the transport properties at finite bias by first analyzing in detail the zero-bias transmission in the energy range relevant for a bias of up to 2 V . To this aim in Fig. 7.26 the spin-polarized zero-bias transmission is shown in an energy range of $\pm 2 \mathrm{eV}$ around $E_{\mathrm{F}}$. As briefly discussed in Sec. 7.2, three features appear in the $V=0$ transmission coefficient: (1) a sharp increase (note the logarithmic scale of the figure) in transmission at around -1 eV for the $\uparrow$ spins in the P configuration, (2) a similar, although smoother increase above +1 eV for the $\downarrow$ spins in the P configuration and for the AP configuration, and (3) a sharp resonance at $E_{\mathrm{F}}$ for the $\downarrow$ spins in the P configuration, which is also present in the AP configuration, although much smaller.

In order to map the features in the transmission to the corresponding electronic states, in Fig. 7.27 we plot the Fe band-structure as function of $k_{z}$ for $k_{x}=k_{y}=0$ [Fig. 7.27(a)], the P transmission [Fig. 7.27(b)], the average number of open channels for Fe [Fig. 7.27(c)], the Fe bulk DOS [Fig. 7.27(d)], and the Fe PDOS at the interface layer [Fig. 7.27(e)]. A comparison of the transmission with the DOS for the bulk and for the interface layer shows that the $\downarrow$ resonance in the transmission is caused by the $\downarrow$ IS. A comparison of the transmission with the band-structure suggests that the first two features are associated with the $\Delta_{1}$ band-edges, respectively for the $\uparrow$ and $\downarrow$ spins. However, from Fig.7.27 this assignment is not completely clear. For the $\uparrow$ spins the transmission starts to rise at the $\Delta_{1}^{\uparrow}$ band-edge, and then it is approximately constant for increasing energy. There is also a sharp resonance in the $\uparrow$ transmission just above the $\Delta_{1}^{\dagger}$ band-edge. In contrast for the $\downarrow$ spins the transmission starts to rise abruptly already at about 0.5 eV below the $\Delta_{1}^{\downarrow}$ band-edge. It then forms a broad peak that extends to about 0.5 eV above the $\Delta_{1}^{\downarrow}$ band-edge. The peaked structure of the transmission might indicate the presence of ISs.


Figure 7.27: (a) Bulk Fe band-structure along the $\Gamma \rightarrow \mathrm{H}$ direction (the bands with $\Delta_{1^{-}}$ symmetry are emphasized), (b) $T$ in the P configuration, (c) average number of open channels per k-point for bulk Fe , $n_{\mathrm{c}}$, (d) bulk Fe DOS, (e) interface Fe-layer DOS. Note that the $\Delta_{1}$ band-edges coincide approximately with a rather sharp increase in the transmission coefficient $T$.

In order to clarify the exact nature of features (1) and (2), in Fig. 7.28 we analyze the transmission and layer-dependent $\Delta_{1}$ PDOS at the $\Gamma$ point only $\left(k_{x}=k_{y}=0\right)$. All the PDOSs are given in arbitrary units, positive values are used for the majority, and negative values for the minority spins. The PDOS within the transport calculation is obtained by using the retarded GF and Eq. 4.11. In order to obtain the layerdependent $\Delta_{1}$ PDOS we sum up the PDOS for all the $s, p_{z}$ and $d_{z^{2}}$ Fe orbitals in a given Fe layer. In Fig. 7.28(a) the $\Delta_{1}$ PDOS is shown for bulk Fe. The Van Hove type singularities at -0.93 eV for the $\uparrow$ spins, and at +1.47 eV for the $\downarrow$ spins clearly indicate the band-edges of the states with $\Delta_{1}$ symmetry in the two spins. Below these two band-edges the $\Delta_{1}$ PDOS is exactly zero. A comparison with the transmission coefficient $[7.28(\mathrm{~d})]$ shows that at all the Van Hove singularities it changes discontinuously. It does not go to zero below the $\Delta_{1}$ band-edges, since there are also contributions to the transmission coming from states with different symmetry, and from different k-points. From the figure one can however see that this contribution is much smaller than the contribution from the $\Delta_{1}$ states. The $\Delta_{1}$ PDOS for the 8th layer is similar to the bulk PDOS, the oscillations indicate the effects of the surface on the DOS. The structure of the $\Delta_{1}$ PDOS for the interface Fe is however different. For the $\uparrow$ spins the Van Hove type peak in the $\Delta_{1}$ PDOS at -1 eV is still present. In the $\downarrow$ however there is no Van Hove type peak. The band-edge is rather split into two localized peaks. We note that in order to calculate the PDOS we added an imaginary part $\delta=10^{-3}$ Ry to visualize the two peaks. The peak below the $\Delta_{1}^{\downarrow}$ band-edge would otherwise not be visible, since it is a BS. The peaks indicate


Figure 7.28: DOS $\mathcal{N}_{\Delta_{1}}$ projected on the states with $\Delta_{1}$ symmetry, in arbitrary units (positive values for $\uparrow$, negative values for $\downarrow$ ), and transmission at the $\Gamma$ point. (a) $\Delta_{1}$ DOS for bulk Fe , (b) $\Delta_{1}$ DOS of the Fe atom placed 8 ML away from the $\mathrm{Fe} / \mathrm{MgO}$ interface, (c) $\Delta_{1}$ DOS of the Fe atom at the $\mathrm{Fe} / \mathrm{MgO}$ interface. (d) transmission for $\uparrow$ (red) and $\downarrow$ (green). The dashed vertical lines indicate the band-edges of the $\Delta_{1}$ states at the $\Gamma$ point for $\uparrow$ (cyan) and $\downarrow$ (magenta). In order to visualize all the peaks in the DOS, a small imaginary part has been added to the energy.
a IS, the reason for the occurrence of two peaks is that the ISs on the left and right side of the junction form a set of bonding- and anti-bonding states. We note that these ISs can still be regarded as a band-edge feature, since they clearly derive from the bulk $\Delta_{1}^{\downarrow}$ band-edge.

Whereas at the $\Gamma$-point the $\Delta_{1}$ band-edges lead to steps in the transmission, in the total P transmission these are smoothed out. This is due to the evolution of the $\Delta_{1}$ layer PDOS for small $k_{x}$ and $k_{y}$. In Fig. 7.29 the bulk Fe $\Delta_{1}$ PDOS is plotted for $k_{x}=k_{y}=0$ (black curve) and for $k_{x}=k_{y}=0.1 \pi / a$ (red curve). The Van Hove singularities are found at almost the same energies, however $k_{x}=k_{y}=0.1 \pi / a$ the $\Delta_{1}$ PDOS does not drop to zero below the band-edges. Instead it has a small finite value up to about 2 eV below the band-edges, where very sharp Van Hove singularities appear. This can indeed lead to high transmission even below the $\Gamma$-point $\Delta_{1}$ bandedges. In order to verify this we plot the transmission and layer-dependent $\Delta_{1}$ PDOS at $k_{x}=k_{y}=0.1 \pi / a$ (Fig. 7.30). The figure shows the same quantities as Fig. 7.28 , but for a different $\mathbf{k}$-point. The layer-dependent $\Delta_{1}$ PDOS is similar to the one for the $\Gamma$-point. There are however three major differences: the first is that the small finite $\Delta_{1}$ contribution below the band-edges leads to a smooth decay of the transmission as one moves down in energy, compared to the step-like behavior for


Figure 7.29: DOS $\mathcal{N}_{\Delta_{1}}$ projected on the states with $\Delta_{1}$ symmetry for bulk Fe , at two different k-points, in arbitrary units (positive values for $\uparrow$, negative values for $\downarrow$ ). The black curves are for the DOS at $k_{x}=k_{y}=0$, the red curves are for the DOS at $k_{x}=k_{y} \approx 0.1 \pi / a$.
the $\Gamma$-point. The second is that both $\downarrow$ ISs at about 1 eV are coupled to the leads, and therefore both contribute to the transmission, whereas for the $\Gamma$-point only the part of the peak above the band-edge contributes to the transmission. We note that, in contrast to Fig. 7.28(c), in order to plot the interface Fe PDOS in Fig. 7.30(c) we did not add any imaginary part to the energy, so that the width of all the peaks reflects their coupling to the leads. Adding a finite imaginary part to the energy did not reveal new peaks, demonstrating that at this k-point there are no BSs. The third feature is that the position and separation of the two peaks in the $\downarrow$ PDOS above one eV changes.

With these informations the origin of the structure of feature (2) is explained in the following way. The bulk Fe $\Delta_{1}^{\downarrow}$ band-edge at about 1.5 eV leads to a surface state, which due to the coupling across the MgO barrier splits in a pair of bonding- and anti-bonding states. This explains the double-peaked structure of feature (2). While for the $\Gamma$-point only the part of the IS above the band-edge has finite transmission, because the bulk $\Delta_{1}^{\downarrow}$ PDOS is exactly zero below the band-edge. For other k-points however the $\Delta_{1}^{\downarrow}$ PDOS has a finite value also below the main $\Delta_{1}$ band-edge, the energy range over which this finite value extends increases with increasing $\left|k_{x}\right|$ and $\left|k_{y}\right|$. The part of the two ISs PDOS contributing to the transmission therefore increases with increasing $\left|k_{x}\right|$ and $\left|k_{y}\right|$. For this reason both $\downarrow$ IS PDOS peaks are visible in the transmission, but the one at lower energy is much smaller in amplitude than the one at higher energy. Also the rather smooth structure of feature (1) is explainable in the same way with the $\mathbf{k}$-dependent $\uparrow$ layer-dependent $\Delta_{1}$ PDOS. Since the interface $\Delta_{1}^{\uparrow}$ PDOS is closer to the bulk PDOS, the transmission does not show a pronounced peaked structure, but is rather constant over energy. Only a small and rather sharp resonance is formed.

For the AP configuration we only analyze the $\uparrow$ transmission, since by symmetry


Figure 7.30: $\operatorname{DOS} \mathcal{N}_{\Delta_{1}}$ projected on the states with $\Delta_{1}$ symmetry, in arbitrary units (positive values for $\uparrow$, negative values for $\downarrow$ ), and transmission at a $\mathbf{k}$-point close to the $\Gamma$ point $\left(k_{x}=k_{y} \approx 0.1 \pi / a\right)$. (a) $\Delta_{1}$ DOS for bulk Fe, (b) $\Delta_{1}$ DOS of the Fe atom placed 8 ML away from the $\mathrm{Fe} / \mathrm{MgO}$ interface, (c) $\Delta_{1}$ DOS of the Fe atom at the $\mathrm{Fe} / \mathrm{MgO}$ interface. (d) transmission for $\uparrow$ (red) and $\downarrow$ (green). The dashed vertical lines indicate the band-edges of the $\Delta_{1}$ states at the $\Gamma$ point for $\uparrow$ (cyan) and $\downarrow$ (magenta). Since all the peaks are coupled to the leads, no imaginary part has been added in order to broaden them.
the antiparallel is identical. In the $\uparrow$ AP configuration the $\Delta_{1}$ PDOS on the left side of the junction is the one for $\mathrm{P} \uparrow$, and the one on the right side is the one for $\mathrm{P} \downarrow$. Feature (1) at -1 eV is therefore barely visible, because the $\mathrm{P} \downarrow$ PDOS is zero at that energy. Only a small resonance is notable at that energy. For increasing energy however the $\mathrm{P} \downarrow$ PDOS increases, so that close to the $\Delta_{1}^{\downarrow}$ band-edge the transmission increases dramatically. The IS in the $\Delta_{1}^{\downarrow}$ therefore leads to a large peak in the transmission, which is almost of the same size as the corresponding one in the P configuration. Since the IS is only found on one side of the junction, it does not split up into bondingand anti-bonding states. The IS resonance at $E_{\mathrm{F}}$ (feature (3) is also present in the AP configuration, although drastically reduced in size. The $\downarrow$ IS at $E_{\mathrm{F}}$ has also a $\Delta_{1}$ component, so that it can in principle couple to the $\Delta_{1}^{\dagger}$ states on the other side of the junction. However whereas the $\mathrm{P} \uparrow$ transmission is large close to the $\Gamma$-point, for the $\downarrow$ ISs it is large at other positions in the BZ. Therefore in the AP configuration the transmission is strongly reduced.

We now move on to analyzing the bias-dependent transmission coefficient. Its behavior is mainly driven by the evolution of the described three main features with bias. In Figs. 7.31 and 7.32 the bias-dependent spin-polarized transmission is shown for P and AP configuration of the electrodes. First we describe the evolution of


Figure 7.31: Spin dependent transmission coefficient $T$ for the P configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm \mathrm{eV} / 2$ and enclose the bias window.


Figure 7.32: Spin dependent transmission coefficient $T$ for the AP configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm \mathrm{eV} / 2$ and enclose the bias window.
the tree features for P alignment, and then for AP alignment. Since feature (1) is mainly determined by the electronic structure of Fe alone, the associated sharp rise in transmission changes position as a function of bias following $\Delta_{1}^{\dagger}$ band-edge at higher energy. For positive bias this is the case for the one of the left-hand side lead, whose energy as function of bias is equal to $E_{\Delta_{1}}^{\dagger}+e V / 2$. For instance the
sharp increase of $T^{\uparrow}(E ; V)$ moves to -0.75 eV and -0.25 eV respectively for voltages of 0.5 V and 1.5 V , following $E_{\Delta_{1}}^{\dagger}+e \mathrm{~V} / 2$. At a voltage of about 1 V the sharp rise in transmission enters the bias window. As the voltage increases even further, the increase in current is reduced, since the high transmission region in the $\mathrm{P} \uparrow$ extends only over part of the bias window. The broad peaks associated to feature (2) broaden with increasing bias, but also shrink considerably in size. At $V=1.5 \mathrm{~V}$ the peaks have almost disappeared. In the P configuration therefore the zero-bias peak in the $\downarrow$ transmission does not contribute substantially to the total current, since once it enters the bias window, its height is much smaller than the transmission amplitude for the $\uparrow$ spins. The evolution of feature (3), the sharp peak in the $\downarrow$ transmission at $E_{\mathrm{F}}$, with bias shows a similar behavior. At finite bias, the zero-bias peak splits into two sub-peaks with a strongly reduced transmission, separated in energy by the bias voltage. The shrinking of the peak is complete at a bias voltage of about 20 meV , for higher voltages the height of the peaks is approximately constant.

The dynamics of features (2) and (3) for changing bias are a general property of ISs, spatially localized at the interface between Fe and MgO . This is illustrated schematically in Fig. 7.33. Consider the panels (a) and (b), where two identical ISs are localized on either sides of the tunnel barrier. This is the situation encountered here for the $\downarrow$ spins. The transport is then resonating across the barrier at the IS energy $E_{\mathrm{R}}=E_{\mathrm{L}}$. As shown in Sec. 7.3, in general a IS is coupled more strongly to one of the electrodes, and it will trace closely its quasi Fermi energy. For instance for positive bias and a IS localized on the left-hand (right-hand) side of the junction [Fig. 7.33(b)] we obtain $E_{\mathrm{L}}(V)=E_{\mathrm{L}}(0)+e V / 2\left[E_{\mathrm{R}}(V)=E_{\mathrm{R}}(0)-e V / 2\right]$. This brings the states on either side of the junction out of resonance and generally suppresses the transmission. Thus the peak in $T(E ; 0)$, originating from a resonating IS across the barrier, will evolve into two smaller peaks separated by an energy eV . Indeed this is the behavior observed in Fig. 7.32. For instance the two peaks centered at $E_{\mathrm{F}}$ are separated by 0.5 eV and 1.5 eV for voltages of 0.5 V and 1.5 V , respectively.

A second possible situation is when the ISs on the left-hand and right-hand side of the tunnel junction have a different origin and are placed at different energy. In this case we do not expect zero-bias resonance, however there will be a critical voltage at which the resonant condition is met. In this case we expect the rise of a large peak in the transmission coefficient at a bias $\mathrm{eV}=E_{\mathrm{L}}(0)-E_{\mathrm{R}}(0)$. This situation has never been encountered for the symmetric MTJ investigated here, but it is likely to appear in real junctions.

We now analyze the bias-dependent transmission for AP alignment, shown in Fig


Figure 7.33: Schematic representation of the bias dependence of the transmission through interface state for P alignment. (a) and (b) are for the left (L) and right (R) interface states having the same energy and therefore resonating at $\mathrm{V}=0$; (c) and (d) are for the $L$ and $R$ interface states not resonating at zero-bias.
7.32. In this case only features (2) and (3), leading to the peaks at $E_{\mathrm{F}}$ and at about 1.5 eV respectively, are important. With increasing bias both peaks do not shrink in size, they just split up by the applied bias eV . The mechanism is illustrated schematically in Fig. 7.34 for the $\uparrow$, the situation for the $\downarrow$ is analogous. The only difference between the $\uparrow$ transmission and the $\downarrow$ transmission is that in the $\uparrow$ the peaks shift to lower energy, whereas in the $\downarrow$ they shift to higher energies. The spin $\downarrow$ IS on the right side of the junction couples to the broad $\Delta_{1}^{\uparrow}$ band on the left side. Therefore at any bias the transmission at the peak is approximately constant, but the peak shifts according to the energy of the IS. Only when the bias is large enough, that the energy of the IS is below the bottom of the $\Delta_{1}$ band, the transmission peak will shrink. The result of such a bias-dependence is that the transmission peaks related to the sharp IS at $E_{\mathrm{F}}$ are pinned at the boundaries of the bias window for all voltages, and that the broad $\uparrow$ peak in transmission shifts closer to the bias window with increasing bias. This leads to an increase of the AP current, especially once the voltage is large enough that the main part of the peak can enter the bias window. This is in contrast to the case of the P configuration, where this peak never significantly contributes to the current.

We now move to analyzing the $I-V$ characteristics (Figs. 7.35 and 7.36 ) and the TMR (Fig. 7.37). In Fig. 7.35 the spin-polarized currents are shown for P and AP alignment, and in Fig. 7.36 the total current $I(V)$, the conductance $G(V)=d I / d V$ and $S(V)=d^{2} I / d V^{2}$ are plotted, both for P alignment (left column) and for AP alignment (right column). The results are plotted for different values of the imaginary


Figure 7.34: Schematic representation of the bias dependence of the transmission through interface states for AP alignment.


Figure 7.35: Spin-polarized current $I$ as function of voltage $V$ for P (a) and AP (b) alignment of the Fe electrodes.
part $\delta$ added to the energy for the evaluation of the transmission coefficient. We first focus on the case where $\delta=0$ (black curves in Figs. 7.36 and 7.37), which means that no imaginary part is added. We start by analyzing the low bias region ( $V<0.4 \mathrm{~V}$ ). The most apparent feature in this bias range is a sharp reduction of the TMR from its zero-bias value followed by a rapid increase which peaks at $V \approx 0.3 \mathrm{~V}$. The sharp reduction can be associated with a decrease in the $\mathrm{P} \downarrow$ spins current originating from the loss of the IS resonant condition at $V \approx 20 \mathrm{mV}$, a bias which roughly corresponds to the line-width of the IS. For $V<20 \mathrm{mV}$ the P current is shared by the two spinspecies, while for $V>20 \mathrm{mV}$ the $\uparrow$ component dominates. Such a reduction in the P $\downarrow$ component at the bias corresponding to the resonant condition loss can be clearly observed in the $S(V)$ plot of Fig. 7.36. As the bias further increases the conductance in the P configuration is approximately constant. In contrast the conductance of the AP configuration is slightly reduced for $V$ between 0.1 and 0.3 V . This behavior results in an increase of the TMR with the broad peak at 0.3 V . The high bias region is characterized by a decrease of the conductance in the P configuration at around 1 V and a dramatic increase of the AP current for $V>1.5 \mathrm{~V}$. This produces a strong reduction of the TMR with bias and an almost complete suppression for $V>1.5 \mathrm{~V}$. In fact at about 1.75 V the TMR becomes negative. Such a voltage range should be put in comparison with the band offset. In our LDA calculations $E_{\mathrm{F}}$ for Fe is


Figure 7.36: Current $I$, conductance $G$, and $S=d^{2} I / d V^{2}$ as function of voltage $V$ for P (left figures) and AP (right figures) alignment of the Fe electrodes. The curves are plotted for different values of the imaginary part $\delta$ added to the energy.


Figure 7.37: TMR as function of voltage $V$ for different values of the imaginary part of the energy $\delta$. The black curve is for $\delta-0$, the red for $\delta=10^{-4} \mathrm{Ry}$, and the green for $\delta=10^{-3}$ Ry. In the inset the TMR is shown in the low-bias region for $\delta=0$.
positioned $\sim 1.8 \mathrm{eV}$ below the MgO conduction band minimum and $\sim 3.0 \mathrm{eV}$ above the valence band maximum. This means that voltages of the order of 1.5 V are still rather far from those needed for tunneling across a reduced barrier.

The high-bias behavior is dominated by the relative energy shift with bias of the $\mathrm{Fe} \Delta_{1}^{\sigma}$ states. The origin of the reduction of the conductance in the P configuration for $V>1 \mathrm{~V}$ is that once the $\Delta_{1}^{\dagger}$ band-edge of the left lead enters the bias window, the high transmission region only extends over part of such window (Fig. 7.32), so that the increase of the current with bias is reduced by a factor of about 2. Note that, as discussed above, the current in the $\downarrow$ is negligible. In the AP configuration the increase of the conductance with increasing bias is due to the fact that the broad


Figure 7.38: 0 -bias transmission coefficient for different values of the imaginary part $\delta$ added to the energy for the $P(a)$ and the AP (b) configuration.
$\downarrow$ peak in the transmission moves closer to the bias window. Once the $\Delta_{1}^{\downarrow}$ band-edge moves into the bias window, which is the case at about 1.5 V , there is a drastic increase of the AP current.

It is also interesting to comment on the $S(V)$ plots in Fig. 7.36. For both the magnetic configurations one can observe a peaked structure. This is observed also experimentally [292] and attributed to resonances in the transmission, which could be due to both elastic- and inelastic scattering. In the high-bias region our $I-V$ for the P configuration does not increase as rapidly as that found in typical experiments. One reason for such difference is that the MgO barrier calculated here is very thin, and the current consequently is already large at small bias. In fact our 0 -bias transmission coefficient is rather flat around the Fermi energy, for thicker junctions it is expected to rise exponentially for increasing energy, since those energies are closer to the MgO conduction band. Therefore we expect that for larger thicknesses the reduction of the conductance at 1 V is not found. Calculations performed for a 4 MgO ML and for a 8 MgO ML junction for the unrelaxed coordinates confirm this. The $I-V$ for this system is shown in Figs. 7.68 and 7.69 , in the case without oxygen vacancy. Another reason for the deviation in the high bias regime can be inelastic effects, and also the presence of defects at the interface and in the MgO. In Sec. 7.6 we investigate the effect of defects in the MgO by calculating the $I-V \mathrm{~s}$ for an MgO barrier with an oxygen vacancy $\left(\mathrm{V}_{\mathrm{O}}\right)$. The most prominent feature in the $S(V)$ curves is the large broad peak at about 1.5 V , found only in the AP configuration, and caused by the broad interface states associated to the $\Delta_{1}^{\downarrow}$ band edge at the $\Gamma$-point. In experiments such a peak in the AP configuration is indeed found at about 1 V , and no such peak is found in the P configuration $[292,293]$.

We now investigate the effect of generic disorder, motivated by observations [293].

Disorder is modeled at a simple level by adding a small imaginary part $\delta$ to the energy when calculating $T(E ; V)$, i.e. it corresponds to a uniform level broadening [290]. The effects of such addition on the zero bias transmission are shown in Fig. 7.38, while those on the $I-V, G(V), S(V)$ and TMR are shown in Figs. 7.36 and 7.37. Fig. 7.38 clearly shows that increasing $\delta$ results in a gradual suppression of the $T(E ; 0)$ resonance at $E_{\mathrm{F}}$, and in general of all the sharp features in the transmission, the remaining features change little with increasing $\delta$. For $\delta=10^{-4}$ Ry the peak is still clearly visible for P and AP alignment, and only for $\delta=10^{-3}$ Ry it completely disappears. As a result the TMR at low bias largely increases and the non-monotonic behavior for $V<0.4 \mathrm{~V}$ is suppressed. This is mainly determined by the reduction in transmission at $E_{\mathrm{F}}$ in the AP configuration. In contrast, the high bias region is barely affected by $\delta$, indicating that these results are not sensitive to such a perturbation. The decay of the TMR with bias is similar to the one obtained in typical experiments for high-quality junctions [264]. The main difference however is that the absolute value is much larger in our calculations. Although our results are indicative of the effects of disorder on the TMR, they should be taken with caution. The broadening $\delta$ introduces unstructured disorder, and the transmission of all the spin-channels is equally reduced. In reality one may expect the transmission to either increase or decrease depending on the type of scattering center, which in general will act differently on the different spin-channels. This will in general result in an enhancement of the current in the AP alignment, causing a reduction of the TMR (see also Sec. 7.6). In Ref. [294] this is achieved by adding a random perturbation to the potential. Although this leads to a reduction of the value of the TMR, the mechanisms for the reduction of the TMR with bias should however be the sames as the ones discussed here.

Finally we compare the $I-V$ obtained using the self-consistent solution, with the one obtained using the rigid shift approximation, described at the end of Sec. 7.3. The comparison of the self-consistent potential drop and the one applied in the rigid shift approximation is shown in Fig. 7.25. Since the agreement is rather good, we expect also the $I-V$ to be similar. The resulting $I-V$ curves are shown in Fig. 7.39. Indeed the figure shows that the result of the rigid shift approximation is in very good agreement with the exact self-consistent solution. For these kind of tunneling junctions, where the charging in the barrier is small, we have therefore shown that the rigid shift approximation gives good results.


Figure 7.39: Comparison of the P and AP $I-V \mathrm{~s}$ obtained with the self-consistent solution, with the one obtained applying the rigid shift potential.

### 7.4.1 $\quad I-V$ characteristics for unrelaxed coordinates

In order to verify how sensitive the results are to small changes in the atomic structure, we calculate the $I-V$ characteristics for a junction with unrelaxed coordinates, and compare the results to the one for the relaxed coordinates. The bias dependent transmission is shown in Fig. 7.40 for P alignment, and in Fig. 7.41 for AP alignment. The results are very similar to the ones obtained for the relaxed coordinates (Figs. 7.31 and 7.32). There are only some quantitative differences, which we have discussed in Sec. 7.2 for zero bias. The resulting $I-V$ and TMR are shown in Fig. 7.42. Also here the general behavior is similar to the one for the unrelaxed coordinates. There are two main quantitative differences: the reduction in conductance in the P configuration is less pronounced here, and the TMR still shows non-monotonic behavior even for $\delta=10^{-3}$ Ry. This second difference is due to the fact that the transport through resonances is enhanced for the relaxed coordinates, so that a larger value of $\delta$ would be necessary to completely remove their contributions. Generally the comparison shows that a small variation in the structure do not change the main features.


Figure 7.40: Spin dependent transmission coefficient $T$ for the P configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm \mathrm{eV} / 2$ and enclose the bias window. The transmission is calculated for the unrelaxed coordinates.


Figure 7.41: Spin dependent transmission coefficient $T$ for the AP configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm e V / 2$ and enclose the bias window. The transmission is calculated for the unrelaxed coordinates.


Figure 7.42: Current $I$ for the P (a) and AP (b) configurations, and TMR (c) as function of voltage $V$, calculated for the unrelaxed coordinates. The results are shown for different values of the imaginary part $\delta$ added to the energy.


Figure 7.43: Schematic representation of the band-alignment for the relaxed coordinates, and for both LDA and ASIC.

### 7.4.2 $\quad I-V$ characteristics for the ASIC

As described in Sec. 7.2, when the LDA exchange correlation functional is used, the band gap of MgO is underestimated by about 3 eV . The application of the ASIC increases the band gap and brings it very close to the experimental value (Fig. 7.4). One of the major drawbacks of the ASIC however is, that it can usually not correctly describe metals [90], which are usually described well by the LDA. In the $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}$ tunnel junction, we therefore apply the ASIC only on the Mg and O atoms, whereas we use the LDA without the ASIC for the Fe. This is achieved by setting the ASIC correction in the pseudopotential of the Fe atoms to zero. While this is certainly a good approximation far away from the $\mathrm{Fe} / \mathrm{MgO}$ interface, where both Fe and MgO have bulk-like properties, at the interface it might be less appropriate. However, since also the LDA alone describes MgO rather well, we expect this to be a good approximation. For the calculations in this section we use the relaxed coordinates.

The calculated band alignment between the Fe and MgO is schematically shown in Fig. 7.43. The relative alignment of the bands is similar in both LDA and ASIC. Due to the larger band gap in the ASIC however the absolute distance of both conduction and valence band from $E_{\mathrm{F}}$ increases compared to LDA. We therefore expect a reduction of the transmission around $E_{\mathrm{F}}$.

In Fig. 7.44 the 0-bias transmission is plotted for both LDA (black dashed lines) and ASIC (red lines), for P majority (a), P minority (b), and AP majority (c). For all the cases the energy range with small transmission increases for ASIC, due to the increased band gap. Generally for all energies in the gap the transmission is also lower than the LDA one. Around $E_{\mathrm{F}}$ the ASIC transmission is lower by approximately a factor three when compared to the LDA one. We note however that the height of all the resonances is almost unchanged when going from LDA to ASIC. As we will show in the next section, where we analyze the complex band structure of MgO , this is due to the fact that in our calculations the transmission through these states is to a large


Figure 7.44: Comparison of the zero bias transmission for LDA and ASIC for $\mathrm{P} \uparrow(\mathrm{a}), \mathrm{P} \downarrow$ (b) and AP $\uparrow$ (c).
extent independent of the MgO band gap.
The resulting $I-V$ is shown in Figs. 7.45 (a) and (b) for P and AP alignment respectively, and is similar to the LDA one (Fig. 7.36) for both the P and AP configurations. The main difference is that the ASIC current is about three times smaller than the LDA current at a given bias. Therefore also the TMR [Fig. 7.45 (c)] is of the same magnitude as for the LDA (shown in Fig. 7.37), although slightly reduced. Also here we use a finite value of $\delta$ in the calculation of $T$ to gradually reduce the contribution from the ISs. The behavior is again similar to the LDA case. For $\delta=10^{-3}$ Ry the contribution from ISs is removed, and we find the TMR decreasing monotonically as function of bias voltage [green curve in Fig. 7.45 (c)], with a value at zero bias of about $5000 \%$.

We conclude that qualitatively LDA and ASIC give the same results. The main effect of the ASIC is a reduction of the current, for both P and AP configuration, due to the increased band gap. Since the reduction is of the same order of magnitude for both P and AP alignment, the TMR is almost unchanged.

### 7.4.3 Comparison with other calculations

We conclude this section by comparing our results with those available in the literature. To our knowledge, the $I-V$ curves for 4 MgO MLs ideal junctions have been calculated non-self-consistently in Refs. [274, 291] within a rigid shift approximation, and self-consistently in Refs. [321, 317] for a 5 MgO MLs junction. Recently the $I-V \mathrm{~s}$ for such a junction have also been calculated within a single-band tight-binding model [322] and parameters fitted to the results of Ref. [274]. When comparing the


Figure 7.45: Current $I$ for the P (a) and AP (b) configurations, and TMR (c) as function of voltage $V$, calculated for the relaxed coordinates, using the ASIC. The results are shown for different values of the imaginary part $\delta$ added to the energy. The inset in part (b) shows a zoom-in at low bias.
results between this set of calculations, one has to take into account that different interface geometries are used.

Up to about 1 V the results of all the publications are similar, if one takes into account that the contribution of the $\downarrow$ IS close to $E_{\mathrm{F}}$ to the current is very sensitive to the details of the calculation. For example, our low bias results match quite well with those of Ref. [317], for the case where we smear out the IS by adding an imaginary part $\delta=10^{-3}$ Ry to the energy.

Unfortunately in Refs. [274, 291] no data is given for voltages above 1 V , so that we can not compare the results in the high bias region. For voltages above 1 V our results agree rather well with those of the tight-binding calculation in Ref. [322], but are in contrast with those of the self-consistent calculation of Ref. [317]. The difference is mainly in the $I-V$ for the P configuration, which in Ref. [317] is dominated by the $\downarrow$ spins at high bias, whereas these give only a negligible contribution in our work (see Fig. 7.35). In our analysis of the $I-V \mathrm{~s}$ we have discussed in detail why at high bias the $\downarrow$ ISs, associated to the $\Delta_{1}^{\downarrow}$ band-edge at 1.5 eV above the Fermi energy, can only contribute to the current in the AP configuration, but not in the P configuration (Figs. 7.33 and 7.34). This is a very important point, especially when comparing the results with experiments, where a large peak in the $S(V)$ curves is found at about 1 V only for AP alignment [292, 293]. For the $I-V$ curves calculated in Ref. [317] however a corresponding peak in $S(V)$ should appear also in the P configuration.

The authors of the tight-binding study of Ref. [322] kindly provided us additional, not yet published data, such as the spin-polarized currents for an improved set of parameters, fitted to the results of Ref. [291]. Their spin-polarized $I$ - Vs match


Figure 7.46: Schematic representation of the band alignment for LDA and ASIC (unrelaxed coordinates).
very well with our results and most importantly they do not show significant contribution to the current from the $\downarrow$ spins in the P configuration. This confirms our conclusions, that the only possible solution is the one where there is no significant contribution from the $\downarrow$ spins at high voltage in the P configuration. At this point we can only speculate on the reasons why in Ref. [317] a fundamentally different result is obtained. The first reason for the difference in the results might be related to the self-consistently obtained potential drop, which depends sensitively on the occupation of the BS (see Fig. 7.17). A second possible reason might be related to the different relaxed coordinates used in the two works, but in our opinion this is less likely, since the zero bias transmission coefficient in Ref. [317] is rather similar to ours.

### 7.5 Thickness dependence of the transmission

In the previous sections the results for a junction with a barrier thickness of 4 MLs were presented. For MgO tunneling junctions, an exponential increase of the resistance with the thickness of the MgO barrier is found experimentally at large thicknesses [264]. In Refs. [20, 290, 291] the thickness dependence is analyzed theoretically for the Fermi energy. In this section we analyze the dependence of the 0 -bias transmission over a broad energy range, of the order of the whole MgO band gap, on the thickness of the junction. We perform calculations for both LDA and ASIC, and use the unrelaxed coordinates. In Fig. 7.46 the band alignment is shown for the unrelaxed coordinates. It is similar to the alignment for the relaxed coordinates (Fig. 7.43), but with the MgO band gap increased by about 1 eV due to the lattice compression (see Sec. 7.1).

If we assume an exponential dependence on the thickness, the spin dependent
k-resolved transmission $T^{\sigma}(\mathbf{k})$ can be modeled as

$$
\begin{equation*}
T^{\sigma}(\mathbf{k})=\sum_{j} t_{j}^{\sigma}(\mathbf{k}) e^{-\alpha_{j}^{\sigma}(\mathbf{k}) n_{\mathrm{ML}}} \tag{7.6}
\end{equation*}
$$

where $\sigma=\uparrow, \downarrow$ is the spin index and $n_{\text {ML }}$ is the number of MgO MLs. The sum over $j$ runs over all available states at a given energy, $t_{j}^{\sigma}(\mathbf{k})$ is the transmission extrapolated for 0 ML for state $j$, and $\alpha_{j}^{\sigma}(\mathbf{k})$ is its decay coefficient. The total $T^{\sigma}$ is then obtained by integrating $T^{\sigma}(\mathbf{k})$ over the 2D BZ [Eq. (4.108)]. For thin junctions the transmission is mainly determined by the states with the largest coefficient $t_{j}^{\sigma}$, i.e. by those states that have a high DOS close to the $\mathrm{Fe} / \mathrm{MgO}$ interface. For thick junctions however only the states with the smallest $\alpha_{j}^{\sigma}(\mathbf{k})$ contribute to the transport. In this case we can approximate the total transmission $T^{\sigma}$ as

$$
\begin{equation*}
T^{\sigma}=t_{0}^{\sigma} e^{-\alpha^{\sigma} n_{\mathrm{ML}}} \tag{7.7}
\end{equation*}
$$

where the total damping coefficient $\alpha^{\sigma}$ is the smallest of the decay coefficients of all the $\alpha_{j}^{\sigma}(\mathbf{k})$ over the entire BZ and $t_{0}^{\sigma}$ is the total transmission extrapolated for 0 ML from the high thickness regime. Above equation becomes exact in the limit of infinite thickness. By calculating $T^{\sigma}$ for two different thicknesses $n_{\mathrm{ML}, 1}$ and $n_{\mathrm{ML}, 2}$ (both of them have to be rather large) we obtain the damping coefficient as

$$
\begin{equation*}
\alpha^{\sigma}=\frac{1}{n_{\mathrm{ML}, 2}-n_{\mathrm{ML}, 1}} \ln \left(\frac{T_{1}^{\sigma}}{T_{2}^{\sigma}}\right) \tag{7.8}
\end{equation*}
$$

where $T_{1}^{\sigma}\left(T_{2}^{\sigma}\right)$ is the transmission for $n_{\mathrm{ML}, 1}\left(n_{\mathrm{ML}, 2}\right) \mathrm{MgO}$ MLs.
We calculated the 0-bias energy dependent transmission for 4 to 24 MgO MLs, in steps of 4 MLs. The result is shown in Fig. 7.47 (first row) for P majority and minority, and for AP majority. The transmission is similar for all thicknesses outside the MgO band gap (see also Fig. 7.46). Inside the gap it decreases with increasing thickness. We note that the noise in the curves is approximately constant for increasing thickness, which indicates that the accuracy in the results is constant for all the considered thicknesses. When going from 4 to 8 MLs , the relative height of the transmission features in the gap changes, whereas above 8 ML it is approximately constant for all thicknesses. This indicates that for 4 ML we are still in the thin junction regime, whereas for 8 ML we are already in the thick junction regime, where only the states with the smallest decay contribute significantly to the transport.

We note that whereas the transmission decreases rapidly when moving from the band-edge energy towards the middle of the gap, it is almost constant in the middle of the gap, and even increases for the P majority spins. Moreover we note that


Figure 7.47: Top row of figures: Energy-dependent transmission $T$ for different MgO barrier thicknesses, calculated using the LDA, for $\mathrm{P} \uparrow, \mathrm{P} \downarrow, \mathrm{AP} \uparrow$; second row of figures: the corresponding damping coefficient $\alpha$, calculated using $n_{\mathrm{ML}, 1}=16$ and $n_{\mathrm{ML}, 2}=24$.
the contribution from the ISs in the P minority at $E_{\mathrm{F}}$ is visible for all thicknesses. This is in contradiction to the results of Refs. [20, 291], where it is shown that the contribution from such a peak vanishes for large thicknesses. The reason for this difference is that in Refs. [20,291] it is shown that only k-points close to the $\Gamma$ point contribute to the transmission, whereas in our case, by analyzing the $\mathbf{k}$ dependent transmission, we find that even for thick junctions large contributions to the transmission also come from other points in the BZ. We now investigate this difference in the results by calculating the energy-dependent damping coefficient and the complex band structure for MgO .

We calculate $\alpha^{\sigma}$ with Eq. (7.8), using $n_{\mathrm{ML}, 1}=16$ and $n_{\mathrm{ML}, 2}=24$. The resulting energy dependent damping is shown in the second row of Fig. 7.47 for P majority, P minority, and AP majority. By using different values for $n_{\mathrm{ML}, 1}$ and $n_{\mathrm{ML}, 2}$, the results are analogous, confirming the applicability of the model for the tunneling transmission. $\alpha$ is approximately zero in the energy range outside the MgO gap, and has a semi-circular shape in the gap. The boundaries of the tunneling regime agree rather well with the calculated band alignment (Fig. 7.46). We note that the value of $\alpha(E)$ is similar for $\mathrm{P} \uparrow, \mathrm{P} \downarrow$ and for $\mathrm{AP} \uparrow$, especially around $E_{\mathrm{F}}$. This leads to an approximately constant TMR as function of thickness, or at least to a rather slow increase. This agrees with the results of Refs. [291, 294]. If we additionally include a small amount of inelastic processes, and assume that there is always some disorder in the junction, we expect the TMR to be reduced. We can then conclude that for large thicknesses the TMR becomes approximately constant, as also shown in Ref. [294]. This is indeed the situation found in experiment [264].


Figure 7.48: Top row of figures: Energy-dependent transmission $T$ for different MgO barrier thicknesses, calculated using the ASIC, for $\mathrm{P} \uparrow, \mathrm{P} \downarrow, \mathrm{AP} \uparrow$; second row of figures: the corresponding damping coefficient $\alpha$, calculated using $n_{\mathrm{ML}, 1}=16$ and $n_{\mathrm{ML}, 2}=24$.


Figure 7.49: MgO complex band structure at the $\Gamma$ point for LDA (a) and ASIC (b).

From Fig. 2(a) of Ref. [264] the experimental damping coefficient at large thickness and low bias can be extracted to be $\alpha_{\exp } \approx 1.3$, and is identical for both P and AP configuration, leading to an approximately constant TMR for large thicknesses. This is rather similar to our LDA result, which is about 1.5 for all configurations. However, since in the LDA the MgO band gap is underestimated by about 3 eV , we also expect the LDA to underestimate the value for the damping. We therefore calculate the thickness dependent transmission and damping using the ASIC approximation. The result is shown in Fig. 7.48. Apart from an increase of the energy range of the tunneling region, there is no major difference between the LDA and ASIC transmission for all thicknesses. In fact, in the middle of the gap the transmission is even quantitatively similar for LDA and ASIC. The flat transmission region in the middle of the gap is even more pronounced than in LDA. This is clearly reflected by the corresponding damping coefficient, which is semi-circular close to the MgO band-edges, but becomes flat at energies of about 1 eV inside the gap. The damping in this flat region lies in the range of about 1.5 to 1.7 , and is similar for $\mathrm{P} \uparrow$ and $\downarrow$, and AP $\uparrow$. This value is also close to the LDA result.

In order to find the origin of the flat region in the energy-dependent damping we calculate the $\mathbf{k}$-dependent complex band structure (CBS) of MgO. The CBS is generally used to analyze the tunneling process across insulating barriers [323, 20, $324,219]$. This can be obtained solving Eq. (5.6) for an infinite MgO system, stacked along the transport direction $z$ in the same way as in the tunneling junction. The chosen unit cell contains 4 MgO MLs along $z$. In Fig. 7.49 the so obtained imaginary part of the wave-vector $k=k_{z}$ is shown as function of energy for both LDA (a) and ASIC (b) at the $\Gamma$ point $\left(k_{x}=k_{y}=0\right)$. As a matter of notation we note that in this section the variable $k$ indicates the component along the $z$ direction, $k_{z}$, of a general 3D wave-vector. The units of $k$ are chosen in such a way, that $\operatorname{Im}(k)$ corresponds to the decay of the wave function per unit cell (corresponding to the definition in Sec. 5.1.1). For the chosen unit cell it therefore corresponds to the decay across 4 MgO MLs, so that $\left|\psi_{n_{\mathrm{ML}}+4}\right|=e^{-k}\left|\psi_{n_{\mathrm{ML}}}\right|$. The transmission coefficient then is proportional to $e^{-2 k^{n} \frac{\mathrm{ML}}{4}}=e^{-\frac{k}{2} n_{\mathrm{ML}}}$, so that the damping coefficient resulting from $k$ is equal to $k / 2$. The alignment with respect to $E_{\mathrm{F}}$ in Fig. 7.49 is set to match the band alignment in the tunneling junction (Fig. 7.46). To each band in the LDA CBS the corresponding symmetry is added, as defined in Ref. [20]. The CBS partially agrees with the result of Ref. [20], the main difference however is that we find additional bands, which are rather flat as function of energy, and which cross the semi-circular bands. There is one flat band with $\Delta_{1}$ symmetry and one with $\Delta_{5}$ symmetry. These hybridize with the bands of the same symmetry from the semi-circular bands. Whereas the semicircular bands are different for LDA and ASIC, due to the different band gap, the flat bands are very similar. A plot of the CBS for different $\left(k_{x}, k_{y}\right)$-points shows that compared to the $\Gamma$ point the band gap increases, leading to larger imaginary parts of the semi-circular bands. However the rather flat bands change much less for different $\mathbf{k}$-points. In the last part of this section we will show that these flat bands are indeed the origin of the flat region that we find in the damping coefficient.

Before comparing the CBS to the damping coefficient in detail, we first investigate the origin of the flat bands. We calculate the CBS for the 1D-chain single orbital tightbinding model of Sec. 6.8. The inverse dispersion relation for such a system is [Eq. (6.96)]

$$
\begin{equation*}
\cos k=\frac{E-h}{2 \gamma} \tag{7.9}
\end{equation*}
$$

For $\left|\frac{E-h}{2 \gamma}\right| \leq 1$ the value of $k$ is real, whereas for $\left|\frac{E-h}{2 \gamma}\right|>1$ we have $\operatorname{Im}(k) \neq 0$. In Fig. 7.50(a) $\operatorname{Im}(k)$ is plotted as function of energy. The asymptotic behavior for $|E| \rightarrow \infty$ is $e^{k} \approx|E| / 2 \gamma$, so that $\operatorname{Im}(k)$ increases logarithmically with $|E|$. In this case there is no energy range with a flat inverse dispersion $k(E)$. However, if we include a finite


Figure 7.50: Complex band structure for the 1D model (in arbitrary units), for $s=0$ (a), $s=0.1$ (b), and $s=0.3$ (c).
nearest neighbor overlap $s$, the asymptotic behavior changes drastically. In case of a finite overlap the inverse dispersion relation can be calculated to

$$
\begin{equation*}
\cos k=\frac{E-h}{2(\gamma-E s)} \tag{7.10}
\end{equation*}
$$

This result corresponds to the one obtained in a SMEAGOL calculation, where a non-orthogonal basis set is used. The asymptotic limit for $|E| \rightarrow \infty$ now is $\cos (k) \approx$ $-1 / 2 s$, so that $k$ is constant for large $|E|$. If we assume $s$ to be smaller than 0.5 , then $\frac{1}{2 s}>1$, so that in the limit $|E| \rightarrow \infty$ we have $\operatorname{Im}(k) \neq 0$. Whereas for $s=0 \operatorname{Im}(k)$ increases with increasing energy, for $s \neq 0$ it therefore approaches a constant. This is illustrated in Fig. 7.50, where $\operatorname{Im}(k)$ is plotted for increasing values of $s$. We also note that at $E s=\gamma$ there is a pole in $k(E)$. This simple model shows that the origin of the flat complex bands lies in the finite overlap between the orbitals.

In order to determine the corresponding asymptotic behavior in a SMEAGOL calculation for MgO , we calculate $\operatorname{Im}(k)$ in a large energy range, of about 100 Ry around $E_{\mathrm{F}}$. The result is shown in Fig. 7.51(a), and, analogously to the 1D tightbinding model, $\operatorname{Im}(k)$ becomes constant for large $|E|$. We also find poles in $\operatorname{Im}(k)$ for certain energies, the value of $\operatorname{Im}(k)$ at these poles is however limited by using the regularization scheme described in Sec. 5.3. The asymptotic behavior of $\operatorname{Im}(k)$ for large energies can be obtained by taking the limit $|E| \rightarrow \infty$ in Eq. (5.3), which then becomes

$$
\begin{equation*}
\left(S_{0}+S_{1} e^{i k_{n}}+S_{-1} e^{-i k_{n}}\right) \phi_{n}=0 \tag{7.11}
\end{equation*}
$$

where $n$ is the index of state with WF $\phi_{n}$ and wave-vector $k_{n}$. The resulting $\phi_{n}$ and $k_{n}$ are energy independent. The calculated energy independent values of $k_{n}$ for the MgO system are shown as red lines in Fig. 7.51(a). It can be seen that for large energies indeed all the $\operatorname{Im}(k)$ (black curves) converge to these asymptotic values (red curves). A zoom at around $E_{\mathrm{F}}$ shows that the lowest lying asymptotic values for $\operatorname{Im}(k)$ are at the origin of the flat bands crossing through the semi-circle around $E_{\mathrm{F}}$.


Figure 7.51: (a) MgO complex band structure calculated using the LDA, for a large energy range (black curves). The red curves correspond to the limit calculated using Eq. (7.11). (b) MgO complex band structure calculated setting $S_{1}=S_{-1}=0$.

To confirm that the flat bands are caused by the finite overlap, we calculate the asymptotic solutions for $S_{1}=S_{-1}=0$, which for positive $\operatorname{Im}\left(k_{n}\right)$ are obtained by solving

$$
\begin{equation*}
H_{-1} e^{-i k_{n}} \phi_{n}=E S_{0} \phi_{n} \tag{7.12}
\end{equation*}
$$

so that $\operatorname{Im}\left(k_{n}\right) \propto \ln (|E|)$ increases with increasing $|E|$. We calculated $\operatorname{Im}\left(k_{n}\right)$ for the MgO system, where we have set $S_{1}=S_{-1}=0$, and obtained the dispersion of Fig. 7.51(b). Instead of reaching constant values, now all the $\operatorname{Im}\left(k_{n}\right)$ increase with increasing $|E|$. A plot of $e^{\operatorname{Im}\left(k_{n}\right)}$ as function of $E$ shows straight lines, indicating a logarithmic dependency. We have therefore confirmed that the origin of the flat bands lies in the finite overlap.

By reducing the overlap between orbitals, we can therefore reduce the absolute value of the elements of $S_{1}$ and $S_{-1}$, so that we expect to shift the flat regions to higher $\operatorname{Im}(k)$. In order to verify this, we have calculated the CBS at the $\Gamma$ point for 3 different basis sets (in each case we use the same basis for Mg and O ): the first is equal to the one used in all our calculations so far [double $\zeta$ (DZ), with a cutoff radius $\left.r_{\mathrm{c}}=6 \mathrm{bohr}\right]$, the second basis set is $\mathrm{DZ}\left(r_{\mathrm{c}}=4 \mathrm{bohr}\right)$, and the third is a single $\zeta$ (SZ) ( $r_{\mathrm{c}}=4$ bohr). The CBS for the different basis sets, and for both LDA and ASIC, is shown in Fig. 7.52. It can be seen that indeed by reducing the length of $r_{\mathrm{c}}$ from 6 bohr to 4 bohr, the flat bands shift to higher $\operatorname{Im}(k)$. When further moving to a SZ basis, the number of bands is reduced, so that the flat regions move to even higher $\operatorname{Im}(k)$. For the $\mathrm{DZ}\left(r_{\mathrm{c}}=6 \mathrm{bohr}\right)$ basis the flat bands cut through the lowest lying semi-circular state around $E_{\mathrm{F}}$ for both LDA and ASIC, for the DZ ( $r_{\mathrm{c}}=4$ bohr) this is the case only in the ASIC. For the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ the flat bands never cross the low lying semi-circular state. We note that for other $\mathbf{k}$-points in the 2D BZ, the flat


Figure 7.52: MgO complex band structure at the $\Gamma$-point, for three different basis sets, and for LDA (top row) and ASIC (bottom row). The figures in the first column are calculated with the $\mathrm{DZ}\left(r_{\mathrm{c}}=6\right.$ bohr) basis, the ones in the second column with the $\mathrm{DZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis, and the ones in the third column with the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis.
bands reach to somewhat lower $\operatorname{Im}(k)$ also for the $\mathrm{SZ}\left(r_{\mathrm{c}}=4 \mathrm{bohr}\right)$ basis.
We now analyze how these changes in the CBS for different basis sets affect the transport properties for thin and for thick junctions. Since the damping coefficient $\alpha$ is expected to follow the lowest lying $\operatorname{Im}(k)$ for each energy, it should vary drastically for the different basis sets. We calculated the thickness dependence of the spin dependent total transmission for the P configuration, and for three different basis sets. In Fig. 7.53 the LDA $T^{\uparrow}$ and $T^{\downarrow}$ are plotted for 4,16 and 24 ML , together with the corresponding $\alpha$, obtained comparing the $T^{\sigma}$ for the 16 ML and 24 ML junctions. The transmission for the $\mathrm{DZ}\left(r_{\mathrm{c}}=4\right.$ bohr) and the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ bases are similar, and differ strongly from the $\mathrm{DZ}\left(r_{\mathrm{c}}=6\right.$ bohr) basis for energies lying around the center of the MgO energy-gap. Close to the band-edges all three basis sets give similar results. We note that whereas the P minority resonance peak is visible for all thicknesses for the DZ ( $r_{\mathrm{c}}=6$ bohr) basis, it is filtered out for thick junctions for the other two basis sets. The results for the 4 MgO MLs junction differ less over the basis sets, and the P minority peak is present for all of them. A calculation on a finer energy mesh reveals that its height changes by a factor of not more than about 3 over the different basis sets.

In the last row of Fig. 7.53 the damping $\alpha$ is plotted for both majority and minority, together with the CBS at the $\Gamma$ point. The values of $\operatorname{Im}(k)$ are converted to a corresponding damping coefficient, by scaling them by a factor of 2 . In the same way as the transmission coefficient, the damping coefficients for the different bases


Figure 7.53: Energy-dependent transmission $T^{\uparrow}$ for $\mathrm{P} \uparrow$ and $T^{\downarrow}$ for $\mathrm{P} \downarrow$, for different MgO barrier thicknesses, calculated using the LDA. The results in the first column of figures are calculated using the DZ ( $r_{\mathrm{c}}=6 \mathrm{bohr}$ ) basis, the ones in the second column with the $\mathrm{DZ}\left(r_{\mathrm{c}}=4 \mathrm{bohr}\right)$ basis, and the ones in the third column with the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr) basis. In the bottom row of figures the corresponding damping $\alpha$ is shown for $\mathrm{P} \uparrow$ (red) and $\mathrm{P} \downarrow$ (green), calculated using $n_{\mathrm{ML}, 1}=16$ and $n_{\mathrm{ML}, 2}=24$. The blue lines in the plot of $\alpha$ show the imaginary part of the complex wave-vector, scaled in such a way, that their value corresponds to the predicted damping coefficient.
are all similar for energies close to the band-edges. For energies around the middle of the gap $\alpha$ is similar for the $\mathrm{DZ}\left(r_{\mathrm{c}}=4 \mathrm{bohr}\right)$ and the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr) bases, for which it is much larger than the value obtained for the DZ ( $r_{\mathrm{c}}=6 \mathrm{bohr}$ ) basis. The comparison of the transmission with the CBS shows very good agreement for all basis sets. As long as there are states in the Fe electrodes with a $\Delta_{1}$ symmetry for k -points around the $\Gamma$ point, $\alpha$ follows the lowest $\Delta_{1}$ band. For energies, where such states are not present in the Fe leads, $\alpha$ rapidly changes to the next smallest complex band. For the P majority spins this transition occurs at about 1 eV below $E_{\mathrm{F}}$. The discontinuity to the next bands at this energy is visible for the DZ ( $r_{\mathrm{c}}=4$ bohr) basis. For the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis a similar discontinuity is found, but there is no band matching $\alpha$. The reason is that the bands at those values of $\alpha$ do not appear at the $\Gamma$ point, but at different k-points. For the $\mathrm{DZ}\left(r_{\mathrm{c}}=6 \mathrm{bohr}\right)$ basis no such jump of $\alpha$ is visible, which is caused by the fact that the flat bands cut across the top of the semi-circle in the CBS.

The analogous results for the ASIC are shown in Fig. 7.54. The general trend across the different basis sets is the same as for LDA, and there is again a good agreement between CBS and damping. Since for the ASIC however also for the DZ ( $r_{\mathrm{c}}=4$ bohr ) basis the flat bands are close to the maximum of the semi-circle, there


Figure 7.54: The quantities represented are the same as in Fig. 7.53, but calculated with the ASIC.
is a notable difference in $\alpha$ in the middle of the gap compared to the $\mathrm{SZ}\left(r_{\mathrm{c}}=4 \mathrm{bohr}\right)$ basis. The results show that the behavior of the damping coefficient $\alpha$ shown in Figs. 7.47 and 7.48 can be understood in terms of the complex band structure. We find that the flat bands in the CBS contribute to the transmission, and therefore determine the damping at those energies where they have the smallest $\operatorname{Im}(k)$. In Fig. 7.55 we show the $\mathbf{k}$-dependent transmission at $E_{\mathrm{F}}$, obtained using the DZ ( $r_{\mathrm{c}}=6$ bohr) basis, for $\mathrm{P} \uparrow$ (first row), $\mathrm{P} \downarrow$ (second row), and $\mathrm{AP} \uparrow$, evaluated for 4,16 and 24 MgO MLs. The color code is chosen in such a way, that for each graph the red color corresponds to the maximum transmission. Therefore the red spots indicate in which parts of the BZ the transmission is larger. The blue color is chosen to be $10^{-10}$ times smaller than this maximum value. In Fig. 7.56 the analogous k-dependent transmission is shown for the SZ ( $r_{\mathrm{c}}=4$ bohr) basis. The main difference is that for the $\mathrm{DZ}\left(r_{\mathrm{c}}=6\right.$ bohr $)$ basis even at large thickness the $\mathrm{P} \downarrow$ and AP $\uparrow$ transmissions have large contributions for $\mathbf{k}$-points far away from the $\Gamma$-point. In contrast for the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr) basis the main contributions to the transmission come only for $\mathbf{k}$-points close to the $\Gamma$ point. The results for the SZ ( $r_{\mathrm{c}}=4$ bohr) basis are in good agreement with those of Ref. [291].

As last comparison between the different basis sets we perform a calculation for a junction with a thickness of 16 and 24 MgO MLs, but where we replace the MgO by vacuum. We do however leave the Mg and O basis orbitals in the vacuum in order to have a finite transmission between the two Fe electrodes. The result for the energy dependent transmission and damping is shown in Fig. 7.57. The transmission is very small for energies below $E_{\mathrm{F}}$, however for energies above about 4.4 eV the transmission


Figure 7.55: k-resolved transmission coefficient for $\mathrm{P} \uparrow, \mathrm{P} \downarrow$, and $\mathrm{AP} \uparrow$, for different MgO thicknesses, using the LDA and the $\mathrm{DZ}\left(r_{\mathrm{c}}=6 \mathrm{bohr}\right)$ basis. In each figure a different logarithmic color scale is used, where the red color corresponds to the maximum transmission of each figure $T_{\max }$, and the blue color corresponds to $10^{-10} T_{\max }$.


Figure 7.56: The quantities represented are the same as in Fig. 7.55, but calculated using the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis.
is of the order of 1 . Using the total potential output from SMEAGOL we calculate the energy of the vacuum to be 4.2 eV (indicated in Fig. 7.57 by the vertical dashed line). For energies higher than the one of the vacuum there is no barrier between the electrodes, and the transmission is therefore high. For such a system we expect the transmission to become smaller as the energy is reduced, for energies below the vacuum level. However for both basis sets we find that the transmission reaches a constant value for very low energies. This is reflected in the damping coefficient, which also reaches a constant value as the energy is lowered. The difference between the two basis sets is that this constant value is already reached at about 3 eV for the $\mathrm{DZ}\left(r_{\mathrm{c}}=6\right.$ bohr $)$ basis, whereas it is only reached at about 0 eV for the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$


Figure 7.57: $\mathrm{P} \uparrow$ transmission coefficient $T$ for a 16 ML (full lines) and a 24 ML junction (dashed lines), together with the resulting damping coefficient $\alpha$, for a junction where the MgO has been replaced by vacuum, and where the basis orbitals on the MgO atoms are still included. Two different basis sets are compared, a DZ ( $r_{\mathrm{c}}=6$ bohr) basis (black color), and a SZ ( $r_{\mathrm{c}}=4$ bohr) (red color). The vertical dotted line indicates the value of the vacuum potential energy.
bohr) basis. For very small energies therefore both basis sets produce an unphysical saturation for the damping coefficient. However the energy region, where the damping is correctly described, is larger for the $\mathrm{SZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis. The flat bands in the MgO band structure are the ones responsible for this unphysical saturation of the damping coefficient. We therefore conclude that, in order to describe correctly the tunneling for thick junctions, the basis set has to be chosen in such a way, that no flat bands cross (or come too close) to the semi-circular complex part of the band structure of the band gap. For our calculations with the MgO tunneling junctions therefore we conclude that we can only obtain the correct thickness dependence for both LDA and ASIC with the SZ ( $r_{\mathrm{c}}=4$ bohr) basis. We note that this is in contrast to the usual view that the quality of the results, obtained using a localized basis set, improves as the basis set gets richer. This can become problematic, since in order to calculate an accurate band-structure for many types of insulators a rather rich basis set has to be used, however the use of such a rich basis set will probably lead to an incorrect description of the damping coefficient at large thicknesses.

In Figs. 7.58 and 7.59 the thickness dependent transmission and damping coefficient are shown for LDA and ASIC respectively, calculated with the SZ ( $r_{\mathrm{c}}=4$ bohr) basis. The results for the damping coefficient can be expected to be accurate as long as it follows the $\Delta_{1}$ semi-circular band. Importantly, this is the case for energies around $E_{\mathrm{F}}$ for all configurations. The value in the regions of very high damping might be affected by the flat complex bands also with this basis set.

Around $E_{\mathrm{F}}$ the $\mathrm{P} \uparrow$ damping coefficient is only slightly smaller than the one for AP $\uparrow$. The TMR will therefore increase with thickness, however rather slowly. The


Figure 7.58: In the top row of figures the energy-dependent transmission $T$ for $\mathrm{P} \uparrow, \mathrm{P} \downarrow$, and for $\mathrm{AP} \uparrow$ is plotted for different MgO barrier thicknesses. All the results are calculated using the LDA and the SZ ( $r_{\mathrm{c}}=4$ bohr) basis. In the bottom row of figures the corresponding damping $\alpha$ is shown (black lines), calculated using $n_{\mathrm{ML}, 1}=16$ and $n_{\mathrm{ML}, 2}=24$. The blue lines in the plot of $\alpha$ show the imaginary part of the complex wave-vector, scaled in such a way, that their value corresponds to the predicted damping coefficient.
main spin-filter effect is already achieved after a few layers, of about 4-12, and is determined by the ratio of the $\Delta_{1}$ DOS for $\uparrow$ and $\downarrow$ for $\mathbf{k}$-points close to the $\Gamma$-point. This contrasts the prediction of Ref. [20], but agrees well with the results of Ref. [291]. In Ref. [20] a different damping coefficient is found. This however is determined by the fact that the transmission in the antiparallel configuration is still dominated by the ISs, which have a different damping. At large thicknesses, only the states close to the $\Gamma$ point contribute, and therefore the thickness dependence is similar for both majority and minority. The TMR as function of thickness is therefore expected to be constant at large thicknesses, especially if the surface state moves away from $E_{\mathrm{F}}$.

In Fig. 7.60 finally we show the k-dependent transmission along the diagonal of the BZ , so that $k_{x}=k_{y}$, for $\mathrm{P} \uparrow$ and $\mathrm{P} \downarrow$. It can be clearly seen that whereas for the 4 MgO MLs junction the main contributions to the $\mathrm{P} \downarrow$ come from $\mathbf{k}$-points over all the range, for the thicker junctions the main contributions are restricted to a small range close to the $\Gamma$-point.


Figure 7.59: The quantities represented are the same as in Fig. 7.58, but calculated with the ASIC.


Figure 7.60: LDA spin-polarized transmission coefficient for $\mathrm{P} \uparrow$ (red) and $\mathrm{P} \downarrow$ (green), and for different MgO barrier thicknesses, as function of $k_{x}$, along the line in the BZ where $k_{x}=k_{y}$. The results are calculated using the $\mathrm{SZ}\left(r_{\mathrm{C}}=4 \mathrm{bohr}\right)$ basis.

### 7.6 Oxygen vacancies in the MgO barrier

In the calculations presented so far the theoretically predicted TMR is higher than the one measured experimentally, which is never larger than a few hundred percent [264, 265]. This is consistent with other calculations [20, 290, 274, 269]. It has been shown that oxidation of the interface Fe layers can lead to a drastic reduction of the TMR, which can even become negative for asymmetric oxidation of the electrodes [273, 274, 291, 275]. In Ref. [264] it is noted that lattice dislocations are found at the $\mathrm{Fe} / \mathrm{MgO}$ interface, which can lead to a reduction of the TMR. Another possibility for a reduced value of the TMR is the inclusion of defects in the MgO , and at the $\mathrm{Fe} / \mathrm{MgO}$ interface. Calculations for a $\mathrm{Fe} /$ vacuum $/ \mathrm{Fe}$ junctions indicate that disorder at the interface can drastically reduce the TMR [295], in agreement with the results of Ref. [275] for a disordered and randomly oxidized $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}$ junction. Experimental results indicate that the density of defects in the MgO depends on the growth conditions [285, 288, 325]. Such a large defect density is found to lead to an effectively reduced MgO band gap [288, 325]. In Ref. [288] it is shown that by annealing the sample the band gap opens to the bulk MgO value, indicating that the density of defects is reduced. Measurements of isolated defects indicate a defect level close to the valence band, which is tentatively attributed to Mg vacancies $\left(\mathrm{V}_{\mathrm{Mg}}\right)$, and a set of levels between the $E_{\mathrm{F}}$ and the conduction band, attributed to oxygen vacancies $\left(\mathrm{V}_{\mathrm{O}}\right)$. The authors note however that this correspondence is not completely established at this stage. In Ref. [325] a detailed study of the possible defects in MgO, grown on an Ag substrate are presented. They find different possible defects, with energies spread over large part of the MgO band gap. One of the defects they find is $\mathrm{V}_{\mathrm{O}}$, whose energy lies approximately in the middle of the MgO band gap. This agrees well with other theoretical predictions $[326,327,328]$. Ab initio calculations with $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}$ junctions in Refs. [329, 299] show that for $V_{O}$ LDA predicts a defect band centered about 1 eV below the Fe Fermi energy. In Ref. [298] experimental evidence is shown on the decrease of the TMR with $\mathrm{V}_{\mathrm{O}}$, supported by a theoretical model.

In order to investigate the bias dependent influence of defects on the transport, we perform calculations with a $\mathrm{V}_{\mathrm{O}}$ in the MgO . As we will show, such a defect lies very close to the Fe Fermi energy, in good agreement with the results of previous calculations [329, 299], and is therefore indicative of all defects that lead to a small additional DOS in the vicinity of $E_{\mathrm{F}}$. The exact characterization of defects in MgO is a complex task, which should include a relaxation of the lattice for all defects. Moreover, not all defects can be described accurately with DFT. However, previous calculations show that DFT can accurately predict the properties of $\mathrm{V}_{\mathrm{O}}$ 's $[326,327,328]$.


Figure 7.61: LDA MgO band structure without (a) and with $\mathrm{V}_{\mathrm{O}}(\mathrm{b})$. Panels (c) and (d) show the corresponding band-structures for ASIC.

In order to keep the size of the calculations tractable, we use a rather high $\mathrm{V}_{\mathrm{O}}$ density. We construct a $2 \times 2$ supercell in the plane perpendicular to the transport direction. The $\mathrm{V}_{\mathrm{O}}$ is then obtained by removing one O atom in one of the MgO MLs. The planar $\mathrm{V}_{\mathrm{O}}$ density is therefore $1 / 4$, the total defect density for a 4 MLs junction is $1 / 16$, for a 8 MLs it is $1 / 32$. In all the calculations of this section we do not relax the structure around the defect, and for the $\mathrm{Fe} / \mathrm{MgO}$ junction we use the unrelaxed coordinates (Ref. [20]). We note that in our calculations the $\mathrm{V}_{\mathrm{O}}$ is in a charge neutral state, whereas experimentally the vacancy can exist in different charging states. In Fig. 7.61 the LDA band structure for a defect-free MgO (a) is compared to the one obtained for a MgO with single $\mathrm{V}_{\mathrm{O}}$ in a 4 ML unit cell (b). The $\mathrm{V}_{\mathrm{O}}$ leads to a defect band lying approximately in the middle of the gap. Importantly, this defect level is not spin-split. The band shows a rather large dispersion, which is due to the high inplane defect density. This high density also leads to a change of the band-structure at the bottom of the conduction band. Calculations performed for larger cells show that the shape of the bottom of the conduction band is restored, and that the dispersion of the defect band is reduced. In Figs. (c) and (d) the analogous band structures are shown for ASIC. The main difference is that the ASIC increases the band gap. The defect level is still approximately located in the middle of the gap. These results are in good agreement with those of other calculations [327, 328, 299, 329], for both LDA and ASIC. The calculations in Ref. [326] on the other hand predict that the defect levels are much closer to the conduction band. In fact the assignment of the levels close to the conduction band to $V_{O}$ in Ref. [288] is based on those calculations. However this assignment is probably incorrect, since it is in contradiction to most of the theoretical predictions $[327,328,299]$ and to the experimental findings of Ref.


Figure 7.62: Isosurface of the LDOS for the $\mathrm{V}_{\mathrm{O}}$ defect band (purple color); red spheres represent O atoms, and green spheres represent Mg atoms.
[285].
In Fig. 7.62 the charge density associated to the defect level is shown (LDOS, see Sec. 7.2). It is located around the $\mathrm{V}_{\mathrm{O}}$ site, and has an $s$-type symmetry. Consequently it is also of $\Delta_{1}$ symmetry, and can therefore couple well to the high transmission $\Delta_{1}$ states.

In Fig. 7.61 the bands are aligned with respect to the $\mathrm{Fe} E_{\mathrm{F}}$ in correspondence to the calculated band alignment in the $\mathrm{Fe} / \mathrm{MgO}$ junction (shown schematically in Fig. 7.46). In our calculations the levels associated to $\mathrm{V}_{\mathrm{O}}$ 's are always below the Fermi energy, and therefore in a charge neutral state. Although the energy difference of the defect band to the conduction band increases in ASIC as compared to LDA, the alignment with respect to $E_{\mathrm{F}}$ is rather similar. Also the dispersion of the defect band is almost the same for LDA and ASIC. Therefore we expect the transport results for such a defect in a tunneling junction to be similar for both LDA and ASIC. We therefore perform all the calculations with the LDA. We performed a test calculation to verify some of the key results, such as the zero-bias transmission coefficient. We always found very similar results for both LDA- and ASIC transmission coefficient in the energy range of a few eV around $E_{\mathrm{F}}$. There are just minor quantitative differences, of the same type as the ones discussed in Sec. 7.4.2.

We have calculated the transmission properties of a 4 ML junction, with a $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} \mathrm{MgO}$ ML from the Fe interface. We also performed calculations for two defective 8 ML junctions, one where the $\mathrm{V}_{\mathrm{O}}$ is located in the $2^{\text {nd }} \mathrm{ML}$, and one where it is located in the $4^{\text {th }} \mathrm{ML}$ from the $\mathrm{Fe} / \mathrm{MgO}$ interface. We note that for the transport calculations we use a the $\mathrm{DZ}\left(r_{\mathrm{c}}=4\right.$ bohr $)$ basis for the MgO , this gives a good LDA damping coefficient, and can also be expected to capture the change in the charge density close to the vacancy. In fact the band-structures shown in Fig. 7.61 are only very weakly dependent on the basis. In Fig. 7.63 the spin-polarized transmission coefficients for P and AP alignment of the Fe electrodes are shown for an ideal 4 ML junction, and for the junction with the $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} M L$. In the energy range from about -2 eV to $E_{\mathrm{F}}$ the transmission is enhanced in the defective junction. This range


Figure 7.63: Transmission coefficient $T$ for P (top row of figures) and AP alignment (bottom row of figures) of the Fe electrodes, for $\uparrow$ (red) and $\downarrow$ (green). The results are for a 4 MgO MLs junction, the left column of figures shows the results for an ideal junction, whereas the right column is for a junction with a $V_{O}$ in the $2^{\text {nd }}$ layer from the interface.
agrees rather well with the band-width of the defect band, confirming that in the $\mathrm{Fe} / \mathrm{MgO}$ junction the top of the defect level is close to $E_{\mathrm{F}}$. In the vicinity of $E_{\mathrm{F}}$ the transmission for the P configuration is similar with and without vacancy. At positive energies the transmission with the vacancy is slightly reduced, which is due to the changes in the conduction band, caused by the high density of defects (see Fig. 7.61). In the AP configuration however the transmission around $E_{\mathrm{F}}$ is strongly enhanced for the junction with the vacancy, when compared to the ideal junction. It is in fact of a similar size as the one for the P configuration, indicating a vanishing TMR for such a high defect density.

In Fig. 7.64 the spin-polarized transmission is shown for the 8 ML junction, for the defect-free MgO , for the $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} M L$, and for the $\mathrm{V}_{\mathrm{O}}$ in the $4^{\text {th }} M L$. For the P configuration the transmission around $E_{\mathrm{F}}$ is almost unchanged for the three different systems. For the AP configuration however the transmission increases in presence of defects. We note that as the defect moves closer to the interface, the increase in the AP transmission around $E_{\mathrm{F}}$ is enhanced. In fact, for the $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} \mathrm{ML}$, below $E_{\mathrm{F}}$ the transmission is of a similar size as for the P configuration, analogously to the 4 ML case. In Fig. 7.65 the total transmission for the three 8 ML junctions is shown in a small energy range around $E_{\mathrm{F}}$, in order to emphasize the change in the transmission for the different position of the vacancy. For junctions, that are highly defective close to the interface, we therefore predict a large reduction of the TMR. The experimentally found vanishing TMR for very thin junctions [264] might therefore be attributable to a large density of defects for such very small thicknesses. Even at larger thicknesses the TMR is limited by the amount of defects close to the interface.


Figure 7.64: Transmission coefficient $T$ for P (top row of figures) and AP alignment (bottom row of figures) of the Fe electrodes, for $\uparrow$ (red) and $\downarrow$ (green). The results are for a 8 MgO MLs junction with no $\mathrm{V}_{\mathrm{O}}$ (leftmost panels), with a $\mathrm{V}_{\mathrm{O}}$ in the $4^{\text {th }}$ layer from the interface (middle panels), and with a $V_{O}$ in the $2^{\text {nd }}$ layer from the interface (rightmost panels).


Figure 7.65: Total transmission coefficient $T$ for P (a) and AP alignment (b) of the Fe electrodes. The results are for a 8 MgO MLs junction with no $\mathrm{V}_{\mathrm{O}}$ (black curves), with a $V_{O}$ in the $4^{\text {th }}$ layer from the interface (red curves), and with a $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }}$ layer from the interface (green curves).

We now analyze the origin of the enhanced transmission for the defective junctions in the AP configuration. First we note that the enhancement of the current is much stronger in the minority spin than in the majority spin (Fig. 7.64). The origin of this can be understood from the analysis of the $\mathbf{k}$-dependent transmission coefficient, which is plotted in Fig. 7.66 at an energy of -0.2 eV below $E_{\mathrm{F}}$. This is lower than the lowest energy of the surface state, and lies in the region of high transmission for the AP configuration in the defective junctions. The $\mathbf{k}$-dependent transmission is plotted for the ideal junction, and for the 8 ML junction with the $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} \mathrm{ML}$, for both P and AP configuration. In all the graphs the transmission is dominated by a small area of $\mathbf{k}$-points close to the $\Gamma$ point. For the ideal junction the transmission is highest for the $\mathrm{P} \uparrow$ states, since in that case there is a large density of the high-transmission $\Delta_{1}$ like states on both sides of the junction. For the $\mathrm{P} \downarrow$ the contribution of the $\Delta_{1}$ like states on both sides of the junction is rather small, and therefore the transmission


Figure 7.66: k-dependent transmission for $\mathrm{P} \uparrow$ (first column), $\mathrm{P} \downarrow$ (second column), $\mathrm{AP} \uparrow$ (third column), and $\mathrm{AP} \downarrow$ (fourth column), at an energy $E-E_{\mathrm{F}}=-0.2 \mathrm{eV}$. The first row of figures is for an ideal 8 MgO MLs junction, the second row is for a junction with a $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} \mathrm{MgO}$ layer from the interface.
is reduced when compared to the $\mathrm{P} \uparrow$. In the AP configuration the transmission is identical for $\uparrow$ and $\downarrow$, since the ideal junction is completely symmetric. Since on one side there is a high density of $\Delta_{1}$ states, whereas on the other side there is a low density, the transmission is much smaller than for $\mathrm{P} \uparrow$, but somewhat larger than for $\mathrm{P} \downarrow$.

For the junction with the $V_{O}$ in the $2^{\text {nd }} M L$, the situation is very different. Since the vacancy is not spin-polarized, the electrons flow through the vacancy states at this energy has approximately the same density of $\Delta_{1}$ states for both $\uparrow$ and $\downarrow$. On the left side of the junction, to which the $\mathrm{V}_{\mathrm{O}}$ is very close, therefore there is a large $\Delta_{1}$ DOS for both $\uparrow$ and $\downarrow$. On the right side, and for P configuration, the $\uparrow$ has a much larger contribution from the $\Delta_{1}$ states than the $\downarrow$, so that the $\mathrm{P} \uparrow$ transmission is similar to the one of the ideal junction, whereas the $\mathrm{P} \downarrow$ transmission is similar to the one of the ideal junction for AP alignment. For AP alignment of the defective junction the situation is reversed, and the larger transmission comes from the $\downarrow$, and is similar in size to the $\mathrm{P} \uparrow$ transmission. The AP $\uparrow$ transmission on the other hand is similar in size to the AP transmission for the ideal junction. We therefore conclude that the enhancement in transmission in the AP configuration in a defective junction is caused by the depolarization of the $\Delta_{1}$ states at the vacancy site. If this is very close to the $\mathrm{Fe} / \mathrm{MgO}$ interface, it effectively leads to a depolarization at the interface. If the vacancy lies in the middle of the junction, the effect is less pronounced, since the states need to tunnel to the vacancy site from both interfaces, where the $\Delta_{1}$ DOS is small. However the TMR is reduced also in this case. Our ab initio result agrees qualitatively with the conclusions of Ref. [298].

We now investigate the finite bias behavior of the defective junctions. In Fig. 7.67 the self-consistent potential drop $\Delta V_{\mathrm{H}}$ and charging $\Delta_{\rho}$ are shown for different bias


Figure 7.67: (a) Planar average $\Delta V_{\mathrm{H}}$ of the difference between the Hartree potential at different bias voltages and the one at 0 -bias. (b) Planar average $\Delta \rho$ of the difference between the charge density at 0.5 V and the one at 0 -bias for the same bias voltages. The diamonds and dots indicate the location of the Fe and MgO layers. The results are for a 8 MgO MLs junction with a $\mathrm{V}_{\mathrm{O}}$ in the $4^{\text {th }}$ layer from the interface (indicated by a dot with a ' $x$ ').
voltages for the 8 ML junction, with a $\mathrm{V}_{\mathrm{O}}$ in the $4^{\text {th }} \mathrm{ML}$, and in the P configuration. The potential drops almost linearly across the 8 MgO layers. At the vacancy site there is a slight deviation from the linearity, however the effect is only small. There is a small dipole forming at the vacancy layer, but the total charge at the vacancy site is constant with bias. The energy levels associated with it can therefore easily enter the bias window. In Sec. 7.4 we have shown that if the potential drops approximately linearly across the insulator, it is possible to apply the rigid shift potential approximation, instead of calculating the fully self-consistent solution at finite bias. We therefore calculated the $I-V$ characteristics using this approximation, in order to reduce the computational effort. For the bias steps shown in Fig. 7.67 we compared the current obtained from the self-consistent calculation with the one obtained applying the rigid shift potential, and the results were almost identical, confirming the applicability of the approximation also for the defective junction.

In Fig. 7.68 the $I-V$ curves and the resulting TMR are shown for the two 4 ML junctions, and in Fig. 7.69 they are shown for the three 8 ML junctions. As expected from the 0 -bias results, the main effect of the vacancies is to enhance the AP current. The closer the vacancy is to the $\mathrm{Fe} / \mathrm{MgO}$ interface, the stronger the enhancement. The $\mathrm{V}_{\mathrm{O}}$ 's do not lead to a significant change of the P current, although there are some quantitative differences. It can be seen that the TMR is drastically reduced in the junctions containing the $V_{O}$ 's. It basically vanishes if the vacancy is in the $2^{\text {nd }}$ ML. For the defect-free junction we note that the reduction in conductance at about 1 V is visible for the 4 ML junction, but not for the 8 ML junction. This confirms our discussion in Sec. 7.4, where for thicker junctions we predicted a reduction of this change in conductance.


Figure 7.68: Spin-polarized current for P (top row of figures) and for for AP alignment (middle row of figures) of the Fe electrodes, and TMR (bottom row of figures). In the plots for the current the red curves correspond to the $\uparrow$ current, the green curves the $\downarrow$ current, and the black curves to the total current. The results are for a 4 MgO MLs junction with no $\mathrm{V}_{\mathrm{O}}$ (first column of figures), and with a $\mathrm{V}_{\mathrm{O}}$ in the $2^{\text {nd }} \mathrm{MgO}$ layer from the interface (second column of figures).

For lower defect densities the dispersion of the defect-band is smaller, and so the decrease of the TMR at zero bias might be less, but the TMR will drastically shrink with an applied voltage. The behavior shown here is valid for all the defects that lead to a depolarization of the $\Delta_{1}$ states around the Fe Fermi energy. In our calculation the defect states are located below $E_{\mathrm{F}}$, but an analogous behavior is expected for states lying between $E_{\mathrm{F}}$ and the MgO conduction band. Our results also show that the overestimation of the TMR for an ideal junction is caused by an underestimation of the AP current. The AP current can be expected to drastically increase for non-ideal junctions, whereas the change in the P current is expected rather small.

In this section we have only described the effects of $\mathrm{V}_{\mathrm{O}}$ 's. The number of different possible defects in MgO is however very large. Each type of defect leads to a defectband at a different energy in the band gap, as shown in Refs. [325, 326, 327, 328]. As an example, in Fig. 7.70 we show the band-structure for MgO with one $\mathrm{V}_{\mathrm{Mg}}$ and one $V_{O}$ pair close to each other, calculated using the ASIC. Such a defect is likely to change its charging state when the MgO is attached to Fe . The effects on the transport for such a defect pair are probably even larger than the ones for the isolated $\mathrm{V}_{\mathrm{O}}$, since the band gap lies between two defect bands and is now very small.


Figure 7.69: Spin-polarized current $I$ for P (top row of figures) and for for AP alignment (middle row of figures) of the Fe electrodes, and TMR (bottom row of figures). In the plots for the current the red curves correspond to the $\uparrow$ current, the green curves the $\downarrow$ current, and the black curves to the total current. The results are for a 8 MgO MLs junction with no $\mathrm{V}_{\mathrm{O}}$ (leftmost panels), with a $\mathrm{V}_{\mathrm{O}}$ in the $4^{\text {th }}$ layer from the interface (middle panels), and with a $V_{O}$ in the $2^{\text {nd }}$ layer from the interface (rightmost panels).


Figure 7.70: MgO band structure, calculated using the ASIC, with a single $\mathrm{V}_{\mathrm{O}}$ (left panel), and with a $\mathrm{V}_{\mathrm{Mg}}-\mathrm{V}_{\mathrm{O}}$ pair (right panel).


Figure 7.71: Unit cell used for the double MgO barrier junctions, with a schematic representation of the parallel ( P ) and antiparallel (AP) configurations. The red arrows indicate to the magnetization direction of the electrodes.

### 7.7 Double barrier junctions

Instead of growing only a single MgO barrier between two ferromagnetic electrodes, it is also possible to grow multiple insulator/metal layers [301, 302]. Here we investigate the transport properties of double MgO barrier junctions. One of the possible advantages of such systems is that the decay of the TMR with bias can be slower in comparison to single barrier junctions [301]. Such a slower decay of the TMR with bias is expected, since the potential drop is shared across the two barriers, and since an additional spin-dependent scattering potential is introduced by the in-between magnetic slab. Moreover, oscillations of the conductance as function of voltage have been measured [302]. These are attributed to the presence of quantum well states, confined in the middle Fe layer [302, 303, 304].

The system setup is illustrated in Fig. 7.71: two 4 MgO MLs thick insulating barriers are separated by 6 MLs of Fe . For the $\mathrm{Fe} / \mathrm{MgO}$ interfaces we use the relaxed coordinates (see Sec. 7.1). Whereas for single barrier junctions (SBJs) in the antiparallel configuration the magnetization of the two Fe electrodes points in opposite directions, for a double barrier junction (DBJ) the antiparallel orientation is obtained by flipping the magnetization of the middle Fe layer, leaving the magnetization of the two Fe electrodes unchanged (see Fig. 7.71) [301, 302]. We note that in Ref. [302] it is shown that the thickness of the middle Fe layer is not constant over the sample, and that isolated Fe islands are formed, separated by regions with no Fe between the two MgO barriers.

The 0-bias spin-dependent transmission for the P and the AP configuration is shown in Figs. 7.72(a) and (b). In Figs. 7.72 (c) and (d) the same is shown for the SBJ (see Sec. 7.2). The order of magnitude of the transmission around $E_{\mathrm{F}}$ is similar for both the single and the DBJs. This also shows that the transmission through a DBJ with two 4 MgO MLs is much higher than the one through a SBJ with 8 MgO MLs. The main difference to the transmission of a SBJ is the appearance of a large number of peaks in the transmission, for both P and AP, $\uparrow$ and $\downarrow$. Such an oscillatory


Figure 7.72: Spin dependent transmission coefficient $T$ for the DBJ, for P (a) and AP (b) alignment of the Fe electrodes, and for the SBJ with 4 MgO MLs for P (c) and AP alignment (d).


Figure 7.73: Total density of states $\mathcal{N}$ projected onto the interface Fe atom of the middle Fe layer. Positive values are for majority, and negative values for minority spin.
transmission coefficient can indeed lead to the measured conductance oscillations. The oscillation density is larger in the AP configuration, since as a first approximation the transmission in the AP configuration can be seen as a convolution of P majority and minority transmission. It therefore can be expected to include the peaks of both $\mathrm{P} \uparrow$ and $\mathrm{P} \downarrow$. We note however that the transmission in the AP configuration is highly resonant. This is also visible by the large amount of noise in the transmission coefficient. To obtain a smooth transmission coefficient, the number of $\mathbf{k}$-points used in the BZ would have to be increased. If a small imaginary part, of the order of $10^{-4}$ to $10^{-3} \mathrm{Ry}$, is added to the energy when calculating the transmission coefficient, the peaks shrink drastically or disappear completely. For the P configuration this effect is less pronounced, although also here the peaks shrink considerably. Therefore effects related to the quantum well states are probably visible only in high-quality epitaxial junctions.


Figure 7.74: $\operatorname{DOS} \mathcal{N}_{\Delta_{1}}$ projected on the states with $\Delta_{1}$ symmetry, in arbitrary units (positive for $\uparrow$, negative values for $\downarrow$ ), and transmission at the $\Gamma$ point. (a) $\Delta_{1}$ DOS for bulk Fe , (b) $\Delta_{1}$ DOS of the Fe atom at the interface between the left electrode and the MgO , (c) $\Delta_{1}$ DOS of the left interface Fe atom of the middle Fe layer, (d) $\mathrm{P} \uparrow$ transmission for the DBJ (black curves) and SBJ (red curves), and (e) $\mathrm{P} \downarrow$ transmission for the DBJ (black curves) and SBJ (red curves) $\downarrow$ (green). The dashed vertical lines indicate the band-edges of the $\Delta_{1}$ states at the $\Gamma$ point for $\uparrow$ (cyan) and $\downarrow$ (magenta). In order to visualize all the peaks in the DOS, a small imaginary part has been added to the energy.

Some of the transmission peaks are also present in the single junction, such as the ones in the $\mathrm{P} \downarrow$ located at $E_{\mathrm{F}}$ and at about $E_{\mathrm{F}}+1.5 \mathrm{eV}$. As discussed in Sec. 7.4, these two peaks are caused by Fe $\downarrow$ ISs. Other peaks, such as the ones in the $\mathrm{P} \uparrow$ around $E_{\mathrm{F}}$ are only found in the DBJ. In order to find their origin, we analyze the DOS of the middle Fe layer, calculated by using the ground state DFT density matrix. In Fig. 7.73 the DOS projected onto the interface Fe atom of the middle Fe layer is shown for P alignment. This PDOS is very similar to the one of the interface Fe atom of a single 4 ML junction (Fig. 7.27). There are no visible peaks that could explain the $\uparrow$ peaks in the transmission coefficient. We therefore analyze the $\mathbf{k}$-dependent PDOS for the states with a $\Delta_{1}$ symmetry, as already done in Sec. 7.4 for the SBJ. In Fig. 7.74 the $\operatorname{DOS} \mathcal{N}_{\Delta_{1}}$ at the $\Gamma$ point $\left(k_{x}=k_{y}=0\right)$, projected onto the states with a $\Delta_{1}$ symmetry, is shown together with the transmission coefficient for the $\Gamma$ point only. Fig. 7.74(a) shows the DOS for bulk Fe, Fig. 7.74(b) is the DOS projected onto the interface Fe atom of the left electrode. These two DOSs are basically identical to
the corresponding of the SBJ (Fig. 7.28), so that all the related results discussed in Sec. 7.4 are also valid here. Fig. 7.74(c) is the DOS projected onto the left interface atom of the middle Fe layer. Here very distinct peaks appear in the $\uparrow$ around $E_{\mathrm{F}}$. The position of these peaks is in very good agreement to the position of the peaks in the transmission at the $\Gamma$ point [black curve in Fig. 7.74(d)]. The peaks in the $\downarrow$ transmission [black curve in Fig. $7.74(\mathrm{e})$ ] around $E_{\mathrm{F}}$ are caused by $\downarrow$ states of a different symmetry, since, as discussed in Sec. 7.4, there is no $\Delta_{1}$ state in the $\downarrow$ around $E_{\mathrm{F}}$. These peaks are however very sharp, and their contribution to the current can be expected to be negligible. Since the transmission is dominated by the $\Delta_{1}$ states at the $\Gamma$ point, the total transmission [Fig. 7.72](a) shows the peaks at the same energies as found in the transmission for the $\Gamma$ point only. We therefore conclude that the quantum well states do indeed lead to oscillations in the transmission, and therefore in the conductance. These results are in good agreement with the results of Ref. [303], where a detailed analysis of the $\Delta_{1}$ DOS is performed for a large number of different thicknesses of the middle layer. Importantly, a transport experiment measures only those quantum well states for $k_{x}=k_{y} \approx 0$, and with $\Delta_{1}$ symmetry. If all quantum well states would contribute equally to the conductance, no oscillations in the transmission would be expected, since the total DOS of the middle Fe layer is rather smooth and flat (Fig. 7.73). With increasing thickness of the middle layer the density of quantum well states increases, so that also the number of oscillations in the transmission coefficient can be expected to increase, eventually leading to a smooth, monotonic curve for very large thickness.

We now move on to the analysis of the finite bias properties. As shown in Sec. 7.3 for the SBJ, it is important to occupy the BSs in a physically meaningful way at all voltages. The BSs at the $\mathrm{Fe} / \mathrm{MgO}$ interface of the left (right) Fe electrode can be expected to be coupled much more to the left (right) electrode, and therefore they can be occupied with the same approach used for the single junction. For the BSs appearing in the middle Fe layer it is not possible to determine such an energy-independent effective coupling to the electrodes. Their occupation has to be set in such a way, that the physically expected potential drop is obtained at selfconsistency. Our junction is completely symmetric, we therefore expect the absolute value of the charging at each of the interfaces to be the same. This leads to an approximately linear potential drop in the MgO , with a flat $\Delta V_{\mathrm{H}}$ in the middle Fe layer, its value lying in the middle between $\Delta V_{\mathrm{H}}$ of the left- and $\Delta V_{\mathrm{H}}$ of the right electrode. We tried different ways to occupy the BSs of the middle layer. The only way we could obtain this expected potential drop was by occupying the BSs up to a local, position-dependent Fermi energy, where the BSs on the left (right) Fe electrode
are occupied up to $E_{F, L}\left(E_{F, R}\right)$, and the ones of the middle Fe layer are occupied up to $\left(E_{F, L}+E_{F, R}\right) / 2$. This approach is described for a general system at the end of Sec. 6.2. In this particular case we use 3 energy-independent matrices $\alpha$, defined as follows:

$$
\alpha_{1}=\left(\begin{array}{ccc}
\mathbb{1}_{N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ER}}}  \tag{7.13}\\
\mathbb{O}_{N_{\mathrm{ML}}, N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{ML}}} & \mathbb{D}_{N_{\mathrm{ML}, N_{\mathrm{ER}}}} \\
\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{ER},}, N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{ER}}}
\end{array}\right),
$$

with a corresponding local Fermi energy $E_{F, 1}=E_{F, L}$. In an analogous way as for the SBJ [Eq. (6.27)], $N_{\text {EL }}$ is the number of orbitals of the left electrode, including those of the leftmost two MLs of $\mathrm{MgO} . N_{\mathrm{ER}}$ is the number of orbitals of the right electrode, including those of the rightmost two MLs of $\mathrm{MgO} . N_{\mathrm{ML}}$ is the number of orbitals of the middle Fe layer, including those of two MgO MLs on each side. Here it is again assumed, that the orbitals are ordered in such a way, that the orbitals on the left have a lower index with respect to those on the right. The other two $\alpha$ matrices are given by

$$
\alpha_{2}=\left(\begin{array}{ccc}
\mathbb{O}_{N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ER}}}  \tag{7.14}\\
\mathbb{O}_{N_{\mathrm{ML}}, N_{\mathrm{EL}}} & \mathbb{1}_{N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{ML}, N_{\mathrm{ER}}}}^{\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{EL}}}}
\end{array} \mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{ML}}} \quad \mathbb{0}_{N_{\mathrm{ER}}}\right),
$$

with a corresponding local Fermi energy $E_{F, 2}=\left(E_{F, L}+E_{F, R}\right) / 2$, and

$$
\alpha_{2}=\left(\begin{array}{ccc}
\mathbb{O}_{N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{EL}}, N_{\mathrm{ER}}}  \tag{7.15}\\
\mathbb{O}_{N_{\mathrm{ML},}, N_{\mathrm{EL}}} & \mathbb{O}_{N_{\mathrm{ML}}} & \mathbb{O}_{N_{\mathrm{ML}, N_{\mathrm{ER}}}}^{\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{EL}}}} \\
\mathbb{O}_{N_{\mathrm{ER}}, N_{\mathrm{ML}}} & \mathbb{1}_{N_{\mathrm{ER}}}
\end{array}\right),
$$

with a corresponding local Fermi energy $E_{F, 3}=E_{F, R}$. We can calculate the energydependent effective coupling corresponding to this set of $\alpha$-matrices, as described at the end of Sec. 6.2. Assuming that $E_{F, L}>E_{F, R}$, we find that the BSs in the middle layer are coupled mainly to the left electrode for energies smaller than $\left(E_{F, L}+E_{F, R}\right) / 2$, whereas for energies larger than $\left(E_{F, L}+E_{F, R}\right) / 2$ the coupling is much stronger to the right electrode. Although we used this effective coupling in all our finite bias calculations, further investigations are needed in order to understand why this effective coupling is the one that gives the physically meaningful result.

The planar average of the potential drop obtained with this set of $\alpha$ matrices at a bias voltage of 0.5 V is shown in Fig. 7.75 (a). As required, it is indeed flat in the Fe layers, and drops approximately linearly in the two MgO barriers. The potential drop is equal on both barriers, so that the change of the potential in the middle Fe layers as function of bias is zero. The corresponding planar average of the charging [Fig. 7.75(b)] for each of the MgO barriers is similar to the one for the single junction [Fig. 7.25(b)].


Figure 7.75: (a) Planar average $\Delta V_{\mathrm{H}}$ of the difference between the Hartree potential at 0.5 V and the one at 0 -bias. (b) Planar average $\Delta \rho$ of the difference between the charge density at 0.5 V and the one at 0 -bias. The diamonds and dots indicate the location of the Fe and MgO layers.


Figure 7.76: Spin dependent transmission coefficient $T$ for the P configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm \mathrm{eV} / 2$ and enclose the bias window.

The bias dependent transmission coefficient is shown in Fig. 7.76 for the P configuration, and in Fig. 7.77 for the antiparallel configuration. The transmission peaks for the $\mathrm{P} \uparrow$ around $E_{\mathrm{F}}$ do not move with energy, and also their height is approximately constant. This is due to the fact that the energies of the quantum well states do not change as function of bias, since the potential in the middle layer is itself constant (Fig. 7.75). The transmission of these peaks is however reduced, once the bottom of the $\mathrm{Fe} \uparrow \Delta_{1}$ band of the left electrode moves to higher energies. This is for example the case for the first peak below $E_{\mathrm{F}}$ at a voltage of 1.5 V . Such a behavior is analogous to the one found for the SBJ in Sec. 7.4, and it is entirely caused by the relative shift of the $\Delta_{1}$ band-edges of the electrodes. The peaks that involve states on the left-hand or right-hand side electrodes, such as the $\downarrow$ IS at $E_{\mathrm{F}}$, move as function of


Figure 7.77: Spin dependent transmission coefficient $T$ for the AP configuration as a function of energy, $E$, and for different biases, $V$. The vertical lines are placed at $E=E_{\mathrm{F}} \pm \mathrm{eV} / 2$ and enclose the bias window.
bias. We note that also for the DBJ the $\downarrow$ peak associated to the $\Delta_{1}$ band-edge does not contribute to the current, since the ISs get out of resonance with applied bias, in the same way as for the SBJ. In the AP transmission the peaks move in an analogous way with applied bias: all those that are associated with quantum well states are in a fixed position, whereas the ones associated with the electrodes move according to the applied potential. For the SBJ we found that the peak in transmission at about 1.5 eV shifts with bias, without changing its height (Fig. 7.32), and therefore leads to a high current when it enters the bias window. For the DBJ the situation is very different, as schematically shown in Fig. 7.78. For AP $\uparrow$ spins [Fig. 7.78(a) and (b)] the peak does not move with bias, since the $\Delta_{1}$ ISs are located in the middle layer. Therefore the peak will only enter the bias window at a bias that is twice as high as the one for the SBJ, where the peak moves towards the bias window for increasing voltage. For AP $\downarrow$ [Fig. 7.78 (c) and (d)] the ISs are located on the electrode Fe layers. These shift with bias accordingly, and therefore get out of resonance for high enough bias. The result is that the $\downarrow$ spins do not contribute to the current also for the AP configuration, which is dominated by the $\uparrow$ spins at high bias. We can therefore expect the conductance in the AP configuration to rise with increasing bias, in the same way as for the SBJ, but the increase will be slower. This should therefore result in a slower decay of the TMR with bias.

The resulting $I-V$ and bias-dependent TMR are shown in Fig. 7.79. Since in the P configuration there is a dip in the transmission around $E_{\mathrm{F}}$, the low bias current is rather small, but increases rapidly once the bias window reaches the first peak in the $\uparrow$


Figure 7.78: Schematic representation of the transmission through ISs for the AP configuration, (a) and (b) are for the $\uparrow$ transmission, and (c) and (d) for the $\downarrow$ transmission.
transmission at about 0.2 eV , which is the case for applied voltages larger than 0.4 V . The next $\uparrow$ peak to enter the bias window is the one at about -0.4 eV , which is the case for a voltage of about 0.8 V . Once both these peaks are inside the bias window, the P current saturates. At higher bias there is even a slight reduction of the current, which is due to the fact that the $\Delta_{1}^{\dagger}$ band-edge of the left lead is at a higher energy than the peak at -0.4 eV , so that the conduction through this peak is suppressed. The current in the AP configuration is always much smaller than the one in the P configuration, even at high bias. This is in contrast to the single barrier result (Fig. 7.36), where the AP current rises drastically above about 1.25 V . As already mentioned, the reason for the smaller current in the DBJ with AP configuration is that the broad transmission peak at about 1.5 eV does not contribute significantly to the current. The resulting TMR is therefore large even at high voltages, whereas the TMR for the SBJ drops to zero already at about 1.5 V (Fig. 7.37). These calculations therefore confirm the experimentally measured slower decay of TMR with bias for double junctions [301]. We note that in the experimental junction this is only the case for positive voltage, the authors in Ref. [301] argue that this is due to asymmetric interfaces. The drop of TMR just above zero bias voltage is due to the increase of the AP current with respect to the P one. The subsequent rise of the TMR is mainly due to the increase of conductance in the P configuration, caused itself by the first quantum well state entering the bias window. For thicker middle layers we expect the low bias behavior to get more similar to the one for the single junction, due to the higher density in energy of quantum well states. The low current region can be expected to be reduced for thicker middle layers. We note however that the high bias behavior is independent


Figure 7.79: Spin-polarized current $I$ for the P (a) and AP (b) configurations, and TMR (c) as function of voltage $V$ for the DBJ.
of the thickness of the Fe middle layer, and is mainly determined by the relative shift of the $\downarrow \Delta_{1}$ band-edges in the Fe electrodes, and of the connected ISs.

We conclude this section by discussing the bias-dependent conductance. Fig. 7.80 shows the conductance as function of bias voltage. Since we calculated the $I-V$ only for a rather coarse voltage mesh, the conductance is not very accurate, however the main features are still recognizable. For the SBJ the conductance as function of bias is much smoother (Fig. 7.36), since the variations are mainly due to the shift of the Fe $\Delta_{1}$ band-edges in the electrodes. The $\mathrm{P} \uparrow$ conductance is very small at zero bias, and at 0.4 and 0.8 V there are the two peaks caused by the transmission through quantum well states. At high bias the conductance is approximately zero, or even slightly negative. The $\mathrm{P} \downarrow$ conductance is much smaller than the $\uparrow$ conductance for all voltages. Also the conductance for the AP configuration is always much smaller than the $\mathrm{P} \uparrow$ conductance (note the different scales in Fig. 7.80). In the AP configuration the conductance oscillates visibly as function of voltage. Both the P and AP conductance therefore reflect the presence of quantum well states in form of oscillations. These oscillations have also been found experimentally [301], and attributed to quantum well states. The different positions of the conductance peaks are probably due to the fact that their middle Fe layer is thicker.

Since for the P configuration the transmission in an energy range of about 1 eV around $E_{\mathrm{F}}$ is approximately constant for different bias voltages, we can also calculate the current by simply integrating the 0 -bias transmission coefficient for the $\mathrm{P} \uparrow$. In Fig. 7.81 we show the so obtained conductance, compared with the one calculated self-consistently for the P configuration for an electronic temperature of 300 K . As expected, the two curves agree very well. A reduction of the electronic temperature in the non-self-consistent calculation reduced the broadening of the peaks, so that they become much sharper. In Ref. [301] such a strong dependence of the width of


Figure 7.80: Spin-polarized conductance $G$ for the P (a) and AP (b) configurations. Note the different scale for P and AP.


Figure 7.81: Conductance $G=d I / d V$ for the P configuration, for the self-consistent solution at an electronic temperature of 300 K (black circles), and for the non-selfconsistent solution at an electronic temperature of 300 K (red curve) and 100 K (black curve).
the peaks on temperature is experimentally observed.

### 7.8 Conclusions

We investigated the bias dependence of the current and TMR of epitaxial $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}$ tunnel junctions from first principles. We identify two different bias regions, which are affected by two types of electronic resonances: (i) interface resonance states and (ii) band-edges of the states with $\Delta_{1}$ symmetry. For a 4 MgO MLs junction, at voltages smaller than 20 mV the $I-V$ characteristics and the TMR are dominated by resonant transport through narrow interface states (ISs) in the minority spin-band. In the parallel configuration this contribution is quenched by a voltage comparable to the energy width of the IS, whereas it persists at all voltages in the antiparallel configuration. The low bias region is therefore characterized by a non-monotonic behavior of the TMR.

In the high bias region ( $V>0.4 \mathrm{~V}$ ) the TMR decreases monotonically, mainly due to band-edge related ISs. The transport is mainly determined by the relative positions of the $\Delta_{1}^{\uparrow}$ and $\Delta_{1}^{\downarrow}$ band-edges in the two Fe electrodes. The increase of the current with bias is much larger in the AP configuration than in the P configuration. This is caused by the $\Delta_{1}^{\downarrow}$ band-edge moving closer to, and finally entering the bias window. We have also shown how disorder can suppress the transport through ISs, leading to a monotonic decay of the TMR with bias at all voltages, in good agreement to experiment [264]. The value of the TMR however overestimates the experimental one, which is due to the fact that we consider an ideal junction.

We have also investigated the dependence of the transport properties on the thickness of the MgO barrier, and found that the results are sensitive to the used basis set. By analyzing the complex band structure of MgO we found that the reason for this is the finite overlap between the basis orbitals. The basis set with minimal overlap was found to give the best results at large thicknesses.

The effect of defects in the MgO has been studied in the form of oxygen vacancies. In a junction with oxygen vacancies in the MgO the TMR can be drastically reduced compared to the one for an ideal junction. The closer the vacancies are to the interface, the larger is the reduction of the TMR. The origin for this is an increase of the current in the AP configuration, which is caused by a spin-depolarization of the states with $\Delta_{1}$ symmetry at the vacancy site.

We finally have studied the transport properties of double MgO barrier junctions. In the low bias region the conductance is found to oscillate due to the presence of quantum well states in the middle Fe spacer. This causes a non-monotonic behavior of the TMR at low bias. At high bias the TMR decays monotonically with bias, but the decay is slower than that of the single barrier junction. We explained this by
a simple model, based on the relative positions of the $\Delta_{1}$ band edges and interface states. The results are in qualitative agreement with experiments [301, 302].

## Chapter 8

## Conclusions and future work

In summary, we have developed theoretical and computational tools for the calculation of electronic transport within the non-equilibrium Green's functions (NEGF) formalism and applied them to some topics of current interest. An accurate and stable method for the calculation of the self-energies of semi-infinite quasi-one-dimensional systems has been presented, and a formalism for the inclusion of bound states in the NEGF method at finite bias voltage has been derived. These concepts have been implemented in the electronic transport code SMEAGOL [68, 61]. We used the developed tools for finite bias transport calculations through $\mathrm{Mn}_{12}$ based magnetic molecules and across $\mathrm{Fe} / \mathrm{MgO}(100)$ single and double barrier tunnel junctions. We also performed ground state density functional theory (DFT) calculations using the SIESTA code, where we developed a model for the magneto-structural phase transitions of MnAs by mapping the DFT total energies onto a Heisenberg model.

We began in chapter 2 by giving an overview of DFT and its implementation in the SIESTA code. We presented the Hohenberg-Kohn and the Kohn-Sham theorems for the many-electron system, which are at the core of DFT. An overview of existing exchange-correlation functionals was given, and the atomic self-interaction correction (ASIC) was introduced [90]. In the second part of the chapter we presented the $a b$ initio DFT code SIESTA.

In chapter 3 we investigated the magneto-structural phase transitions of MnAs between the ferromagnetic hexagonal $\mathrm{B} 8_{1}$ structure and the paramagnetic and antiferromagnetic orthorhombic B31 structure. We calculated the magnetic exchange coupling parameters by mapping the DFT total energies for different configurations of the Mn magnetic moments onto a Heisenberg Hamiltonian. This allowed us to extract the Curie temperature within a mean field approximation. We found that the $B 81$ structure favors a ferromagnetic ground state, whereas the B31 structure favors an anti-ferromagnetism ground state. The ferromagnetic Curie Temperature is found to decrease by reducing the volume and by distorting the cell from the $\mathrm{B} 8_{1}$ to the

B31 structure. This dependence on the volume confirms the main assumption of the various phenomenological models based on the original idea of Bean and Rodbell [49]. Furthermore it has been shown that for paramagnetic states the B31 structure is stable at small volumes, while the B 81 structure is stable above a critical lattice constant of about $3.7 \AA$. By using these results we could provide an explanation of the phase diagram and of the anomalous behavior of the susceptibility, which is determined mainly by the changes of the lattice structure and volume as function of temperature. Whereas in our model we predict a transition from the low temperature ferromagnetic state to a paramagnetic state, accompanied by a change in structure from the $\mathrm{B} 8_{1}$ to the B31, recent experiments for thin MnAs films indicate a transition to an antiferromagnetic phase for temperatures close to the phase transition temperature $T_{\mathrm{p}}$ $[330,331]$. One of the possible explanations is that the paramagnetic phase above $T_{\mathrm{p}}$ is not completely random, and that there is some local anti-ferromagnetic order. Further investigations are needed to understand the origin of these experimental findings.

In chapter 4 the main concepts of the NEGF formalism for quantum transport calculations were presented. This formalism allows us to calculate the charge density of nano-devices attached to semi-infinite leads with different chemical potentials. Once the charge density is calculated self-consistently, the electric current flowing through the device can be obtained by integrating the bias-dependent transmission coefficient over the bias window. The implementation of the NEGF concepts in the ab initio transport code SMEAGOL has been outlined. Although the NEGF method works well for many systems, we also discussed some of its limitations, especially when used in conjunction with DFT.

An improved method for the calculation of the self-energies (SEs) of quasi onedimensional systems was presented in chapter 5 . By using this method for the calculation of the SEs in SMEAGOL both the accuracy and stability of the code are improved compared to the previous implementation, which is described in Refs. [214, 68]. The main advantage of the improved method is that all the singularities in the computation are avoided wherever possible, and that it involves no inversions of ill-conditioned matrices. Optionally a transformation based on a singular value decomposition (SVD) can be performed, in order to reduce the condition number of the hopping matrices, and also to make the computations faster. We performed a detailed analysis of the accuracy, and found that at some energies the accuracy is very low. Our analysis showed that the loss of accuracy is due to the appearance of localized surface states for the semi-infinite system. At the energy of the surface state one of the eigenvalues of the SE diverges, and this results in a reduction of the accuracy. Since surface states are an inherent physical property of the system, and are independent of the calcula-
tion method, such singularities can not be avoided. We have restored the accuracy at these particular energies by adding a small imaginary part to the energy. We showed that this can cause significant errors in the low transmission regime, whereas for high transmission the errors are negligible.

In chapter 6 a formalism for the inclusion of bound states ( BSs ) in the calculation of the non-equilibrium charge density was outlined. Their occupation was set based on the assumption of an effective coupling of these states to the leads. This can usually be determined based on physical constraints, such as the geometrical location of a BS inside a junction. We have also introduced the concept of generalized bound states (GBSs), which allowed us to describe both weakly coupled and bound states with a single formalism. The presence of very weakly coupled states is reflected by sharp narrow peaks in the density of states (DOS), which have to be integrated over energy in the out of equilibrium case. For such systems an extremely fine energy mesh is needed, making the calculations intractable if a regularly spaced mesh is used. We have presented two possible solutions: the first is the bound states correction scheme (BSCS), in which the peaks are broadened and the occupation of the GBSs is set separately, and the second is the use of an adaptive energy mesh algorithm. We have applied both methods to an example system with very weak coupling, consisting of a $\mathrm{C}_{3}$ molecule in the middle of a parallel plate gold capacitor, and found them to work well. We have also applied these methods to study the transport through a $\mathrm{Mn}_{12}$ magnetic molecule, which is very weakly coupled to the gold electrodes through benzene groups. We found that at finite bias the set of closely spaced orbitals below the Fermi energy rehybridizes, localizing on either the left- of right-hand side of the molecule. This results in a highly asymmetric coupling of the states, which is reflected by a negative differential conductance at specific voltages. We calculated $I-V$ curves for two different spin states of the molecule. The $I-V \mathrm{~s}$ for the two states are found to be similar, although there are small differences, which might be detectable in experiments. We note that one of the drawbacks of our proposed treatment of BSs is that their effective coupling has to be added "by hand". It might however be possible to define a local Fermi energy inside the extended molecule, which determines the occupation of the BSs. This local Fermi energy could be determined by the difference of the potential at finite bias and the one at zero bias. The results obtained for the single and double barrier $\mathrm{Fe} / \mathrm{MgO}$ tunnel junctions in chapter 7 suggest that this might be a viable option.

Finally, in chapter 7 we studied the spin-dependent transport properties of $\mathrm{Fe} / \mathrm{MgO} / \mathrm{Fe}(100)$ tunnel junctions. We showed that in order to obtain a physically meaningful self-consistently potential at finite bias it is crucial to occupy the BSs
localized at the $\mathrm{Fe} / \mathrm{MgO}$ interface correctly. For a junction with a barrier thickness of 4 MgO monolayers two features were found to determine the $I-V$ characteristics: 1) interface states, and 2) band-edges of the states with high transmission in the Fe electrodes, which are those of $\Delta_{1}$ symmetry [20]. The resulting TMR- $V$ curve is non-monotonic below about 0.4 V (low bias region), and decreases monotonically for larger voltages (high bias region), until it eventually becomes negative above 1.7 V . By adding a small imaginary part to the energy we could remove the contribution of the sharp interface states to the conductance, in which case we found the TMR-V curve to decrease monotonically with increasing bias even for small voltages. For thicker junctions, where the contribution from the sharp interface states is filtered out, we found a much higher TMR, which decays monotonically for all bias voltages, in good agreement to experimental data [264]. We also studied junctions with oxygen vacancies $\left(\mathrm{V}_{\mathrm{O}}\right)$ in the MgO , and found that the presence of such defects drastically reduces the value of the TMR. The decrease of the TMR is caused by a reduction of the spin-polarization of the states with $\Delta_{1}$ symmetry at the vacancy site, which leads to an increase of the current in the anti-parallel configuration, especially if the $V_{O}$ is close to the interface. In the last part of this chapter we studied the transport properties of double barrier junctions. We found that the features of the $I-V$ curves are determined by the same two factors that characterize those of single barrier junctions, but also by the quantum well states with $\Delta_{1}$ symmetry that are formed in the middle Fe layer. These cause oscillations in the conductance, which are also reflected in a non-linear behavior of the TMR- $V$ curve at low bias. At high voltage the TMR decreases with bias, but the decrease is smaller than the one for the single barrier junction. We illustrated the origin of the slower decay using a simple model, based on the evolution of the $\Delta_{1}$ minority interface states of the two Fe electrodes with bias. Our results are in qualitative agreement with experimental data [302].

Although by using SMEAGOL in its current form we can calculate the transport properties of a number of materials systems, there are many useful improvements that can be added in a future work. The first concerns the underlying DFT part, and consists in the use of improved exchange correlation functionals, which should ideally describe the derivative discontinuity in a proper way [202]. This is expected to be the case for exact-exchange based functionals [332, 78, 333, 334, 335]. The integration of these in SMEAGOL for zero bias, and eventually also for finite bias calculations would improve the description of weakly coupled systems [202]. We note however
that for such systems the single-particle NEGF approach might not be suited, and a rate-equation type approach is more appropriate [203, 204, 205, 206, 207]. A possible way to incorporate such systems with the NEGF formalism in SMEAGOL might be to use a hybrid approach, where the occupation of the states with strong coupling is determined by the standard NEGF equations, whereas the occupation of the weakly coupled states is set independently, for example using rate equations. Such a scheme is similar in spirit to the bound states correction scheme, in which the occupation of the weakly coupled states is already set separately from the standard NEGF part.

Another possible improvement is the inclusion of inelastic effects, which play a major role in some systems [336, 337, 300, 246]. The electron-phonon interaction for example can be treated approximately using the self-consistent Born approximation $[338,183]$. In order to simulate unstructured disorder the coherent potential approximation (CPA) can be included in SMEAGOL [273].

Another important extension that would give access to a whole new class of physical systems is the ability to treat large systems with tens to hundred thousands of atoms, such as long organic molecules in solution, or self-assembled organic layers. In order to achieve this goal the scaling of the computational time and memory usage must be linear with increasing system size. Different approaches on how to achieve such a scaling in non-equilibrium calculations are given in the literature [339, 340, 341, 317]. In practical terms the use of a minimal basis set is another important aspect for large scale simulations, and can cut down the computational costs significantly. Possible ways to achieve this are the use of maximally localized Wannierfunctions [342] or the use of an adaptive basis set [343]. Ideally the implementation of a code that can treat large systems and the improvement of the underlying DFT exchange correlation functionals should go hand in hand.
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## Appendix A

## Heisenberg model for a periodic system

Here we present the approximations involved in mapping DFT total energies to a model Hamiltonian of the form of Eq. (3.3). The most general form of model Hamiltonian able to fit all possible energies for a system of $N_{s}$ collinear magnetic moments is

$$
\begin{equation*}
E_{s_{1}, s_{2}, \ldots}=E_{0}-\sum_{\nu=1}^{N_{s}} \frac{1}{\nu!} \sum_{j_{1}} s_{j_{1}} \sum_{j_{2}} s_{j_{2}} \cdots \sum_{j_{\nu}} s_{j_{\nu}} J_{j_{1}, j_{2}, \ldots, j_{\nu}}, \tag{A.1}
\end{equation*}
$$

where $s_{j}$ is the moment at site $j$ (normalized to one), and the $J$ s are coupling parameters. The $J_{i j, \ldots}$ parameters are symmetric under permutations of the indices, and each of the $J_{i j \ldots}$ is zero if any of the indices $i$ and $j$ are equal. The number of independent parameters is therefore $2^{N_{s}}$. Since time reversal symmetry makes the system invariant under a global spin rotation only $J$ s with an even number of indices are not zero, and equation (A.1) reduces to

$$
\begin{align*}
E_{s_{1}, s_{2}, \ldots}= & E_{0}-\frac{1}{2} \sum_{i, j} s_{i} s_{j} J_{i j}-\frac{1}{4!} \sum_{i, j, k, l} s_{i} s_{j} s_{k} s_{l} J_{i j k l}-  \tag{A.2}\\
& -\frac{1}{6!} \sum_{i, j, k, l, m, n} s_{i} s_{j} s_{k} s_{l} s_{m} s_{n} J_{i j k l m n}-\ldots
\end{align*}
$$

$E_{0}$ is a constant that can be associated to the energy of a paramagnetic phase. In fact if all the local magnetic moments are randomly aligned the contribution coming from $\sum_{i, j} \mathbf{s}_{j} \mathbf{s}_{j} J_{i j}$ vanishes. We now neglect 4-moment coupling constants $J_{i j k l}$ and higher, thus reducing the model to an Ising-type. This approximation neglects the dependence of the moment on each Mn atom as well as the small induced magnetic moment over the As atoms on the orientation of the moments of the surrounding Mn atoms. Furthermore it is assumed that the coupling constants are independent from the angle between the magnetic moments, so that the fit can be extrapolated to a
vector magnetic moment $\mathbf{s}_{i}$ to give a Heisenberg type energy

$$
\begin{equation*}
E_{\mathbf{s}_{1}, \mathbf{s}_{2}, \ldots}=E_{0}-\frac{1}{2} \sum_{i, j} \mathbf{s}_{j} \mathbf{s}_{j} J_{i j} . \tag{A.3}
\end{equation*}
$$

## Appendix B

## Special block matrix inversions

We define the matrices $A, B, C, D, E, F, G$ in such a way that the matrices in each of the sets $\{A, B\},\{C, D, E\}$, and $\{F, G\}$ have the same number of rows, and the number of columns is equal for the matrices in the sets $\{A, C\},\{B, D, F\}$ and $\{E, G\}$. We can then build the block matrix $M_{3}$ :

$$
M_{3}=\left(\begin{array}{ccc}
A & B & 0  \tag{B.1}\\
C & D & E \\
0 & F & G
\end{array}\right),
$$

where the 0 s represent zero block matrices of appropriate size. The inverse of such a matrix can be calculated explicitly as

$$
M_{3}^{-1}=\left(\begin{array}{ccc}
A^{-1}+A^{-1} B L_{3} C A^{-1} & -A^{-1} B L_{3} & A^{-1} B L_{3} E G^{-1}  \tag{B.2}\\
-L_{3} C A^{-1} & L_{3} & -L_{3} E G^{-1} \\
G^{-1} F L_{3} C A^{-1} & -G^{-1} F L_{3} & G^{-1}+G^{-1} F L_{3} E G^{-1}
\end{array}\right),
$$

where

$$
\begin{equation*}
L_{3}=\left(D-C A^{-1} B-E G^{-1} F\right)^{-1} \tag{B.3}
\end{equation*}
$$

Similarly for a $2 \times 2$ block matrix $M_{2}$ given by

$$
M_{2}=\left(\begin{array}{ll}
A & B  \tag{B.4}\\
C & D
\end{array}\right)
$$

the inverse is

$$
M_{2}^{-1}=\left(\begin{array}{cc}
A^{-1}+A^{-1} B L_{2, \mathrm{R}} C A^{-1} & -A^{-1} B L_{2, \mathrm{R}}  \tag{B.5}\\
-L_{2, \mathrm{R}} C A^{-1} & L_{2, \mathrm{R}}
\end{array}\right),
$$

where

$$
\begin{equation*}
L_{2, \mathrm{R}}=\left(D-C A^{-1} B\right)^{-1} . \tag{B.6}
\end{equation*}
$$

The inverse of $M_{2}$ can also be written in an equivalent way as

$$
M_{2}^{-1}=\left(\begin{array}{cc}
L_{2, \mathrm{~L}} & -L_{2, \mathrm{~L}} B D^{-1}  \tag{B.7}\\
-D^{-1} C L_{2, \mathrm{~L}} & D^{-1}+D^{-1} C L_{2, \mathrm{~L}} B D^{-1}
\end{array}\right),
$$

where

$$
\begin{equation*}
L_{2, \mathrm{~L}}=\left(A-B D^{-1} C\right)^{-1} . \tag{B.8}
\end{equation*}
$$

## Appendix C

## Additional relations for the calculation of the self-energies

## C. 1 Verification of the recursive relation for the SGF

Here we demonstrate that $\Sigma_{\mathrm{L}}$ calculated using Eq. (5.48) indeed fulfills the recursive relation for $g_{\mathrm{L}}$ of Eq. (5.50). Insert Eqs. (5.47) and (5.48) into Eq. (5.50) and take the inverse to obtain

$$
\begin{equation*}
K_{0}+K_{-1} \bar{T}_{\mathrm{R}}+K_{1} \bar{T}_{\mathrm{R}}^{-1}=0 . \tag{C.1}
\end{equation*}
$$

Using the definition of the matrix $\bar{T}_{\mathrm{R}}$ [Eq. (5.24)] we write

$$
\begin{equation*}
\sum_{n=1}^{N}\left(K_{0}+K_{-1} e^{-i \bar{k}_{n}}+K_{1} e^{i \bar{k}_{n}}\right) \bar{\phi}_{\mathrm{R}, n} \tilde{\bar{\phi}}_{\mathrm{R}, n}^{\dagger}=0 \tag{C.2}
\end{equation*}
$$

This equation corresponds to the defining equation for the $\bar{\phi}_{\mathrm{R}, n}$ and is therefore fulfilled by definition. The same is therefore true for Eq. (5.50). Eq. (5.51) for $g_{\mathrm{R}}$ can be obtained similarly.

## C. 2 Regularization of $K_{1}$ and $K_{-1}$ for $K_{1}^{\dagger} \neq K_{-1}$

In Sec. 5.3 .1 we assume that $K_{1}=K_{-1}^{\dagger}$ in order to write the transformed matrices $K_{1}^{\prime}$ and $K_{-1}^{\prime}$ in form of Eq. (5.55). If $K_{1}^{\dagger} \neq K_{-1}$ the same can be done by performing a generalized SVD of the Hamiltonian and overlap matrices as described in Ref. [68]. Here we present a different approach, based on two standard SVD transformations, one for $K_{1}$ and one for $K_{-1}^{\dagger}$

$$
\begin{align*}
K_{1} & =U_{1} S_{\mathrm{a}} V_{1}^{\dagger} \\
K_{-1}^{\dagger} & =U_{-1} S_{\mathrm{b}} V_{-1}^{\dagger} . \tag{C.3}
\end{align*}
$$

Here $U_{1}, U_{-1}, V_{1}$ and $V_{-1}$ are unitary matrices, and $S_{\mathrm{a}}$ and $S_{\mathrm{b}}$ are diagonal matrices with the singular values on the diagonal. In general there are $M_{1}$ singular values of $K_{1}$ smaller than $\delta_{\mathrm{SVD}} s_{\mathrm{a}, \max }$, and $M_{-1}$ singular values of $K_{-1}$ smaller than $\delta_{\mathrm{SVD}} s_{\mathrm{b}, \max }$, with $s_{\mathrm{a}, \text { max }}$ and $s_{\mathrm{b}, \max }$ being respectively the largest singular values of $K_{1}$ and $K_{-1}$. If $M=\min \left(M_{1}, M_{-1}\right)$, we obtain $K_{1, \text { SVD }}$ by setting the smallest $M$ singular values of $K_{1}$ to zero. In the same way we obtain $K_{-1, \mathrm{SVD}}$ by setting the smallest $M$ singular values of $K_{-1}$ to zero. A transformation

$$
\begin{align*}
K_{1}^{\prime} & =U_{1}^{\dagger} K_{1, \mathrm{SVD}} U_{-1}, \\
K_{-1}^{\prime} & =U_{1}^{\dagger} K_{-1, \mathrm{SVD}} U_{-1} \tag{C.4}
\end{align*}
$$

brings both $K_{1}^{\prime}$ and $K_{-1}^{\prime}$ to the form of Eq. (5.55). All the results of Sec. 5.3.1 are then valid also for $K_{1}^{\dagger} \neq K_{-1}$.

If the Hamiltonian and overlap matrices are real and Hermitian, but the energy is complex, then $K_{1}=K_{-1}^{\dagger *}$. By using Eq. (C.3), and the fact that $S_{\mathrm{a}}$ and $S_{\mathrm{b}}$ are real, we obtain $S_{\mathrm{a}}=S_{\mathrm{b}}$, so that $M=M_{1}=M_{-1}$. If the Hamiltonian and overlap matrices are Hermitian but not real, then in general $S_{\mathrm{a}} \neq S_{\mathrm{b}}$. However in all the calculations performed the difference between $S_{\mathrm{a}}$ and $S_{\mathrm{b}}$ was very small, so that in practice we always had $M_{1}=M_{2}$.

In Sec. 5.3.2 we limit the singular values of $K_{1}$ from below without reducing the size of the system. If $K_{1}^{\dagger} \neq K_{-1}$ we simply apply the transformations described in Sec. 5.3.2 to both $K_{1}$ and $K_{-1}$ independently.

## C. 3 Quadratic eigenvalue problem for the rightgoing states

We find that in the solution of Eq. (5.6) the numerical accuracy for those eigenvalues with $\left|e^{i k_{n}}\right|>1\left[\operatorname{Im}\left(k_{n}\right)<0\right]$ is better than for those with $\left|e^{i k_{n}}\right|<1\left[\operatorname{Im}\left(k_{n}\right)>0\right]$, especially when $\left|k_{n}\right| \gg 1$. For $\Sigma_{\mathrm{L}}$ we only need the left-going states, for which Eq. (5.6) gives the better accuracy. For $\Sigma_{\mathrm{R}}$ the right-going states are needed. In this case, in order to increase the accuracy for the right decaying states $\left[\operatorname{Im}\left(k_{n}\right)>0\right]$, instead of Eq. (5.6) we solve the equivalent equation

$$
\left(\begin{array}{cc}
-K_{0} & -K_{1}  \tag{C.5}\\
I_{N} & 0_{N}
\end{array}\right) \Phi_{\mathrm{R}, n}=e^{-i k_{n}}\left(\begin{array}{cc}
K_{-1} & 0_{N} \\
0_{N} & I_{N}
\end{array}\right) \Phi_{\mathrm{R}, n}
$$

with

$$
\begin{equation*}
\Phi_{\mathrm{R}, n}=\binom{e^{-i \frac{k_{n}}{2}}}{e^{i \frac{i_{n}}{2}}} \frac{\phi_{\mathrm{R}, n}}{\sqrt{v_{n}}} \tag{C.6}
\end{equation*}
$$

The eigenvalues of the states with $\operatorname{Im}\left(k_{n}\right)>0$ now have an absolute value larger than one and therefore a higher accuracy.

## C. 4 Derivative of the self-energies with respect to the energy

Here we present a way to obtain the derivative of the SE with respect to energy, which is needed for example to evaluate Eq. (6.63). We only present the result for the right SE, the derivative of the left SE can be calculated analogously. Using the result for the right SE in Eq. (5.49), the derivative with respect to energy $E$ is

$$
\begin{equation*}
\frac{\partial \Sigma_{R}}{\partial_{E}}=-S_{1} T_{R}+K_{1} \frac{\partial T_{R}}{\partial_{E}} \tag{C.7}
\end{equation*}
$$

where we have also used the definition $K_{1}=H_{1}+E S_{1}$. If we now insert the definition of $T_{\mathrm{R}}$ [Eq. (5.23)], and by using the definition of the group velocity $v_{g}$ [Eq. (5.10)], we obtain

$$
\begin{equation*}
\frac{\partial \Sigma_{R}}{\partial_{E}}=-S_{1} T_{R}+K_{1} \sum_{n=1}^{N} \phi_{\mathrm{R}, n} \frac{i e^{i k_{n}}}{v_{n}} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}+e^{i k_{n}} \frac{\partial \phi_{\mathrm{R}, n} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}}{\partial E} \tag{C.8}
\end{equation*}
$$

All quantities in this equation are known, except the derivative of the WFs with respect to energy

$$
\begin{equation*}
\frac{\partial \phi_{\mathrm{R}, n} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}}{\partial E}=\frac{\partial \phi_{\mathrm{R}, n}}{\partial E} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}+\phi_{\mathrm{R}, n} \frac{\partial \tilde{\phi}_{\mathrm{R}, n}^{\dagger}}{\partial E} \tag{C.9}
\end{equation*}
$$

The first step now is to express the derivative of the duals as function of the WFs. If we derive the completeness relation for the WF and duals

$$
\begin{equation*}
\sum_{m=1}^{N} \phi_{\mathrm{R}, m} \tilde{\phi}_{\mathrm{R}, m}^{\dagger}=\mathbb{1}_{N} \tag{C.10}
\end{equation*}
$$

with respect to energy, and then multiply the result from the left with $\tilde{\phi}_{n}^{\dagger}$, we obtain

$$
\begin{equation*}
\frac{\partial \tilde{\phi}_{\mathrm{R}, n}^{\dagger}}{\partial E}=-\tilde{\phi}_{\mathrm{R}, n}^{\dagger} \sum_{m=1}^{N} \frac{\partial \phi_{\mathrm{R}, m}}{\partial E} \tilde{\phi}_{\mathrm{R}, m}^{\dagger} \tag{C.11}
\end{equation*}
$$

This shows that the derivative of one of the duals depends on the derivatives of all the WFs. With this result, Eq. (C.9) becomes

$$
\begin{equation*}
\frac{\partial \phi_{\mathrm{R}, n} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}}{\partial E}=\frac{\partial \phi_{\mathrm{R}, n}}{\partial E} \tilde{\phi}_{\mathrm{R}, n}^{\dagger}-\phi_{\mathrm{R}, n} \tilde{\phi}_{\mathrm{R}, n}^{\dagger} \sum_{m=1}^{N} \frac{\partial \phi_{\mathrm{R}, m}}{\partial E} \tilde{\phi}_{\mathrm{R}, m}^{\dagger} \tag{C.12}
\end{equation*}
$$

The last information missing is therefore the value of $\frac{\partial \phi_{\mathrm{R}, m}}{\partial E}$. This can be obtained from the defining relation for the $\phi_{\mathrm{R}, m}$ [Eq. (5.4)]

$$
\begin{equation*}
M_{n} \phi_{n}=0, \tag{C.13}
\end{equation*}
$$

with the newly introduced matrix $M_{n}$ defined by

$$
\begin{equation*}
M_{n}=K_{0}+K_{1} e^{i k_{n}}+K_{-1} e^{-i k_{n}} \tag{C.14}
\end{equation*}
$$

Taking the derivative of Eq. (C.13) with respect to E, we obtain

$$
\begin{equation*}
M_{n} \frac{\partial \phi_{n}}{\partial E}=-\frac{\partial M_{n}}{\partial E} \phi_{n} \tag{C.15}
\end{equation*}
$$

with

$$
\begin{equation*}
\frac{\partial M_{n}}{\partial E}=-\left(S_{0}+S_{1} e^{i k_{n}}+S_{-1} e^{-i k_{n}}\right)+K_{1} \frac{i e^{i k_{n}}}{v_{n}}+K_{-1} \frac{-i e^{-i k_{n}}}{v_{n}} \tag{C.16}
\end{equation*}
$$

Eq. (C.13) implies that $M_{n}$ has always an eigenvalue equal to zero, so that $M_{n}$ is singular. Therefore we can not solve Eq. (C.15) by simple inversion of $M_{n}$ [344]. One possible solution is to rescale the $\phi_{n}$ in such a way, that the element with the largest complex modulus is set to 1 [344]. We denote the index of this element $n_{\max } . \tilde{\phi}_{n}$ has to be adjusted accordingly. The general form of the $\psi_{n}$ then is

$$
\phi_{n}=\left(\begin{array}{c}
\phi_{n, 1}  \tag{C.17}\\
\phi_{n, 2} \\
\vdots \\
1 \\
\vdots \\
\phi_{n, N}
\end{array}\right)
$$

Its derivative becomes

$$
\frac{\partial \phi_{n}}{\partial E}=\left(\begin{array}{c}
\frac{\partial \phi_{n, 1}}{\partial E}  \tag{C.18}\\
\frac{\partial \phi_{n, 2}}{\partial E} \\
\vdots \\
0 \\
\vdots \\
\frac{\partial \phi_{n, N}}{\partial E}
\end{array}\right)
$$

where the chosen normalization results in the $n_{\text {max }}^{\text {th }}$ element in the derivative to be exactly zero. The non-zero elements can be obtained by solving an equation equivalent to Eq. (C.15) [344], in which $M_{n}$ is replaced by an invertible matrix $\hat{M}_{n}$, and $\frac{\partial M_{n}}{\partial E}$ is replaced by a modified matrix $D_{n}$

$$
\begin{equation*}
\hat{M}_{n} \frac{\partial \phi_{n}}{\partial E}=-D_{n} \phi_{n} \tag{C.19}
\end{equation*}
$$

$\hat{M}_{n}$ is set equal to $M_{n}$, but the $n_{\text {max }}^{\text {th }}$ row and column are substituted by zeroes, except for the diagonal element, which is substituted by 1 . The resulting matrix $\hat{M}_{n}$ has the form

$$
\hat{M}_{n}=\left(\begin{array}{cccccc}
M_{n, 11} & M_{n, 12} & \ldots & 0 & \ldots & M_{n, 1 N}  \tag{C.20}\\
M_{n, 21} & M_{n, 22} & \ldots & 0 & \ldots & M_{n, 2 N} \\
\vdots & \vdots & & \vdots & & \vdots \\
0 & 0 & \ldots & 1 & \ldots & 0 \\
\vdots & \vdots & & \vdots & & \vdots \\
M_{n, N 1} & M_{n, N 2} & \ldots & 0 & \ldots & M_{n, N N}
\end{array}\right)
$$

$D_{n}$ is set equal to $\frac{\partial M_{n}}{\partial E}$, but the $n_{\text {max }}^{\text {th }}$ row is substituted by a line of zeroes. The derivatives $\frac{\partial \phi_{n}}{\partial E}$ are then given by

$$
\begin{equation*}
\frac{\partial \phi_{n}}{\partial E}=-\hat{M}_{n}^{-1} D_{n} \phi_{n} \tag{C.21}
\end{equation*}
$$

By using Eqs. (C.12) and (C.21) in Eq. (C.8), the derivative of the SEs with respect to energy can be evaluated.

$$
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