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Abstract

The ‘danger model’ proposes that dying cells release specific endogenous molecules into the
extracellular milieu following loss of plasma membrane integrity. This model postulates that these
endogenous molecules, referred to as ‘danger signals’, can induce robust immune responses. The overall
aim of this project was to characterise the immunomodulatory properties of established danger signals
and also to identify novel sources of danger signals.

Dendritic cell (DC) activation is commonly used as a measure of the immunomodulatory
potential of candidate danger signals. However, residual lipopolysaccharide (LPS) contamination is a
recurring theme. To address this, the antibiotic polymyxin B (PmB) is often used to neutralise
contaminating LPS. However, the limited capacity of PmB to reverse these effects is neglected.
Therefore, this study aimed to determine the minimum LPS concentration required to induce murine DC
activation and to assess the ability of PmB to inhibit this process. LPS concentrations as low as 10pg/ml,
20pg/ml and 50pg/ml induced secretion of IL-6, TNF-a and IL-12p40 respectively. A higher threshold
exists for IL-12p70 as an LPS concentration of 500pg/ml was required to induce its secretion. The
efficacy of PmB varied substantially for different cytokines but it was particularly limited in its ability to
inhibit LPS-induced secretion of IL-6 and TNF-a. Furthermore, an LPS concentration of only 50pg/ml
was sufficient to promote DC expression of costimulatory molecules and PmB was limited in its capacity
to reverse this effect when LPS concentrations of greater than 20ng/ml were used. Heat treatment
attenuated the ability of low concentrations of LPS to induce cytokine secretion by DCs, thus suggesting
that heat-inactivation is also an ineffective control for discounting potential LPS contamination. Finally,
a concentration of 5pg/ml LPS alone was not sufficient to induce secretion of IL-6 but could still
synergise with E. coli heat-labile enterotoxin to promote this effect. This suggests that some danger
signals may elicit activity only as a result of synergy with low levels of residual LPS.

Exploring further the theme of endogenous danger signals, granzyme B (GzmB) can be secreted
by a range of immune cells not associated with cell killing. Therefore, immune cells may secrete GzmB
into the extracellular space with the ability to process molecules released from necrotic cells. Ultimately,
it was hypothesised that GzmB processing of novel substrates may potentiate their inflammatory
potential. This study found that GzmB processing of IL-1a (GzmB IL-1a) enhanced the ability of this
cytokine to induce IL-17 production by splenocytes ex vivo. GzmB IL-la also elicited increased
adjuvanticity in vivo. Furthermore, GzmB can process IL-1a in vivo as a non-cleavable mutant form of
IL-1a was a less potent adjuvant than full-length IL-1a.

This study also found that when injected with ovalbumin, the endogenous danger signals IL-1a
and IL-33 induced qualitatively different T cell responses. IL-la promoted a strong antigen-specific
Th17 response in peritoneal exudate cells (PECs) which was not detected when IL-33 was used as an
adjuvant. Thus, the consequences of necrosis on the adaptive immune system may be dependent on the
repertoire of intracellular danger signals present.

Endogenous oils derived from white adipose tissue (WAT) adipocytes may also signal danger to
the host. Obesity is characterised by chronic, low-grade inflammation associated with recruitment of
neutrophils and proinflammatory macrophages into WAT. Adipocytes contain a single cytoplasmic lipid
droplet which facilitates storage of endogenous oils. Some of the most powerful adjuvants are oil-based
emulsions. Therefore, it was hypothesised that endogenous oils may act as adjuvants when released from
necrotic adipocytes. This study demonstrated that endogenous oils elicit adjuvanticity in vivo which is
comparable to incomplete Freund’s adjuvant. Furthermore, endogenous oils induced IL-1R-dependent
but TLR4-independent recruitment of neutrophils and macrophages into the peritoneum. In addition,
injection of endogenous oils modulated the cytokine profile of PECs following ex vivo restimulation with
PRR agonists. In particular, PECs isolated from mice injected with endogenous oils produced
significantly more TNF-a and IL-12 which was dependent on the IL-1R, while also producing less IL-10.
Thus, endogenous oils generate a cytokine profile in the peritoneum which reflects that found in
inflamed WAT.

Overall, these studies offer new insights into Polly Matzinger’s danger model.
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Chapter 1

Introduction



1.1 - Immunity: An Overview

The constant evolutionary battle between pathogens and their vertebrate hosts has undoubtedly
played a hugely significant and important role in shaping the vertebrate immune system. These
harmful microbes seek refuge in a resilient host in pursuit of optimal conditions for replication.
However, this strong and persistent selective pressure has forced vertebrates to evolve a powerful

and effective immune system capable of eliminating such infections.

The vertebrate immune system can essentially be divided into two distinct arms, the innate immune
system and the adaptive immune system. Importantly, however, these systems are not mutually
exclusive and thus function together in a complimentary fashion in order to prevent infection of the

host.

The innate immune system is known to be evolutionarily older than the adaptive immune system and
is found in all forms of plants and animals. Innate immunity, in combination with anatomical
barriers, provides the first line of defence against infection and is triggered immediately following
the host’s exposure to a harmful pathogen. The effector functions of the innate immune response are
dependent on several innate cells, including phagocytes such as neutrophils, macrophages and
dendritic cells (DCs). This form of recognition triggers the activation of complex innate signalling
pathways which lead to the induction of proinflammatory cytokines such as tumour necrosis factor

(TNF)-a and interleukin (IL)-1, thus promoting the onset of inflammation.

The innate immune system is unable to generate immunological memory. However, it is intimately
linked to the adaptive immune system by DCs, which are an important class of antigen presenting
cell (APC) capable of activating naive T cells residing in the lymph nodes. Innate immunity is
sufficient to eliminate many common infections without the aid of the adaptive immune response,
which requires a priming period of approximately 4-5 days. However, some pathogens are not
eliminated from the host by the innate immune system during this time, thus meaning that in this
case innate immunity only serves to contain the infection until the adaptive response can be primed
and unleashed on the invading pathogen. The adaptive immune system represents a vastly complex
and advanced facet of immunity. This evolutionarily important system, present only in vertebrates, is
mediated primarily by a group of highly specialised cells called lymphocytes which are capable of
recognising antigens through unique antigenic receptors on their surface. These lymphocytes include
B cells and T cells. Thus, the adaptive immune system possesses specificity for the infectious
invader, a feature which is critical for the priming of an immune response specific for the pathogen.
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The adaptive immune system can also generate 'memory' lymphocytes which is another distinct
characteristic from the more ancient innate immune system. Indeed, this concept provides the

fundamental basis of vaccination.

1.2 - Anatomical Barriers and Innate Immunity

Innate immunity is an evolutionarily ancient immune defence system utilised by all multicellular
organisms. Microbes are initially encountered by a pre-existing innate immune system which serves
to prevent the establishment of infection and oversee the removal of the infectious agent.
Interestingly, it is only when the innate immune system is overwhelmed or successfully evaded by a
pathogen that adaptive immunity is required. The importance of this age-old defensive stronghold is
reflected in the fact that most organisms on the planet survive comfortably using only an innate

immune system [1].

In many ways, the initial and most primitive component of the innate immune system is the presence
of external and internal anatomical barriers. The protective layers of the skin provide a competent
external physical barrier, while epithelial cells lining mucosal tubular structures such as the
respiratory, gastrointestinal (GI) and urogenital tracts serve as efficient internal barriers against
infection. Internal epithelia are referred to as mucosal epithelia as they secrete mucus which contains
important glycoproteins called mucins. Microbes coated in mucus are prevented from adhering to
mucosal epithelia and are effectively washed away in a tide of mucus driven by the beating of
epithelial cilia. Peristalsis performs a similar role in the GI tract in maintaining the flow of both food
and infectious agents through the body. A plethora of microbicidal substances can also be found at
mucosal sites. For example, the upper GI tract contains bile salts, digestive enzymes, fatty acids and
a low pH, all of which contribute to the demise of microbes. In the lower GI tract, Paneth cells
secrete antibacterial and antifungal peptides known as a-defensins. The closely related B-defensins
are synthesised by epithelia in the respiratory and urogenital tracts, while lysozyme and
phospholipase A are found in tears and saliva. Furthermore, epithelial surfaces contain a resident
microflora of non-infectious bacteria that compete with pathogens for nutrients and mucosal binding

sites, thus contributing to the defence of the host [2-3].

Microbes that cause infection are referred to as pathogens and these infectious agents invade host

tissues after successful evasion of the anatomical barriers described above. However, once access has



been gained into the subepithelial tissues, pathogens encounter a more vigorous and dynamic innate
immune response. Phagocytic cells can recognise the presence of an invader through expression of
receptors on their cell surface, some of which bind opsonins such as antibodies and complement
proteins that coat the surface of the pathogen. This type of recognition results in the ingestion (i.e.
phagocytosis) of the bound microbe in a membrane-bound vesicle called a phagosome. The
phagosome later acquires a low pH, thus killing its microbial constituents. Furthermore, phagosomes
also fuse with lysosomes containing antimicrobial enzymes and proteins to form a phagolysosome
into which the lysosomal contents are released, leading to the termination of the infectious agent.
Phagocytosis also induces the synthesis of a range of toxic products that facilitate the killing of the
internalised pathogen, namely nitric oxide (NO), the superoxide anion (O;’) and hydrogen peroxide

(H202) [4].

Pathogen recognition by innate sensor cells such as macrophages also induces secretion of a range of
cytokines and chemokines resulting in a response termed inflammation [5]. The four cardinal signs
of inflammation were described by Celsus over two thousand years ago as that of heat, redness,
swelling and pain. The heat and redness are caused by an increase in vasculature diameter that results
in enhanced local blood flow at a reduced velocity. Furthermore, endothelial cells lining the local
blood vessels become activated and express adhesion molecules such as selectins and integrins. The
combined effects of slowed blood flow and expression of adhesion molecules promotes binding of
circulating leukocytes to endothelial cells and subsequent migration into the tissues in a process
called extravasation [6]. Many of these physiological changes and their immunostimulatory
consequences are initiated by cytokines and chemokines secreted primarily by tissue resident

macrophages following pathogen recognition.

Among the first leukocytes recruited to sites of inflammation are neutrophils which are short-lived
phagocytic cells present in significant numbers in the blood but not in normal healthy tissue. These
cells are conscripted to inflamed tissue in response to CXC chemokine ligand (CXCL)8. Neutrophil
infiltration is followed by monocyte recruitment from the bloodstream into the tissue in response to
CC chemokine ligand (CCL)2, and these cells differentiate into effector tissue macrophages. During
later stages of inflammation, further innate immune cells such as basophils and eosinophils also enter
the infected site. On entering the site of infection, leukocytes proceed to phagocytose and destroy the
invading pathogen and to propagate the inflammatory cascade. The symptoms of swelling and pain
that accompany inflammation are induced by an increase in vascular permeability that leads to an
efflux of soluble immune proteins from the blood and subsequent accretion in local tissue [7]. Thus,
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inflammation mediated by cytokines and chemokines secreted by innate immune sentinel cells
oversees the rapid delivery of both soluble and cellular immune components to sites of infection.
Importantly, inflammation also induces local microvascular coagulation in order to prevent the

spread of infection into the bloodstream, and promotes tissue repair when the insulting stimulus has

been removed [8].

DCs are crucial innate sensors which are also recruited to sites of inflammation. However, these cells
not only serve to amplify the inflammatory response and empower innate immune defence
mechanisms, but are also professional APCs capable of migrating to secondary lymphoid organs and

initiating adaptive immunity.

1.3 - DCs: Bridging the Divide between Innate and Adaptive Immunity

DCs are highly specialised APCs and represent a crucial link between innate and adaptive immunity.
These innate sentinel cells are adherent mononuclear phagocytes first discovered by Steinman and
Cohn in 1973. DCs were identified within adherent mononuclear cell preparations obtained from
murine peripheral lymphoid organs based on their distinctive cytologic criteria and unique
morphology [9]. In 1978, Steinman made another significant breakthrough when he discovered that
DCs could induce T cell proliferation in mixed leukocyte reactions up to three hundred times more
effectively than unfractionated splenocytes [10]. Furthermore, in 1980, Nussenzweig et al.
demonstrated that DCs were approximately two orders of magnitude greater than other cells in

antigen processing and presentation and subsequent activation of effector T cell responses [11].

Heterogeneous subpopulations of DCs exist in the body. Broadly speaking, these subpopulations
comprise plasmacytoid DCs (pDCs) and classical DCs (cDCs). The ¢cDC subpopulation can be
further divided into CD8a." ¢cDCs and CD8a cDCs. pDCs are long-lived cells specialised for antiviral
immunity as they secrete large amounts of interferon (IFN)-a in response to nucleic acid stimulation.
pDCs are present in the bone marrow and all peripheral organs and can function efficiently as APCs
to initiate adaptive immune responses [12]. cDCs are relatively short-lived cells with high phagocytic
capacity as immature cells and significant cytokine-secreting ability as mature cells. Furthermore,
¢DCs are highly migratory and constantly travel between tissues and lymphoid organs. Thus, cDCs

are highly specialised for antigen processing and presentation [13].



DCs originate from bone marrow-derived hematopoietic stem cells (HSCs). HSCs give rise to
lymphoid precursors (LPs) and myeloid precursors (MPs). LPs can eventually differentiate into
lymphocytes such as T cells, B cells or NK cells. MPs can differentiate into common myeloid
progenitors (CMPs), granulocyte-macrophage precursors (GMPs) or macrophage/DC progenitors
(MDPs), and it is primarily MDPs that give rise to DCs [14]. MDPs can differentiate into common
DC precursors (CDPs) which are proliferating cells that give rise to pDCs and precursors for cDCs
(pre-cDCs) in the bone marrow. These pre-cDCs are found in the bone marrow, blood and spleen.
However, they proceed to enter lymphoid tissue where they exhibit a mature ¢cDC phenotype and
morphology, thus giving rise to CD8a" and CD8a c¢DCs [15]. However, pre-cDCs can also enter
non-lymphoid tissue where they give rise to lamina propria DCs (IpDCs) [16]. MDPs can also
differentiate into two phenotypically and functionally distinct subsets of mature monocytes which
can be found in the bone marrow, blood and spleen; Gr-17/Ly-6C" monocytes and Gr-17/Ly-6C
monocytes [17]. Importantly, Gr-1"/Ly-6C" monocytes can give rise to inflammatory DCs known as
Tip-DCs in response to infection with Listeria monocytogenes [18]. These Gr-1"/Ly-6C" monocytes
are also suspected to give rise to Langerhans cells and microglia, which can renew independently of

the bone marrow [19-20].

There is no known cell surface receptor or marker that is expressed by all DCs. This is partly due to
the existence of heterogeneous subpopulations of DCs. However, Meredith et al. have recently
reported that the zinc finger transcription factor zDC, which is a negative regulator of ¢cDC activation
[21], is expressed exclusively by pre-cDCs and ¢DCs but not by pDCs, monocytes or other immune

cell populations [22]. Thus, zDC appears to define the cDC lineage.

In vitro, highly purified DCs can be generated from murine bone marrow cells when cultured with
granulocyte-macrophage colony-stimulating factor (GM-CSF) [23-24]. Murine bone marrow cells
can also give rise to DCs in vitro in the presence of fms-like tyrosine kinase 3 ligand (FIt3L). FIt3L-
derived DCs are more representative of DCs found in lymphoid tissue as these cultures include DC
subsets eliciting features of pDCs and cDCs [25]. Interestingly, FIt3L is also crucial for the
development of DC lineages in vivo. For example, Flt3L-deficient mice show impaired DC

development [26] and administration of FIt3L in mice results in expansion of DC populations [27].

Upon recognition of an infectious agent, DCs initiate signal transduction cascades culminating in the
synthesis and secretion of proinflammatory cytokines involved in promoting the onset of innate

immunity [28].



Infectious agents can replicate in two distinct intracellular compartments. Viruses and intracellular
bacteria tend to replicate in the cytosol of cells and are eliminated by effector CD8" T cells, also
known as cytotoxic T lymphocytes (CTLs), which kill the infected cell by releasing toxic granules
containing perforin and granzyme B (GzmB). However, most pathogenic bacteria and eukaryotic
parasites replicate inside endosomes and lysosomes following internalisation into the vesicular
system and are eliminated by CD4" T helper (Th) cells. These cells are specialised for the activation
of additional effector cells capable of eliminating the invading microbe. Antigens internalised by
phagocytosis (i.e. from extracellular bacteria and parasites) enter the major histocompatibility
complex (MHC) class II pathway. These antigens are degraded in lysosomal vesicles by pH-
dependent proteases and peptides derived from these antigens are loaded onto MHC class II
molecules and transported to the surface of the cell [29]. Antigens synthesised in the cytosol of the
cell (i.e. from intracellular bacteria and viruses) enter the MHC class I pathway and undergo
proteasomal degradation. The resulting peptides are transported to the endoplasmic reticulum (ER)

where they are loaded onto MHC class [ molecules and transported to the cell surface [30].

Peptides derived from exogenous antigens can also enter the MHC class I pathway and be presented
to CTLs [31-32]. This process is referred to as cross-presentation and is mediated by CD8" DCs in
vivo [33]. Interestingly, the endocytic mechanism involved in antigen uptake may determine whether

it is delivered to the MHC class II pathway or the MHC class I cross-presentation pathway [34].

Following antigen internalisation and processing, DCs alter their phenotype with regard to their
chemokine receptor expression profile. Tissue-resident DCs express high levels of CC chemokine
receptor (CCR)1, CCRS and CCR6, which are receptors for chemokines synthesised and secreted by
local tissue cells. However, upon DC activation, these receptors are downregulated and expression of
CXC chemokine receptor (CXCR)4 and CCR?7 is upregulated, thus facilitating DC homing to the
regional lymph node via the afferent lymphatic vessels [35]. Within the lymph node, DCs present
antigen to naive T cells. Interactions between surface molecules on DCs and T cells facilitates
transient binding of these cells. For example, T cells express leukocyte function-associated antigen
(LFA)-1, intercellular adhesion molecule (ICAM)-3 and CD2, which bind specifically to ICAM-1,
DC-specific ICAM3-grabbing non-integrin (DC-SIGN) and CD58 respectively on the DC. This
transient interaction provides sufficient time for T cells to sample MHC molecules on the surface of
the DC for recognition of a specific peptide. Crucially, MHC class I molecules present peptides to
CTLs while MHC class II molecules present peptides to CD4" Th cells [36].



Peptide recognition alone, however, is not sufficient to stimulate naive T cell activation, proliferation
and subsequent adaptive immunity. This complex process also requires a second signal known as
costimulation. Indeed, ligation of a T cell receptor (TCR) in the absence of costimulation induces T
cell anergy which is characterised by a state of T cell non-responsiveness. Following ligation of
pattern-recognition receptors (PRRs) (Section 1.7) by microbial products, DCs become activated and
undergo a maturation process characterised by upregulation of MHC molecules as well as
costimulatory molecules. These costimulatory molecules include CD80, CD86 and CD40. CD80 and
CD86 bind CD28 on the surface of the T cell and thus provide the necessary costimulatory signals
required for T cell activation following TCR peptide recognition. Subsequently, the T cell
upregulates surface expression of CD40 ligand which binds to CD40 on the DC, and this interaction
communicates activation signals to the T cell and further potentiates CD80 and CD86 expression on
the surface of the activating DC [37]. T cell activation is succeeded by clonal expansion,

differentiation and the onset of adaptive immunity (Figure 1.1).

Interestingly, the term ‘mature’ is commoenly used to describe DCs expressing high surface levels of
costimulatory and MHC molecules, but is also used to describe immunogenic DCs capable of
initiating adaptive immunity to foreign antigens. The discovery that non-immunogenic or immature
DCs can also express elevated surface costimulatory and MHC molecules has been the main focus of
recent reports which have questioned the apparent simplicity and transposable use of this

terminology [38].
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Figure 1.1 — DCs promote the onset of adaptive immunity. Following pathogen recognition in
non-lymphoid tissues by cell surface PRRs such as members of the Toll-like receptor (TLR) family,
an immature DC internalises the pathogen by phagocytosis and upregulates surface expression of
costimulatory molecules such as CD80 and CD86. The antigen is processed into peptides, loaded
onto MHC molecules and transported to the surface of the cell. The mature DC migrates to the
regional lymph node where it presents peptide to naive T cells. Specific recognition of peptide by a
naive T cell in the presence of costimulation promotes effector T cell responses and the subsequent
onset of adaptive immunity. Importantly, DCs can also secrete cytokines that modulate the nature of

the adaptive immune response.



1.4 - Adaptive Immunity

The adaptive immune system is present only in vertebrates and evolved approximately five hundred
million years ago. This complex arm of immunity is fundamentally characterised by antigen
specificity and is mediated principally by lymphocytes termed B and T cells. In 1960, Macfarlane
Burnet first proposed the ‘clonal selection’ theory for which he later won a Nobel Prize in
Physiology or Medicine. The clonal selection theory states that lymphocytes express many copies of
a single surface receptor with specificity for a particular antigen. However, the specificity of this
receptor on each lymphocyte is different, thus enabling the host to recognise a wide range of
antigenic stimuli. Burnet’s theory also explains that upon specific recognition of antigen by a
lymphocyte receptor, the lymphocyte harbouring this receptor undergoes cell division and gives rise
to identical progeny with surface receptor specificity identical to the parent lymphocyte. Indeed, the
clonal selection theory was soon supported by convincing experimental evidence using single cells

[39].

Following antigen receptor ligation in the presence of sufficient costimulation, B and T cells
undergo clonal expansion and differentiate into effector cells capable of initiating powerful adaptive
immunity directed against specific pathogens. The generation of effective adaptive immunity
requires 4-5 days and is essential when an infectious stimulus successfully evades or overwhelms the
innate immune system. Following the onset of adaptive immunity and the resolution of infectious

disease, memory B and T cells are retained in the host and provide long-lasting protective immunity

[40].

1.4.1 - B cells

B cells are the key cell type of the humoral immune response. In 1948, plasma cells were postulated
as a source of antibody [41]. However, it was not until 1965 that Cooper and colleagues identified B
cells. Interestingly, both T cells and B cells were discovered simultaneously during a series of
landmark experiments. Cooper used surgical thymectomy and bursectomy in combination with
sublethal irradiation techniques in chickens to distinguish antibody-producing bursa of Fabricius (B)
cells from thymus-derived (T) cells. More specifically, footpad immunisation of control chickens
with diphtheria toxoid resulted in a robust delayed-type hypersensitivity (DTH) response which was

absent in thymectomized, irradiated chickens. Footpad immunisation of control chickens with the



pathogen Brucella abortus resulted in strong antibody responses, but these effects were absent in
bursectomized, irradiated chickens [42-43]. Thus, Cooper had clearly shown that cells from the bursa
of Fabricius are responsible for antibody production while cells from the thymus effectively mediate
DTH responses. Subsequent murine transplant experiments demonstrated that antibody responses
were mediated by bone marrow-derived cells [44-45]. Furthermore, a direct link between B cells and
antibody production was later established when it was shown that surface immunoglobulin (Ig)

expression could be used as a reliable marker for B cells [46-47].

The clonal surface receptor expressed by B cells is referred to as the B cell receptor (BCR). The
BCR is composed of two heavy chains and two light chains, each of which consists of constant and
variable regions [48-49]. Indeed, Tonegawa and colleagues proved that the specificity of BCRs is
achieved through complex gene recombination of variable regions during B cell development in the
bone marrow [50]. B cell development stages are characterised by the state of BCR expression. In
the bone marrow, pluripotent HSCs give rise to pro-B cells that undergo genetic rearrangement at the
BCR heavy chain locus. Pro-B cells differentiate into pre-B cells that express the BCR heavy chain
at the cell surface in combination with a surrogate light chain to form the pre-BCR. Once gene
rearrangements occur at the light chain locus, the newly synthesised light chain displaces the
surrogate light chain at the cell surface and combines with the BCR heavy chain to form a complete
BCR. B cells expressing a functional BCR are referred to as immature B cells. Immature B cells
migrate from the bone marrow to peripheral lymphoid organs where they undergo natural selection

for self-tolerance and become naive B cells [51-53].

Importantly, the BCR expressed on the surface of immature and naive B cells is in fact a complete
[gM molecule. However, once activated, B cells can undergo isotype switching in order to change
the antibody isotype expressed on the cell surface without altering the antigenic specificity of the
receptor. Isotype switching in B cells is achieved by altering the constant region of the heavy chain
of the BCR [54]. There are five different antibody isotypes which can potentially be expressed on the
surface of B cells; IgM, IgD, IgG, IgA and IgE.

[gM can be expressed without isotype switching and is therefore the first antibody to be produced. In
order to provide rapid host defence, IgM is produced before the occurrence of somatic hypermutation
and consequently [gM monomers are of lower affinity for target antigens. However, [gM monomers
form pentamers, whose ten antigen binding sites provide high avidity for antigen and somewhat

compensate for the reduced affinity of this antibody. [gM pentamers are found primarily in the blood
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where they serve to activate the complement system. IgD is co-expressed with IgM on the surface of
mature B cells and its expression does not seem to require isotype switching. Circulating IgD can
bind to myeloid cells such as basophils and subsequent cross-linking promotes release of
antimicrobial, inflammatory and B cell-stimulating factors. Following B cell activation and somatic
hypermutation, B cells can express IgA, IgG and IgE. IgA molecules are synthesised as monomers
which can enter blood and extracellular fluids, but can also form dimers that are transported to
mucosal sites such as the GI and respiratory tracts where they protect epithelial sites from pathogens.
IgA antibodies are also constituents of breast milk, thus facilitating the transport of protective
immunity from mother to child, and serve primarily as neutralising antibodies. IgG is monomeric and
is the most abundant antibody isotype in the blood and extracellular fluid. Furthermore, maternal IgG
is transported directly across the placenta and into the bloodstream of the foetus during pregnancy.
IgG is an efficient neutralising antibody and activator of the complement system, but also serves as
an effective opsonin for pathogens to be engulfed by phagocytes. IgE is present in only small
amounts in the blood and extracellular fluid but functions predominantly in the sensitisation of mast
cells. More specifically, IgE bound to antigen is recognised by Fc receptors on the surface of mast
cells. This initiates mast cell degranulation and subsequent release of an array of inflammatory

mediators [55-56].

Antigenic ligation of the BCR leads to internalisation of the antigen which is degraded and returned
to the cell surface as peptides bound to MHC class II molecules. Importantly, the B cell co-receptor
complex comprising CD19, CD21 and CD81 greatly potentiates the responsiveness of the BCR to
antigen [57]. Peptides are recognised by CD4" Th cells which serve to deliver activating signals to
the B cell in the form of costimulatory molecules and cytokines. Indeed, antigens that fail to activate

B cells in the absence of T cell help are referred to as thymus-dependent antigens [58] (Figure 1.2).
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Figure 1.2 — T cell-dependent B cell activation. (a) Following antigen ligation, (b) the BCR
initiates a signal transduction cascade resulting in transcription of a range of genes important for B
cell activation. (c) The BCR is internalised and either (d) undergoes degradation or (e) is transported
to an intracellular compartment where peptides derived from the antigen bound to the BCR are
loaded onto MHC molecules. These MHC-peptide immune complexes are transported to the cell
surface where (f) they are presented to naive T cells. (g) TCR cross-linking induces T cell activation.
(h) The activated T cell facilitates B cell activation through secretion of cytokines and expression of
surface molecules such as CD40L which interacts with CD40 on the surface of the B cell. Figure
from [59].
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The cytokines produced by armed CD4" Th cells influence the antibody isotype expressed by the
activated B cell. For example, IL-4 promotes switching to IgG1 and IgE [60], transforming growth
factor (TGF)-B and IL-10 induce switching to IgA and IgG2b [61], and IFN-y stimulates switching to
[gG2a and IgG3 [62]. Interestingly, recent evidence supports the idea that distinct B cell subsets can
also influence helper T cell responses. For example, effector Bel cells can secrete IFN-y and IL-12,
thus promoting Thl cell differentiation, whereas effector Be2 cells produce IL-2, IL-4 and IL-13
which induce Th2 cell differentiation. Regulatory B cells, in marked contrast to effector B cells,
secrete the anti-inflammatory cytokine IL-10 which suppresses CD4" T cell responses, alters the
activity of DCs and induces the expansion of regulatory T (Treg) cells [63-65]. B cells can also be
activated directly by certain bacterial antigens in the absence of T cell help, and these antigens are

called thymus-independent antigens.

Following activation, B cells proliferate rapidly and form germinal centers (GCs) within lymphoid
follicles of secondary lymphoid organs. These B cells undergo somatic hypermutation which alters
the variable region of the BCR. Affinity maturation ensues and selects only for GC B cells
expressing a mutated BCR with high affinity for antigen, as B cells expressing a low affinity BCR
undergo apoptotic cell death. The selected high affinity B cells undergo isotype switching and

differentiate into antibody-secreting plasma cells or long-lived memory B cells [66].

1.4.2 - CD4" T cells

CD4" T cells are known as T helper cells because of their ability to coordinate an appropriate
immune response sufficient to combat a particular infection. Following activation, naive CD4" T
cells in peripheral lymphoid organs can differentiate into one of a number of effector CD4" T cell
subtypes capable of inducing the activation of distinct effector mechanisms to eliminate the invading
microbe. The nature of the offending pathogen ultimately dictates the type of effector CD4" T cell
response generated by the host. An initial Th1-Th2 paradigm was first proposed by Coffman and
Mosmann in 1986 [67] (Figure 1.3). The predominant CD4" T cell subtypes are Thl, Th2, Th17 and
Treg cells, although in recent years various other subtypes such as Th9, type 1 T regulatory (Tr)l
cells and T follicular helper (Tth) cells have been proposed [68].

Naive CD4" T cells differentiate into Thl cells in response to infection with intracellular pathogens

[69]. Secretion of the cytokines IL-12 and [FN-y from DCs and natural killer (NK) cells respectively,
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together with TCR engagement and CD28 ligation on the naive T cell surface, induces differentiation
of anaive T cell into a Th1 cell [70]. Thl cells secrete IFN-y, the signature cytokine of this particular
subset which can further promote differentiation of Thl cells in a positive feedback loop and
suppress the development of other CD4" T cell subsets such as IL-4-producing Th2 cells. Thl cells
can also produce IL-2, IL-10, TNF-a and TNF-B [68]. The cytokine IL-18, which is produced by
innate immune sentinel cells following PRR stimulation in conjunction with NLRP3 inflammasome
activation, plays a synergistic role in Thl cell differentiation [71]. IFN-y can also orchestrate
powerful cell-mediated immunity by recruiting and activating antiviral and antitumour CTLs as well
as a host of innate immune effector cells including macrophages and neutrophils. The development
of Thl cells is dependent on IL-12-induced upregulation of signal transducer and activator of
transcription (STAT)4 and also [FN-y-mediated induction of STATI1 and the Thl cell master

transcription factor T box transcription factor (T-bet) [72].

Th2 cells promote antibody-mediated humoral immunity and are induced in response to parasitic
infections. The cytokine IL-4 drives Th2 cell differentiation by upregulating sequential expression of
the transcription factors STAT6 and GATA-binding protein 3 (GATA3) [73-74]. The Th2 master
transcription factor GATA3 can inhibit the development of IFN-y-producing Thl cells. However, the
source of this innate IL-4 is controversial. Traditionally, DCs have been thought to favour Thl cell
differentiation through secretion of IL-12, and indeed have not yet been shown to secrete IL-4
following PRR engagement. Therefore, one hypothesis for how DCs modulate Th2 cell responses
proposes that in the absence of IL-12 or other T cell polarising cytokines, DC interaction with a
naive T cell results in Th2 cell differentiation. Thus, in this context Th2 polarisation is essentially a
default mechanism which occurs in the absence of signals instructing polarisation of a non-Th2 cell
subset. However, recent studies have dismissed the role of DCs in Th2 polarisation and have shown
that basophils are efficient APCs capable of secreting IL-4 and driving Th2 cell differentiation in
mice and in humans [75-76]. Despite these revelations, it now appears that both DCs and basophils
are important for promoting Th2 cell differentiation, but in different disease settings. For example,
basophils function as the polarising APC in the papain allergen-induced model of Th2 cell
differentiation, whereas DCs are not required in this particular model [77]. However, DCs are
critically important as polarising APCs in the ovalbumin (OVA)-alum-induced Th2 cell responses in
vivo [78]. Moreover, both basophils and DCs seem to be required for protective immunity against
Trichuris muris [79]. Interestingly, STATS activation by I[L-2, IL-7 and/or thymic stromal
lymphopoietin (TSLP) also appears to play a significant role in Th2 cell differentiation [80].
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Th2 cells secrete the signature cytokine IL-4 which strengthens the Th2 response through a positive
feedback mechanism, as well as secreting IL-5, IL-9, IL-10, IL-13 and IL-25. IL-4 induces B cell
class switching to IgE which in turn results in degranulation of various innate immune cells
including basophils and mast cells, thus amplifying the inflammatory process. Amongst various other
functions, IL-5 and IL-9 act on lung or intestinal tissues where they are involved in eosinophil and
basophil recruitment respectively, IL-13 (in combination with IL-4) acts on epithelial cells and
smooth muscle cells to induce mucus production and airway hyperresponsiveness (AHR) and IL-25

acts on so-called non-B non-T (NBNT) cells to further propagate the Th2 response [81].

Th17 cells are abundant at mucosal surfaces and generate protective immunity against extracellular
bacteria and fungi [82]. This subset of CD4" T cells was only recently identified following the
discovery that the p40 subunit of IL-12 and its receptor subunit, [L-12Rp1, are shared by IL-23 and
the IL-23 receptor respectively [83]. Subsequently, Thl7 cells have been implicated in the
pathogenesis of various autoimmune diseases including rheumatoid arthritis (RA) and multiple
sclerosis (MS). The differentiation of Th17 cells requires IL-6, IL-21 and IL-1, and the stabilisation
and proliferation of this subset is dependent on IL-23 [84]. Recent studies have demonstrated that
engulfment of infected apoptotic dead cells by DCs results in secretion of cytokines (primarily TGF-
B and IL-6) capable of initiating Thl7 differentiation through upregulation of the transcription
factors retinoid-related orphan receptor (ROR)yt and STAT3 [85-86]. Th17 cells secrete IL-17a
(referred to as IL-17), IL-17f, IL-10, IL-21 and IL-22 [82].

Treg cells are immunosuppressive lymphocytes and are crucial in the implementation of peripheral
tolerance as well as immune homeostasis. Indeed, dysfunction of Treg cells results in widespread
autoimmune disease, immunopathology and allergy [87]. Treg cells are also believed to be involved
in maintaining allograft tolerance as well as fetal-maternal tolerance during pregnancy [88].
However, the immunosuppressive nature of Treg cells can be detrimental in antitumour immunity as
these cells favour tumour survival [89]. This subset of CD4" T cells express the forkhead box protein
P3 (Foxp3) transcription factor [90] as well as STATS [91] and secrete the anti-inflammatory
cytokines TGF-f, IL-10 and IL-35. Interestingly, Treg cells can be divided into two subtypes based
on their development. Naturally occurring Treg (nTreg) cells develop in the thymus under the
influence of the cytokines IL-2 and IL-7 [92]. However, inducible Treg (iTreg) cells differentiate
from naive CD4" T cells in secondary lymphoid organs in the presence of TGF-p, IL-2 and retinoic
acid. Thus, the differentiation of nTregs is intimately linked with Th17 cell development. Both
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nTregs and iTregs seem to be important for maintaining peripheral tolerance and suppressing

autoimmunity. However, their individual contributions have not yet been clearly defined.

Other CD4" T cell subtypes which have been proposed include Th9, Trl and Tfh cells. However,
since these subtypes secrete signature cytokines also produced by at least one of the four established
CD4" T cell subsets, there has been much debate about their existence as unique lineages distinct
from Thl, Th2, Th17 and Treg lineages. The development of Th9 cells is mediated by TGF- in
combination with IL-4 [93]. However, IL-9 was initially characterised as a Th2 cytokine following
the discovery that a GATA3 encoding retrovirus or a retrovirus encoding a constitutively active form
of STATS could drive the induction of IL-9-producing cells [80]. Furthermore, Th17 and Treg cells
have also been shown to secrete IL-9 [94-95] while a Th9-specific master transcription factor has yet
to be identified. Trl cells are defined as a subset of Treg cells that lack expression of FOXP3 and are
characterised by elevated expression of IL-10. Trl cells are believed to differentiate from naive
CD4" T cells in an extracellular microenvironment containing TGF- B and IL-27 [96]. However, IL-
10 was originally identified as a Th2 cytokine and has since been shown to be expressed by Thl
[97], Th17 [98] and Treg cells [99], while a Trl-specific master transcription factor has yet to be

identified.

[L-21-producing Tth cells were identified in 2000 and are found in B cell follicles in secondary
lymphoid organs where they provide B cell help and regulate antibody isotype class switching [100].
Thus, Tth cells are crucial in mediating appropriate and effective B cell antibody responses and
thereby antigen-specific humoral immunity. Tth cells express CXCRS which enables them to home
to CCL13-rich B cell follicles [100]. These GC-resident cells develop under the influence of IL-6
and IL-21 through induction of the transcription factors STAT3 [101] and B cell lymphoma (Bcl)-6
[102], and have been shown to secrete IL-21 and IL-17 [101]. Interestingly, Tth cells were initially
characterised as a separate CD4" T cell lineage based on their failure to secrete Thl, Th2 or Th17
cell-associated cytokines. However, evidence is now accumulating in support of a model which
proposes the existence of multiple Tth subsets derived from established CD4" T cell lineages which
adapt a Tth cell development programme defined by downregulation of CCR7 expression and
upregulation of CXCRS expression, and also the presence of IL-6 and IL-21 in the local
microenvironment. Thus, CXCRS5" Thl (Tth1) cells would secrete IFN-y, Tth2 cells would secrete
IL-4 and Tthl10 cells would secrete TGF-B and IL-10 [103]. Therefore, Tth cells may simply
represent a particular lineage state of Thl, Th2, Th17 and Treg cells rather than a separate lineage in
itself.
16
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Figure 1.3 — Polarisation of CD4" T cell subsets. Following activation, naive CD4" T cells (Ty)
can differentiate into a number of distinct lineages. The discrete phenotype obtained by Ty is
dependent on the cytokines present in the local environment and subsequent expression of

transcription factors (red). Each lineage secretes a range of cytokines characteristic of that particular
lineage. Figure adapted from [104].

17



When Coffman and Mosmann originally proposed the Thl1-Th2 paradigm of CD4" T cell
differentiation, it was widely believed that these pathways of delineation were unidirectional.
Therefore, once a naive CD4" T cell is polarised to become a Thl or Th2 cell, this phenotype cannot
be reversed. Indeed, this is still the case for Thl and Th2 cells undergoing late stage differentiation.
For example, IL-12RB2, which confers responsiveness to [L-12, is upregulated by T-bet activation
and serves to promote Thl cell differentiation [105]. However, IL-12RB2 expression is inhibited by
the Th2 polarising cytokine IL-4, thus antagonising Thl cell differentiation [106]. Similarly, IFN-y
activates T-bet which subsequently upregulates runt-related transcription factor (Runx)3 expression.
Runx3 and T-bet serve to bind the ifng promoter and i/4 silencer respectively, thus promoting Thl
differentiation and inhibiting the corresponding Th2 process concomitantly [107]. Interestingly, Th1
and Th2 cells cannot be redirected to become Th17 or Treg cells [108]. T-bet negatively regulates
[L-17 induction [109] whereas IL-4-induced growth factor independent (GFI)1 suppresses Th17 and
iTreg cell differentiation [110]. Based on these observations, it is widely accepted that Th1 and Th2
cells represent two terminally differentiated lineages. However, this terminal differentiation state
does not seem to apply to Thl and Th2 cells undergoing early stage differentiation, as both
phenotypes can be redirected to establish different CD4" T cell lineages. In fact, at early stages of

differentiation, each lineage can be rerouted in any direction with relative ease [111].

There is abundant plasticity in the relationship between Th17 and 1Treg cells which is perhaps not
evident in the relationship between Thl and Th2 cells. Indeed, characterisation of Th17 and iTreg
cells has forced a rethink of the idea that lineage development is unidirectional. Naive CD4" T cells
resident in a local microenvironment containing TGF-f upregulate both RORyt and Foxp3, the
master transcription factors for Th17 and iTreg cells respectively. Thus, there exists a close link in
the development of these respective CD4" T cell subsets. There is an interaction between RORyt and
Foxp3, with Foxp3 antagonising RORyt-induced IL-17 expression [112-113]. Transduction of naive
CD4" T cells with RORyt stimulates IL-17 expression but this process is suppressed by co-
transduction with Foxp3. These RORyt and Foxp3 double-positive CD4" T cells can now
differentiate into either Thl7 or iTreg cells, depending on the constituents of the local
microenvironment. In the presence of the pro-inflammatory cytokines IL-6, IL-21, IL-1 and IL-23, as
well as low concentrations of TGF-B, Th17 cell development ensues while Foxp3 expression is
inhibited and iTreg cell development is suppressed [114]. However, high concentrations of TGF-f in

the presence of retinoic acid and IL-2 favours the development of iTreg cells [115-118].
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When fully differentiated, Treg cells elicit considerable plasticity as they can be redirected to
become Th17 cells. Thus, the developmental process of Tregs is not fixed and is in fact bidirectional.
Thymus-derived Foxp3 expressing cells secrete IL-17 in response to IL-6 and TCR engagement
[119]. However, it has been reported that iTregs are resistant to Th17 conversion by IL-6 [120]. Treg
cell conversion into other CD4" T cell subsets has also been reported. For example, nTreg cells
exposed to a Thl polarising environment express T-bet and IFN-y while maintaining Foxp3
expression [108]. Also, reduced expression of Foxp3 results in rapid acquisition of a Th2 phenotype
[121]. In conditional Dicer-Foxp3-cre mice, genetic fate-mapping studies identified a significant
number of IFN-y and IL-4 producing cells which had previously expressed Foxp3 [122].
Differentiated Th17 cells also demonstrate significant plasticity. For example, Th17 cells can be
converted into Thl or Th2 cells following exposure to IL-12 and IL-4 respectively [123-124].
However, there is little evidence to support reciprocal conversion of Th17 cells into Treg cells. Some
memory Th17 cells have been shown to be stable in vivo, thus suggesting that a number of Thi17

subsets may become terminally differentiated [124].

1.4.3 - CD8" T cells

CDS8" T cells are cytotoxic effectors of the adaptive immune system and serve primarily to kill
tumour cells and virally infected cells. CD8" T cells, also known as CTLs, recognise specific
peptides presented exclusively by surface MHC class I molecules and can induce apoptosis in target
cells through a variety of mechanisms. However, perhaps the most prominent cytotoxic pathway
utilised by CD8" T cells involves the controlled extracellular release of lethal granules (Figure 1.4).
Within the cytoplasm of a CD8" T cell there are cytotoxic granules containing perforin and
granzymes [125-126]. When the T cell is activated, the cytoskeleton and secretory apparatus are
immediately rearranged. Within minutes, the golgi apparatus, microtubule organising centre
(MTOC) and lethal intracellular granules are reorganised so that they are now orientated towards the
target cell [127-128]. This enables the T cell to establish polarity with the target cell. Once this state
of polarity is achieved, the cytotoxic granules move away from the MTOC and begin to fuse with the
CD8" T cell plasma membrane. The granules then proceed to release their contents into the
extracellular space existing between the T cell and the target cell [129]. The perforin protein
punctures the plasma membrane of the target cell. Significantly, in the presence of perforin alone, the

damage to the target cell membrane results in osmotic lysis and subsequent target cell death by
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necrosis. However, in the presence of GzmB, the target cell is subjected to apoptosis [130-132]. This
is due to the ability of granzymes to enter the cytoplasm of the target cell through membrane pores

generated by perforin proteins, and to activate different caspases responsible for apoptosis [133].

CD8-TCR

Complex Peptide/MHC

ClassI
Complex

Apoptosis

Cytotoxic /
Granule Perforin

Figure 1.4 - CTL-mediated cytotoxicity. CTLs are activated following CD28-mediated
costimulation and crosslinking of the CD8-TCR complex with peptide presented by MHC class |
molecules. MHC class [ molecules are expressed on the surface of virally infected or tumour target
cells. CTL activation stimulates the extracellular release of perforin and GzmB from cytotoxic
granules which function in a complimentary fashion to induce caspase activation and apoptosis in the

target cell.

CD8" T cells can also secrete IFN-y which is a particularly important regulatory cytokine for both
innate and adaptive immunity. [FN-y can regulate the innate response by inducing macrophage
activation and subsequent phagocytosis of pathogens, amongst other functions. However, this
particular cytokine can also regulate adaptive immunity by polarising Thl cells and inhibiting the

occurrence of a Th2 response [70].
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For many years it was believed that CD8" T cells produced mainly IFN-y and did not make
discernable levels of Th2 cytokines [134]. In 1992, however, Seder et al. demonstrated that CD8" T
cells can be classified into at least two functional subsets as murine CD8" T cells cultured in the
presence of IL-2 and IL-4 secreted significant levels of IL-4 [135]. Furthermore, Salgame et al.
identified IL-4-secreting CD8" T cells within the lesions of patients with lepromatous leprosy [136].
Thus, CD8" T cells can differentiate into two distinct subsets of cytotoxic effector cells: T cytotoxic
(Tc)l cells secrete the Thl cytokines IL-2 and IFN-y; and Tc2 cells produce the Th2 signature
cytokines IL-4, IL-5 and IL-10. However, unlike Th2 cells, Tc2 cells retain their ability to produce
IFN-y, although at much lower concentrations than Tcl cells [137]. The cytokines regulating the
differentiation of naive CD8" T cells into Tcl and Tc2 cells appear to be IL-12 and IL-4 respectively
[136-137]. Both Tcl and Tc2 cells show comparable toxicity and produce similar levels of perforin.
However, Tcl and Tc2 cells have opposing effects on the differentiation of naive CD4" T cells,

inducing Th1 and Th2 responses respectively [138].

1.4.4 - Memory T cells

The development of memory CD4" and CD8" T cells is divided into three distinct phases. The first
stage is referred to as the expansion phase and occurs in secondary lymphoid organs, where naive T
cells encounter antigen and undergo clonal expansion and differentiation into effector T cells. Naive
CD4" and CDS8" T cells differentiate into Th cells and CTLs respectively, as discussed above. The
second phase is known as the death phase or contraction phase and is initiated in the weeks following
pathogen clearance. The contraction phase is responsible for killing the majority of effector T cells
by apoptosis. T cells that survive the contraction phase enter the third and final phase, the memory
phase. This phase stabilises the number of memory T cells and maintains these cells for long periods
of time [139]. There is a greater understanding of memory CD8" T cell development than memory

CD4" T cell development as memory CD8" T cells have been better characterised in vivo.

It is well-established that the recall response mediated by memory CD4" and CD8" T cells is more
potent, rapid and aggressive than the initial primary response. Indeed, there are several explanations
for this observation. Firstly, naive T cells differentiating into memory T cells undergo gene-
expression profile reprogramming. For example, genes encoding IFN-y, perforin and granzymes are
not expressed in naive CD8" T cells, but are constitutively expressed in memory CD8" T cells [140-
142]. Thus, memory CD8" T cells can secrete cytokines more rapidly and in larger quantities than
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naive CD8" T cells and can also elicit cytotoxic activity almost immediately. Secondly, memory
CD8" T cells express distinct surface proteins involved in adhesion and chemotaxis which are not
expressed by naive CD8" T cells. This facilitates extravasation of memory CD8" T cells into non-
lymphoid tissues and mucosal sites, locations where infectious disease is typically initiated. These
memory CD8" T cells are referred to as ‘effector’ memory T cells, whereas those residing in
secondary lymphoid organs are termed ‘central’ memory T cells. CD62L and CCR7 are essential for
lymphocytes to traverse high endothelial venules and therefore to enter lymph nodes. Effector
memory T cells are CD62L"" CCR7 whereas central memory T cells are CD62L"&" CCR7" [143].
This difference therefore explains the distinct anatomical locations of these two memory CD8" T cell
subsets. Finally, memory T cells undergo slow but steady homeostatic cell division in order to
maintain these populations for a prolonged period of time [144]. Cytokines such as IL-15, IL-7 and
IL-2 appear to play important roles in regulating memory T cell proliferation [145-147].

Ultimately, the memory phase of adaptive immunity and the retention of memory CD4" and CD8" T
cells, as well as memory B cells, mediates host protection following secondary exposure to infectious

agents and provides the immunological basis for vaccination.

1.5 - Vaccines and Adjuvants

Vaccination represents a hugely successful and incredibly important immunological application
which has contributed immensely to public health for over 200 years. For example, vaccination has
facilitated the successful worldwide elimination of smallpox which was famously announced by the
World Health Organisation in 1980. Ultimately, vaccination has been hugely important in reducing

mortality and morbidity caused by infectious diseases.

The story of vaccination began in 1796 with the work of Edward Jenner. During this time, smallpox
was a very serious illness which was fatal in one third of all cases, and left those who survived badly
disfigured. However, it was well known that milkmaids did not contract this disease. Noting this
observation, Jenner proposed the idea that milkmaids were protected from smallpox by the pus in the
blisters that they received from contracting cowpox, a similar but far less virulent disease than
smallpox caused by infection with vaccinia (from vacca, Latin for cow). In order to test this
hypothesis, Jenner inoculated a young boy (James Phipps) with pus from a blister on the hand of a

milkmaid infected with cowpox. The young boy experienced fever but no life threatening or even
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serious illness. Jenner subsequently injected the boy with smallpox but the infection failed to
establish itself. Jenner had discovered that cowpox could provide protective immunity against
smallpox in humans without risk of significant disease, and he named this process ‘vaccination’.
Louis Pasteur, who created vaccines against chicken cholera and human rabies, amongst others, later

extended the term vaccination to include protection against other diseases.

The purpose of vaccination is to generate long-lasting protective immunity against disease by
manipulating the memory potential of the adaptive immune system. Vaccination is induced by
administering an antigen formulation that induces a natural, long-lasting protective immune response
without causing disease. Therefore, upon exposure to the corresponding pathogen, the adaptive
immune system will ‘remember’ the previous encounter and mount a more rapid and effective
immune response, thus preventing infection and greatly reducing the symptoms of disease.
Specialised cells such as memory T and B cells, as well as long-lived effector B cells (plasma cells)
provide the foundation for immunological memory. Vaccines are comprised of attenuated organisms
with reduced pathogenicity, killed organisms or more recently components of organisms which are

referred to as subunit vaccines.

A successful vaccine must meet certain criteria. For example, it must be safe, cost-effective and
generate long-lasting protective immunity in a high percentage of recipients. Also, an effective
vaccine should generate herd immunity. This concept essentially implies that a vaccine should
indirectly protect non-vaccinated members of a population from disease if the majority of the
population have already been vaccinated. This is achieved by reducing the number of susceptible
members of a population by vaccination, thus reducing the probability of transmission of disease to

non-vaccinated members of the population.

In 1925, Ramon discovered that antitoxin responses were significantly augmented in horses when the
toxin was administered with immunostimulatory substances including bread crumbs, tapioca,
saponin and starch oil. Thus, Ramon had unearthed the concept of adjuvants (from the Latin verb
‘adjuvare’, meaning to help). In 1926, Alexander Glenny and colleagues first reported the adjuvant
activity of aluminium salts (alum). Indeed, alum was the only Food and Drug Administration (FDA)-
approved adjuvant for use in humans throughout the twentieth century. The purpose of an adjuvant is
to potentiate the immunogenicity of a co-administered antigen and to enhance immunological
memory. However, despite extensive research, the precise mechanism of action of most adjuvants

remains unknown, and it is because of this that Charles Janeway once referred to adjuvants as ‘the
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dirty little secret of immunologists’. Adjuvants are quite diverse and comprise various different
classes of compounds such as microbial products, mineral salts, emulsions, microparticles and

liposomes.

Since 1926, alum has been incorporated into various human vaccines as particulate aluminium salts
such as aluminium hydroxide (AI(OH);) and aluminium phosphate (AIPO4). Alum is well known to
promote strong humoral immunity as measured by increased antibody titres but is a poor inducer of
cell-mediated immunity. Despite being administered as part of vaccine formulations for over 70
years, the mechanism of action of alum remains elusive. However, three credible theories have been
proposed over time. The first hypothesis is that alum adsorbs antigen and serves as an antigen depot
that facilitates the persistence of antigen at the injection site for a prolonged period of time, thus
making the antigen available to sentinel phagocytic cells at high concentrations. In support of this
hypothesis, alum has a very long half-life at sites of injection. For example, in a monkey model,
alum can be detected in the muscle up to 6 months after intramuscular immunisation with a
Diphtheria-Tetanus vaccine. Furthermore, the above study also suggests that the alum-adsorbed
antigen can persist for longer than when administered in the absence of alum [148]. However,
various studies have opposed this ‘depot effect’. For example, it has been demonstrated that
radioactively-labelled tetanus toxoid separates rapidly from alum at the injection site [149]. Also,
excision of the diphtheria toxoid-alum injection site after subcutaneous immunisation fails to alter

the immune response to the antigen [150].

The second hypothesis is that antigens adsorbed to alum are presented to APCs in a particulate
multivalent form which is more immunogenic and enhances uptake by phagocytosis. In support of
this idea, it has been shown that although DCs are capable of internalising soluble antigens by
macropinocitosis, they are far more effective at taking up alum-adorbed antigen by phagocytosis in
an aggregate size-dependent manner [151]. However, other studies have shown that alum does not

enhance internalisation of fluorescently-labelled OVA by DCs [78].

Alum has also been suggested to function as an effective adjuvant by inducing inflammation and
subsequent recruitment and activation of APCs that can internalise antigen. However, alum is not
capable of directly activating DCs in vitro [152-153]. Despite this, alum can act directly on
macrophages to induce their differentiation into DC-like cells with an increased capacity for antigen
presentation. /n vivo, intraperitoneal (i.p.) injection of alum promotes recruitment of a plethora of

innate immune cells including neutrophils, eosinophils and in particular inflammatory monocytes
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through a process dependent on keratinocyte-derived chemokine (KC), eotaxin and monocyte
chemoattractant protein (MCP)-1. The inflammatory monocytes internalise antigen and migrate to

the lymph nodes where they become monocyte-derived DCs and induce adaptive immunity [78].

Another mechanism by which alum promotes inflammation is through activation of the NLRP3
inflammasome. /n vitro, it is universally accepted that alum activates caspase-1 through NLRP3
inflammasome assembly and synergises with TLR agonists to promote processing and secretion of
the biologically active form of the proinflammatory cytokine IL-13. However, the importance of
NLRP3 in the adjuvanticity of alum is unclear. Initially, Eisenbarth et al. found that antibody
responses to OVA or human serum albumin (HSA) co-administered with alum were abrogated in
NLRP3-deficient mice [154]. However, in the same year, Nunez and colleagues published data

contradicting these findings [155].

Alum adjuvanticity is at least partially dependent on the ability of this adjuvant to induce cell death
at the injection site. Recently, Marichal et al. have shown that genomic DNA released by dying host
cells mediates adjuvant activity in vivo, and the adjuvanticity of alum is partially attenuated when
extracellular DNA is digested by treatment with DNase [ [156]. Kool ef al. previously described a
role for uric acid released from dying host cells in mediating the immunostimulatory effects of alum.
Recruitment of innate immune cells such as neutrophils and inflammatory monocytes, as well as T
cell priming and humoral immunity, is abrogated in response to alum when uric acid is degraded by

the enzyme uricase [78, 157].

There is currently very little known about the target cells, receptors and signalling pathways targeted
by alum. However, a recent report has proposed that alum does not engage a specific cell surface
receptor, but rather binds exclusively to plasma membrane lipids on the surface of DCs. Alum
induces lipid sorting which subsequently activates a spleen tyrosine kinase (SYK) and
phosphoinositide 3-kinase (PI3K)-mediated abortive phagocytic response, thus promoting antigen

uptake. Interestingly, alum is not phagocytosed by DCs [158].

The oil-in-water emulsion MF59 was licensed for a flu vaccine formulation (Fluad) in Europe in
1997, 71 years after the discovery of the adjuvant properties of alum. Fluad combined MF59 with the
two most prominent influenza antigens, hemagglutinin (HA) and neuraminidase (NA). Indeed, MF59
was only approved for use in humans after extensive clinical trials involving upwards of twenty
thousand subjects. This adjuvant was developed by Chiron Corp which was acquired by Novartis in
2006. The oil component of MF59 is squalene which is derived from shark liver oil but is also
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present in human sebum and is a naturally occurring precursor of cholesterol. Squalene droplets are
stabilised in a thermodynamically unfavourable hydrophilic environment through addition of two
non-ionic surfactants, Polysorbate 80 (Tween 80) and sorbitan triolate (Span 85). The squalene
droplets exist at sizes ranging from 10-200 nanometres (nm). MF59 induces functional and
protective humoral immunity, and can also mediate powerful T cell responses to several different

types of antigens [159-163].

As in the case of alum, the mechanism of action of MF59 remains unclear. However,
immunofluorescence studies have established that MF59 promotes antigen uptake by DCs following
intramuscular injection. More specifically, antigen co-administered with MF59 localises to vesicular
organelles more efficiently than antigen administered alone [164]. However, MF59 does not seem to
promote a depot effect, as antigen localisation and clearance from the injection site are not altered by
MF59. Indeed, 4 hours after intramuscular injection of fluorescently-labelled MF59 into mice, only
36% of the injected MF59 can be found in the muscle. Furthermore, antigen is cleared from the site

of injection independently of MF59 [165].

Intramuscular administration of MF59 also promotes an influx of macrophages into the site of
injection, and this process is partially dependent on CCR2 [166]. In support of this, MF59 has
recently been shown to directly stimulate human macrophages, monocytes and granulocytes to
secrete chemokines such as CCL2, CCL3, CCL4 and CXCLS. Interestingly, these chemokines
further recruit macrophages and granulocytes which can phagocytose both antigen and adjuvant and
transport them to the draining lymph nodes [167]. Consequently, the mechanism of action of MF59
has been postulated to involve chemokine-dependent immune cell recruitment into the injection site
and subsequent chemokine release by these infiltrating cells, thus driving a positive feedback loop
increasing the number of immune cells at the injection site. This increases the probability of an APC
encountering antigen at the site of injection and therefore improves transport of antigen to secondary
lymphoid organs, thereby enhancing T cell priming [168]. Moreover, MF59 also promotes the
differentiation of human monocytes towards DCs as measured by downregulation of the monocytic
marker CD14 [152]. Considering the role of DCs as professional APCs and key mediators of T cell
priming, an increase in the number of these cells at the injection site may enhance the magnitude of

the immune response to MF59.

The immunostimulatory effects of MF59 have been shown to be independent of the NLRP3

inflammasome. However, the TLR adaptor protein myeloid differentiation factor 88 (MyD88) and
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the inflammasome adaptor protein apoptosis-associated speck-like protein containing a caspase
activation and recruitment domain (ASC) are both crucial for MF59 adjuvanticity [169-170]. In
addition to these findings, Hui ef al. have demonstrated that both IL-4 and STAT-6, but not [FN-y,
are important for MF59 function [171], although further work is required to identify a specific

receptor for this adjuvant.

Another emulsion with significant immunopotentiating ability is Freund’s adjuvant which is the most
commonly used adjuvant for experimental work. However, Freund’s adjuvant is not used in clinical
settings due to its unacceptable safety profile. The discovery of Freund’s adjuvant was based on an
observation by Jules Freund that the sera of pigs that had received heat-killed mycobacteria in
paraffin oil contained high anti-mycobacterial antibody titres. Essentially, Freund had discovered
that adding paraffin oil to heat-killed mycobacteria resulted in unprecedented immunostimulatory
effects. When mixed with an aqueous solution, Freund’s adjuvant forms a water-in-oil emulsion. The
oil present in the preparation is paraffin oil and the surfactant used to stabilise water droplets in this
thermodynamically unfavourable hydrophobic environment is mannide monoleate. Complete
Freund’s adjuvant (CFA) contains heat-killed mycobacteria, whereas incomplete Freund’s adjuvant
(IFA) lacks this component. CFA promotes a Thl response primarily owing to recognition of
mycobacterial components by PRRs present on the surface of APCs, thus resulting in APC activation
and secretion of the Thl-polarising cytokine IL-12. However, IFA can initiate a Th2-skewing
immune response. Despite being powerful adjuvants, the mechanism underlying the actions of CFA

and IFA, similarly to alum and MF59, remain elusive.

Indeed, adjuvants have long been postulated to kick-start the immune system in response to co-
administered antigen. However, this particular scenario brings attention to a long standing
immunological puzzle. How exactly is an immune response initiated? More specifically, which
stimuli are responsible? One crucial step in the initiation of innate and indeed adaptive immunity is
recognition of dangerous situations. In order to combat infection, the host must first recognise the
presence of an invader. However, exactly how do innate sentinel cells recognise harmful stimuli? For
the past 18 years, the ‘stranger model’ and the ‘danger model’, two separate models of immune

activation with very different principles, have competed in an attempt to resolve this important issue.
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1.6 - The Stranger Model

It is widely believed that the immune system responds to ‘foreignness’. The so-called stranger model
is a theory essentially built upon major advances in immunology that provide it with solid
foundations. The story began in 1959 with the initial ‘self-nonself model” (clonal selection) proposed
by Burnet. In this model, Burnet described the idea that each lymphocyte (B cell) expresses many
copies of a single surface receptor specific for a foreign entity. In order to ensure that effector
responses are directed only against non-self, Burnet incorporated Lederberg’s theory that
lymphocytes expressing self-reactive surface receptors are deleted early in ontogeny [172]. This
model was supported by Medawar and colleagues who showed that adult mice would accept foreign

skin grafts if they had been injected with donor cells when very young [173].

Burnet’s original self-nonself model of immune activation was expanded in 1970 by Bretscher and
Cohn. B cells had since been shown to hypermutate their surface receptor, thereby increasing
antigen-specific receptor diversity. However, hypermutation could also generate potentially self-
reactive lymphocytes. Bretscher and Cohn soon realised that the likelihood of developing
autoimmune disease would be reduced considerably if immune activation required the contribution
of two cells, and they subsequently proposed the ‘associate recognition model’ in which they
describe the existence of a new helper cell (later identified as a T cell) and a new signal (help)
provided by this cell. Bretscher and Cohn proposed that the B cell would die if it recognised antigen
in the absence of help provided by a helper cell also activated by antigen [174]. This model was
expanded further in 1975 by Lafferty and Cunningham who added another cell and another signal to
the equation. These additions were a direct result of the discovery that T cells respond more
vigorously to cells of their own species than to cells of another species. To address this issue,
Lafferty and Cunningham proposed the idea that T cell activation is not achieved solely by
recognition of antigen, but also requires a second signal (costimulation) provided by another cell
(APC), and that this signal is species specific. Indeed, T cell activation in the absence of

costimulation would lead to tolerance [175].

In 1989, Charles Janeway hypothesised that APCs possess their own unique form of self-nonself
discrimination. He proposed that APCs express a family of receptors called PRRs that recognise
evolutionarily conserved motifs called pathogen-associated molecular patterns (PAMPs) that are
only present on microbes. Upon recognition of PAMPs, quiescent APCs become activated and begin

to upregulate costimulatory molecules and process microbial antigens and present them to T cells in
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secondary lymphoid organs, thus initiating adaptive immunity. Therefore, Janeway hypothesised that
PAMP recognition by PRRs induces APC activation and thus enables discrimination between
‘infectious-nonself” and ‘noninfectious-self” [176]. Indeed, this ‘infectious-nonself model’ has long
been referred to as the stranger model and has received much support since the discovery of PRRs

[177].

1.7 - PRRs

PRRs sense a limited range of evolutionarily conserved motifs expressed by pathogens which are
essential for the survival of the pathogen and thus cannot be mutated in an attempt to evade innate
immune recognition. The conserved motifs recognised by PRRs are referred to as PAMPs and
recognition of PAMPs by PRRs stimulates complex signalling cascades culminating in the onset of
innate immunity. PRRs are expressed primarily by cells at the front line of the innate immune
defence system, including monocytes, macrophages, DCs, neutrophils and epithelial cells. PRRs can
currently be subdivided into four separate families depending on their cellular localisation and ligand
recognition potential; TLRs, retinoic-acid-inducible gene (RIG)-I-like receptors (RLRs), C-type
lectin receptors (CLRs) and nucleotide-binding oligomerisation domain (NOD)-like receptors

(NLRs).

1.7.1 - TLRs

TLRs are the best characterised subset of PRRs and are crucial for optimal antimicrobial immune
function. TLRs are characterised by the presence of N-terminal leucine rich repeats (LRRs) in the
ectodomain and a transmembrane region followed by a C-terminal cytoplasmic Toll/interleukin-1
receptor (TIR) domain [178]. Currently, ten and twelve functional TLRs have been discovered in
humans and mice respectively. TLR1-TLR9 are conserved between both species, TLR10 is non-
functional in mice due to a retroviral insertion, while TLR11-TLR13 have been removed from the

human genome.

Early studies of the pathogenesis of Gram-negative septic shock implicated both lipopolysaccharide
(LPS)-binding protein (LBP) and CD14 in this disease. LBP was believed to function as an opsonin

for LPS while CD14 could serve as an opsonic receptor for LBP-LPS complexes. However, further
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studies concluded that CD14, despite the presence of multiple extracellular LRRs, failed to convey a
transmembrane signal following ligand binding [179]. Thus, it was hypothesised that LBP-
LPS/CD14 complexes could recruit a further receptor capable of communicating the ligand-binding
activation signal across the membrane of the cell. The search for this elusive LPS-responsive

receptor was relatively unsuccessful before the seminal discovery of human Toll.

The discovery of TLRs began with an important observation by Jules Hoffmann that Drosophila Toll
(dToll), a Drosophila fruit fly protein involved in dorso-ventral polarity during embryogenesis, also
plays a crucial role in anti-fungal defence in the adult Drosophila. Indeed, Drosophila expressing a
mutated dToll are susceptible to infection by fungi [180]. Following on from this discovery, Charles
Janeway and colleagues identified a human homologue of dToll, originally coined human Toll and
subsequently termed TLR4 [181]. A constitutively active TLR4 mutant expressed in the THP-1
monocytic cell line induced expression of proinflammatory cytokines and chemokines involved in
the modulation of innate immunity, as well as upregulation of costimulatory molecules required for
adaptive immunity [181]. Soon afterwards, Bruce Beutler identified TLR4 as the receptor for LPS.
Two particular mouse strains, C3H/HeJ and C57BL10/ScCr, were known to be hyporesponsive to
LPS. Beutler and colleagues found mutations in the 7/r4 gene in these strains. More specifically, a
point mutation in the cytoplasmic portion of TLR4 in the C3H/HeJ strain resulted in an amino acid
substitution from proline to histidine [182-183] which has since been shown to result in defective
TLR4 signalling [184]. Furthermore, a chromosomal deletion in the TLR4 genomic locus of
C57BL10/ScCr mice was discovered, thus rendering these mice TLR4 null [182-183]. In support of
these findings, Shizuo Akira’s group generated TLR4-deficient mice which were subsequently
shown to be LPS hyporesponsive [184]. Indeed, the long sought after receptor capable of interacting
with LBP/CD14 complexes and the more recently identified myeloid differentiation protein (MD)-2,
which is a secreted protein that binds to the extracellular domain of TLR4 and increases LPS
responsiveness, had been identified as the first member of the TLR family. Subsequent studies
identified a series of receptors structurally related to TLR4 [185-188], thus giving rise to the TLR

family.

The TLR family can recognise a limited range of evolutionarily conserved PAMPs, with each TLR

recognising a specific PAMP or group of PAMPs. TLR2 recognises a range of components derived

from bacteria, mycoplasma, fungi and viruses, particularly peptidoglycan-derived lipoproteins from

Gram-positive and Gram-negative bacteria [189-191], lipoarabinomannan from mycobacteria [192]

and zymosan from fungi [193]. TLR2 senses its ligands by forming a heterodimer with either TLR1
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or TLR6, thus recognising distinct ligands in the form of triacyl or diacyl lipoproteins respectively
[194]. TLR4 is, as discussed above, the receptor for LPS, while TLRS recognises flagellin [195]
which is a protein component of bacterial flagella. TLRs also serve as sensors for nucleic acids.
TLR3 responds to double-stranded ribonucleic acid (dsSRNA) generated during viral replication and
is also involved in the recognition of polyinosinic polycytidylic acid (poly I:C), a synthetic analogue
of dsRNA [196]. TLR7 recognises the synthetic imidazoquinoline-like molecules imiquimod (R-
837) and resiquimod (R-848) [197], and also single-stranded ribonucleic acid (ssRNA) from RNA
viruses [198]. TLRS is very closely related to TLR7 and functional studies have shown that human,
but not mouse, TLR8 also senses R-848 and ssRNA [198-199]. Unmethylated cytidine-phosphate-
guanosine (CpG) motifs, which are rare in mammalian deoxyribonucleic acid (DNA) but abundant in

bacterial DNA and DNA viruses, are sensed by TLR9 [187] (Figure 1.5).

TLRs can be divided into two subgroups based on their location in the cell. TLR1, TLR2, TLR4,
TLRS and TLR6 are expressed on the cell surface, whereas the nucleic acid sensing members of the
family, namely TLR3, TLR7, TLR8 and TLR9, are located in endosomal and lysosomal
compartments (Figure 1.5). This facilitates effective recognition of pathogen-derived nucleic acids

following endocytosis and rupture of the pathogen and subsequent exposure of previously hidden

DNA and RNA.
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Figure 1.5 — Cellular distribution of TLRs and their respective ligands. TLRs can be expressed
on the cell surface (TLR1, 2, 4, 5 and 6) or intracellularly on endosomal compartments (TLR3, 7, 8
and 9). TLR2 senses its ligands by forming a heterodimer with either TLR1 or TLR6, thus
recognising triacyl or diacyl lipoproteins respectively. CD14 is glycosylphosphatidylinositol (GPI)-
anchored to the plasma membrane and, in conjunction with MD-2, facilitates sensing of LPS by
TLR4. TLRS is the receptor for flagellin, whereas ssSRNA is recognised by TLR7 and TLRS8. TLR3
and TLRY sense dsSRNA and unmethylated CpG motifs respectively. TLRs each possess an N-
terminal LRR domain and a transmembrane (TM) domain followed by a C-terminal cytoplasmic TIR

domain.
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Following recognition of a cognate ligand, different TLRs activate distinct TIR domain-dependent
signalling cascades, thus inducing separate gene expression profiles. The ability of TLRs to drive
unique signalling pathways is perhaps due to their respective ability to recruit different combinations
of TIR domain-containing TLR adaptor molecules. There are five different adaptor molecules;
MyD88, MyD88 adaptor-like (Mal), TIR-related adaptor protein inducing interferon (TRIF), TRIF-
related adaptor molecule (TRAM) and Sterile-alpha and Armadillo motif-containing protein (SARM)
[200] which was identified as the first TIR adaptor molecule to have an inhibitory role [201]. TLR
signalling can be divided into two separate pathways, the MyD88-dependent pathway and the TRIF-
dependent pathway.

The MyD88-dependent pathway is utilised by every member of the TLR family, with the exception
of TLR3. MyD88 possesses a TIR domain and a death domain (DD), and TLRs recruit MyD88
through TIR domain interactions [202]. Interestingly, TLR2 and TLR4 require MAL for recruitment
of MyD88 [203-204]. The MyD88-dependent pathway results in phosphorylation and activation of
IkB kinase (IKK)-B and also the mitogen-activated protein kinase (MAPK) pathway. The IKK
complex consists of IKK-a, IKK-B and nuclear factor-kB (NF-«B) essential modulator (NEMO), and
this complex proceeds to phosphorylate the NF-kB inhibitory protein IkBa, thus leading to its
subsequent degradation. This enables the transcription factor NF-kB to translocate into the nucleus
where it regulates the expression of proinflammatory cytokines and chemokines such as IL-6, IL-1,
TNF-a and IL-8. Activation of the MAPK pathway results in formation of the activator protein (AP)-

1 complex which also modulates expression of proinflammatory genes in the nucleus [28].

The MyD88-independent pathway, or the TRIF-dependent pathway, was discovered following an
important observation that MyD88-deficient cells retain activation of NF-kxB and MAPK, although
with delayed kinetics, and still upregulate costimulatory molecules in response to the TLR4 agonist
LPS [205-206]. A similar MyD88-independent pathway has since been identified downstream of
TLR3. Subsequent studies have shown that this pathway drives NF-kB, MAPK and IFN regulatory
factor (IRF)3 activation. Following binding of their respective ligands, TLR3 and TLR4 recruit TRIF
to the receptor complex [207]. TRIF recruitment by TLR4, but not TLR3, requires a second adaptor
molecule TRAM [208]. Interestingly, LPS induces TLR4 transport to the endosome together with
TRAM, whereas TLR3 is constitutively present in the endosome. TRIF has been shown to form part
of a multiprotein signalling complex along with TNF receptor (TNFR)-associated factor (TRAF)6,
TNFR-associated death domain protein (TRADD), the ubiquitin ligase Pellino-1 and receptor-
interacting protein (RIP)-1. This complex switches on TGF-B-activated kinase (TAK)l which
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subsequently activates NF-kB and MAPK pathways [177]. TRIF also promotes IRF3 activation and
this transcription factor can translocate to the nucleus, bind to DNA and promote expression of type I

IFNs, particularly IFN-f, which is crucial for antiviral immunity [209].

1.7.2 - RLRs

As discussed above, TLRs recognise viruses in endosomal and lysosomal compartments, essentially
sensing viruses that are present in the extracellular environment. However, most viruses replicate in
the cytosol. This gave rise to a hypothesis outlining the existence of a family of PRRs capable of
recognising cytoplasmic viruses. Indeed, this idea gained momentum when experiments revealed that
fibroblasts lacking both MyD88 and TRIF maintained expression of IFN-inducible genes following
RNA virus infection. Eventually, a family of RLRs were identified as cytoplasmic dsSRNA sensors

important for antiviral immunity.

The RLR family is composed of only three members; RIG-I, melanoma differentiated-associated
gene (MDA)S and laboratory of genetics and physiology (LGP)2. RIG-I and MDAS contain two N-
terminal caspase activation and recruitment domains (CARDs), a central DEAD box
helicase/ATPase domain, and a C-terminal ligand binding regulatory domain. LGP2 lacks CARDs
but possesses a helicase domain and a regulatory domain. RLR family members sense dsSRNA which
is generated by ssSRNA viruses during replication and is also present in the genome of dsRNA

viruses.

RIG-1 recognises short dsSRNA (<1kb) [210] and is particularly important for host defence to a range
of paramyxoviruses, including Newcastle disease virus, Sendai virus, Vesicular stomatitis virus,
Influenza virus and Japanese encephalitis virus [211]. The potency of the antiviral response initiated
by RIG-I is greatly enhanced by the presence of a 5° triphosphate end, although this feature is not
essential [212]. MDAS is a homologue of RIG-1 but instead recognises long dsRNA (>2kb) [211].
Indeed, poly I:C can be converted from an MDAS ligand to a RIG-I ligand by shortening of its
length by treatment with a dsSRNA-specific nuclease. MDAS senses a number of picornaviruses,
including Encephalomyocarditis virus, Theiler’s virus and Mengo virus [211]. Studies using mice
with a loss of function point mutation in LGP2, as well as LGP2 knockout (KO) mice, have reported
that LGP2 is a positive regulator of both RIG-I and MDAS5 [213], although its precise mechanism of

action is unclear.
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RIG-I and MDAS signal through a common CARD containing adaptor molecule, IFN-f-promoter
stimulator (IPS)-1 [214], which is expressed on the surface of mitochondria. IPS-1 activates TRAF3
[215] which subsequently induces type I IFN gene expression. IPS-1 also activates TRADD which
scaffolds with Fas-associated death domain (FADD) and caspase-8/-10 to drive NF-kB translocation

into the nucleus [215].

1.7.3 - CLRs

CLRs are an important family of PRRs which contain at least one carbohydrate recognition domain
that determines the carbohydrate specificity of the CLR [216]. CLRs predominantly sense mannose,
fucose and glucan carbohydrate structures, thus facilitating recognition of a diverse range of
pathogens. For example, viruses, fungi and mycobacteria can be recognised by mannose-specific
CLRs, helminths and bacteria are sensed by fucose-specific CLRs, and glucan-specific receptors
further recognise fungi and mycobacteria [217], thereby complementing other CLRs. Some CLRs are
capable of modulating TLR-mediated gene expression but possess no independent gene expression
capabilities of their own. Some good examples of these CLRs are DC-SIGN, blood DC antigen 2
protein (BDCA2), DC immunoreceptor (DCIR) and myeloid C-type lectin-like receptor (MICL)
[218]. Other CLRs, including DC-associated C-type lectin (dectin) 1, dectin 2 and macrophage-
inducible C-type lectin (Mincle) modulate gene expression independently of PRR signalling.
Carbohydrate-mediated activation of CLRs seems to modulate the activity of NF-kB, but very little
is known about the role of CLRs in AP-1 or IRF3/7 activation.

DC-SIGN senses a wide range of pathogens through mannose and fucose sensing, including
Mpycobacterium tuberculosis [219], Helicobacter pylori [220] and human immunodeficiency virus
(HIV)-1 [221]. Following mannose binding, DC-SIGN can modulate TLR-induced NF-kB activity
[222]. BDCAZ2 senses a currently unidentified ligand but has been linked with suppression of TLR9
signalling in the endosome [223]. DCIR and MICL contain an immunoreceptor tyrosine-based
inhibitory motif (ITIM) in their cytoplasmic tail and are known to recruit the phosphatases SH2-
domain-containing protein tyrosine phosphatase (SHP)1 or SHP2 following activation by unknown
ligands [224-225]. In the case of DCIR, recruitment of SHP1 or SHP2 leads to activation of a
currently unknown signalling cascade resulting in the inhibition of TLR8-mediated IL-12 and TNF-a
production in myeloid DCs and TLR9-mediated type I IFN secretion by pDCs [226-227].
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Downstream of MICL, SHP1 or SHP2 can activate extracellular signal-regulated kinase (ERK)
which leads to inhibition of TLR-induced IL-12 production by immune cells [228].

Dectin 1 is a prominent member of the CLR family and is capable of initiating its own signalling
cascade with functional effects independent of TLRs. Dectin 1 recognises f-1,3-glucan structures
expressed by a range of fungal pathogens including Candida albicans and Aspergillus fumigatus
[229]. Ligation of dectin 1 initiates three distinct signalling pathways which are very closely related.
The first pathway is characterised by the recruitment of SYK to a phosphorylated YxxL motif in the
cytoplasmic tails of two dectin 1 molecules. SYK facilitates the assembly of a downstream signalling
complex containing CARD9, BCL-10 and mucosa-associated lymphoid tissue (MALT)1 which
subsequently drives canonical NF-kB activation (p65/RELA) [230]. However, dectin 1 activation
also results in v-raf-1 murine leukemia viral oncogene homolog (RAF)1-mediated phosphorylation
of NF-xB. Finally, SYK can induce activation of the non-canonical NF-kB (p52/RELB) pathway by
sequential phosphorylation and activation of NF-kB-inducing kinase (NIK) and IKK-o..

Dectin 2 and Mincle are two additional receptors capable of signalling independently of TLRs.
Dectin 2 binds high mannose on a wide range of pathogens [231] while Mincle senses a-mannose
expressed by the fungus Malassezia [232]. Both dectin 2 and mincle complex with FcRy and
phosphorylation of the immunoreceptor tyrosine-based activation motif (ITAM) within this adaptor

molecule leads to recruitment of SYK [231, 233].

1.7.4 - NLRs

There are twenty-three members of the NLR family in humans and there are at least thirty-four NLR-
encoding genes in mice [234]. NLRs consist of a variable N-terminal domain which can be a pyrin
domain, a baculoviral inhibitory repeat (BIR) domain or a CARD, as well as a central NOD and a C-
terminal LRR domain. The LRR domain, in conjunction with the chaperones suppressor of G2 allele
of Skpl (SGT1) and heat shock protein (Hsp)90, is believed to fold back onto the NOD and retain
the NLR in an autorepressed but signalling competent conformation [235]. NLRs are cytosolic
sensors capable of recognising and responding to a range of pathogenic stimuli as well as

endogenous ‘self” molecules indicative of tissue injury.

Among the first members of the NLR family to be characterised were NOD1 and NOD2 which

recognise the peptidoglycan components y-D-glutamyl-meso-diaminopimelic acid and muramyl
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dipeptide respectively [236-237]. NOD1 and NOD2 both express N-terminal CARDs (Figure 1.6)
and receptor ligation induces oligomerisation and subsequent recruitment of RIP2 via CARD-CARD
interactions. RIP2 can then promote activation of NF-kB and AP-1, thus leading to upregulation of

proinflammatory gene expression.

Other NLR family members, principally NLRC4, NLRP1 and NLRP3, form crucial components of
cytosolic caspase-1 activation platforms called inflammasomes. Inflammasome activation results in
conversion of an inactive caspase-1 zymogen into a fully active caspase-1 tetramer composed of two
pl0 and two p20 subunits. The active form of the cysteine protease caspase-1 cleaves inactive pro-
IL-1B and pro-IL-18 into their respective mature forms which possess functional activity important
for both innate and adaptive immunity. The immature forms of IL-1f and IL-18 are upregulated by
NF-kB and are efficiently synthesised as a result of TLR activation. Thus, both TLRs and NLRs act
concomitantly to induce the synthesis, maturation and secretion of biologically active IL-1p and IL-
18. In some cases, inflammasome activation can directly influence cell viability in either a positive
or negative sense, depending on the stimulus. The NLR family member resident within a particular

inflammasome complex gives rise to the name of the inflammasome complex itself [238].

The NLRP1 inflammasome was the first caspase-1 activation complex of this nature to be identified
[239] and is known to sense Bacillus anthracis-derived lethal toxin [240]. NLRP1, like other NLRPs,
possesses an N-terminal pyrin domain. However, NLRP1 also boasts a C-terminal extension which
includes a function to find (FIIND) domain and a CARD (Figure 1.6), thus enabling NLRP1 to
recruit caspase-1 directly via CARD-CARD interactions [241]. NLRs, including NLRPI1, drive
caspase-1 activation by oligomerising and thus facilitating the induced proximity of caspase-1
molecules which results in autoactivation. The N-terminal pyrin domain of NLRP1 can also recruit
the adaptor protein ASC via pyrin domain interactions. ASC possesses a CARD which facilitates
caspase-1 recruitment and autoactivation. However, not surprisingly, ASC is not essential for

NLRP1-mediated IL-1p production but can augment this process significantly [241].

The NLRP3 inflammasome is probably the best characterised inflammasome and is composed of
NLRP3, ASC and caspase-1 (Figure 1.6). NLRP3 recruits ASC via pyrin domain interactions and
mediates caspase-1 activation and IL-1p secretion as described for NLRP1. Unlike the NLRP1
inflammasome, however, ASC is essential for this process [239]. NLRP3 senses a wide range of
stimuli such as the fungi Candida albicans and Saccharomyces cerevisiae [242], bacteria including

Listeria monocytogenes and Staphylococcus aureus [243], the bacterial pore-forming toxins
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nigericin, maitotoxin and aerolysin [243], as well as crystalline structures such as silica, asbestos
[244] and the commonly used adjuvant alum [245]. Furthermore, NLRP3 can also recognise a series
of cell constituents released by injured tissues such as adenosine triphosphate (ATP) [243],
monosodium urate (MSU) crystals and calcium pyrophosphate dihydrate (CPPD) crystals [246].
Interestingly, NLRP3 sensing of aerolysin leads to activation of sterile regulatory element binding

proteins (SREBPs) which promote cell survival [247].

NLRC4 senses a number of Gram-negative bacteria with type III or type IV secretion systems,
including Salmonella typhimurium [248], Shigella flexneri [249], Legionella pneumophila [250] and
Pseudomonas aeruginosa [251]. NLRC4 activation results in pyroptosis, a caspase-1-dependent form
of cell death which is characterised by cell lysis and secretion of IL-1B and IL-18 [252]. Salmonella
typhimurium and Pseudomonas aeruginosa both use type III secretion systems to form pores in the
cell membrane and deliver flagellin into the cytosol which is then sensed by NLRC4, while
Legionella pneumophila achieves the same feat using a type IV secretion system. However,
Legionella pneumophila-induced pyroptosis is also believed to require NAIPS5, a separate NLR
family member with an N-terminal BIR domain [253]. Interestingly, flagellin-deficient Pseudomonas
aeruginosa 1s still capable of stimulating NLRC4 [254], while Shigella flexneri, which also uses a
type III secretion system but is a nonflagellated bacterium, activates NLRC4 independently of
flagellin. Thus, there exist further unidentified NLRC4 ligands awaiting discovery. NLRC4 contains
an N-terminal CARD which enables direct interaction, recruitment and autoactivation of caspase-1
(Figure 1.6). The role of ASC in the NLRC4 inflammasome remains unclear. However, the current
consensus is that ASC is dispensable for NLRC4-mediated caspase-1 activation in response to
Legionella pneumophila, but maximal caspase-1 activation in response to Salmonella typhimurium

[255], Shigella flexneri [249] and Pseudomonas aeruginosa [251] requires ASC.
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Figure 1.6 — Structure of prominent NLR family members. NLR family members all consist of a
central NOD and a C-terminal LRR domain. NOD1 and NLRC4 both express a single N-terminal
CARD, whereas NOD2 expresses two N-terminal CARDs. NLRP1 and NLRP3 both possess an N-

terminal pyrin domain, but NLRP1 also expresses a C-terminal extension which includes a FIIND

domain and a CARD.
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The mechanism underlying inflammasome activation is unclear. NLRs, like TLRs, possess a C-
terminal LRR domain and have been hypothesised to directly recognise cytosolic ligands using this
domain [256]. However, inflammasome activators range from particulates to ATP and are hugely
diverse in structure. Therefore, it is unlikely that inflammasomes sense such a broad spectrum of
structurally distinct molecules using only a single recognition domain. However, it is conceivable

that inflammasome activation is mediated by a single stimulus generated by all of these molecules.

NLRP3 inflammasome activation by particulates such as silica, asbestos, MSU, CPPD and alum
requires uptake of these activators by phagocytosis [257]. Furthermore, this process also requires
lysosomal disruption following uptake and release of cathepsin B which is believed to induce
inflammasome activation [257]. However, pore-forming toxins do not require uptake into the cell to
initiate inflammasome activation [258]. Moreover, phagocytosis is not required for ATP-mediated
NLRP3 activation and instead involves ATP binding to the P2X7 receptor and triggering the
assembly of a pannexin pore [256, 259]. One event that is required for inflammasome activation and
is mediated by particulates, pore-forming toxins, ATP and all other known activators is potassium
efflux, although its precise role has yet to be defined [242, 244, 260-263]. The production of reactive
oxygen species (ROS) is another event common to many inflammasome activators and ROS have
been shown to be important for inflammasome activation [244, 264-265], possibly through activation
of the ROS-sensitive molecule thioredoxin-interacting protein (TXNIP) [266]. Despite these recent

advances, the processes driving inflammasome activation remain a focal point of research interest.

1.8 - The Danger Model

There are a number of ambiguities, unanswered questions and perceived deficiencies associated with
the concept that the immune system responds simply to ‘foreigness’. For example, why do we not
generate immunity against many antigens unless an adjuvant is co-administered? Why do we not
respond to commensal bacteria or food antigens in the GI tract? Why does the immune system fail to
eliminate tumours known to express tumour-specific antigens? Why are liver transplants rejected less
vigorously than heart transplants? Why do we generate autoimmunity? Moreover, our bodies are
constantly changing through puberty, pregnancy and ageing. Indeed, ‘self’ changes throughout life.
Why do mammalian females not mount immune responses against their foetuses or the male sperm
responsible for fertilisation? Moreover, why do these females fail to respond to newly lactating

breasts that produce milk proteins not previously expressed?
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Indeed, Janeway’s stranger model and the concept that we respond only to infectious nonself rather
than simply to anything that is foreign can account for some of these ambiguities. For example,
foetuses, sperm, food and milk antigens, tumours and peripheral antigens associated with puberty
and ageing are foreign entities not usually associated with microbes, and therefore the stranger model
can provide an explanation for the failure of the immune system to generate responses against these
entities. However, transplant rejection is characterised by a potent immune response against a foreign
body in the apparent absence of microbes. The stranger model cannot account for this scenario.
Furthermore, we generally fail to generate immunity against commensal bacteria, yet these bacteria
are known to express PAMPs capable of stimulating activation of innate immune sentinel cells.
Thus, in this setting we fail to respond to molecules that the stranger model defines as infectious.

Finally, why do we develop autoimmunity in the absence of microbial infection?

In 1994, in order to address the ambiguities associated with the stranger model, Polly Matzinger
proposed the danger model. This model postulates that the immune system responds specifically to
molecules associated with dangerous situations rather than those simply recognised as infectious or
foreign (Figure 1.7). More specifically, stressed, injured or dying cells associated with infection or
mechanical stress such as trauma are hypothesised to release specific endogenous molecules into the
extracellular milieu following loss of membrane integrity. These endogenous molecules, referred to
as ‘danger signals’, ‘alarmins’ or ‘damage-associated molecular patterns (DAMPs)’, can activate
APCs and induce robust innate and adaptive immune responses. Healthy cells retain membrane
integrity and therefore do not release endogenous danger signals, thus failing to activate the immune
system. Essentially, Matzinger proposes that the host tissue is in control of the immune system and
functions as the master regulator of both innate and adaptive immunity. The danger model
encompasses the idea that microbes that reside in mammalian host tissues but do not cause tissue
destruction will be tolerated by the host, whereas microbes that induce tissue damage and release of

danger signals will be rapidly eliminated [267].
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Figure 1.7 — The stranger model versus the danger model. The stranger model postulates that
APCs express PRRs that recognise evolutionarily conserved PAMPs present on microbial invaders.
In marked contrast to this, the danger model hypothesises that APCs sense potentially harmful
situations through recognition of endogenous danger signals, or DAMPs, released into the
extracellular milieu by damaged or necrotic cells following tissue injury. These molecules are
recognised by DAMP receptors present on the surface of APCs such as DCs. Interestingly, the
identity of some of these DAMP receptors may overlap with PRRs. Both the stranger and danger
models of immune recognition postulate that following recognition of PAMPs or DAMPs, an
immature DC upregulates surface expression of costimulatory molecules. The mature DC migrates to
the regional lymph node where it presents MHC-bound peptide to naive T cells in the presence of
costimulation, thus leading to the onset of adaptive immunity. Importantly, DCs can also secrete

cytokines in response to PAMPs and DAMPs that can polarise the adaptive immune response.
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The danger model can explain occurrances which contradict the stranger model. For example,
Matzinger’s model can account for transplant rejection in the absence of microbial stimuli.
Transplants cannot be performed without surgical or ischemic damage, thus initiating release of
endogenous danger signals which results in immune activation and destruction of the transplanted
organ. Furthermore, commensal bacteria do not cause tissue damage and in fact share a symbiotic
relationship with mammalian hosts, thereby explaining host tolerance to these bacteria. The danger
model also proposes that autoimmunity occurs as a result of defective phagocytic clearance of dead
cells. Thus, the immune system is functioning as normal by responding to danger signals, but in this

case to the detriment of the host [268].

The danger model is now becoming more than just a hypothesis. Following initial scepticism,
experimental evidence is now accumulating in support of this theory, thus making Matzinger’s
danger model a reality. The danger model can function either exclusively or in tandem with
Janeway’s stranger model. Some of the experimental evidence supporting the danger model includes
the discovery of the immunogenic potential of dead cells and also the identification of a number of

endogenous danger signals, including high mobility group box (HMGB)1 and uric acid.

1.8.1 - Necrotic cells

One of the earliest and most important reports demonstrating the immunostimulatory activity of dead
cells was performed by Gallucci and Matzinger in 1999. This landmark study first investigated
whether healthy syngeneic fibroblasts, or those rendered necrotic or apoptotic, could stimulate DC
maturation. Interestingly, necrotic cells induced DC maturation while both apoptotic and healthy
cells seemed to reduce the number of activated DCs below control levels. Gallucci and Matzinger
speculated that this calming effect may have been achieved through secretion of anti-inflammatory
cytokines by apoptotic and healthy fibroblasts, although this hypothesis was not tested any further.
OVA was co-injected subcutaneously into mice at the base of the tail together with healthy, necrotic
or apoptotic fibroblasts. One week later, these mice were challenged with OVA injected
intradermally into the footpad and 48 hours later the DTH response was measured. In support of the
in vitro data generated previously, necrotic cells were potent adjuvants, while apoptotic cells were
particularly inefficient and the low levels of priming they did achieve was hypothesised to be a direct

result of contaminating necrotic cells present in the preparation [269].
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Necrotic cells undergo a non-programmed form of cell death which is characterised by loss of
membrane integrity, thus facilitating the release of endogenous danger signals. However, apopotic
cells undergo a tightly regulated form of cell death in which membrane integrity is retained, theeby
preventing the release of endogenous immunomodulators into the extracellular milieu (Figure 1.£). A
subsequent study using co-injection of fluorescent microspheres and necrotic cells concluded that

necrotic cells can also enhance migration of DCs into secondary lymphoid organs [270].
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Figure from [271].
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Figure 1.8 — The immunogenicity of necrotic and apoptotic cells. Viable cells contain endogenous
DAMPs which are normally sequestered within the the cell. However, during necrosis, membrane
integrity is lost and these endogenous immunomodulators are passively released into the extracellular
environment where they are sensed by innate immune sentinels such as DCs. Following recognition
of DAMPs, innate immune cells initiate a proinflammatory response characterised by expression of
cytokines and chemokines. In contrast to necrosis, apoptotic cells retain membrane integrity and
therefore fail to release intracellular DAMPs. Innate immune cells engulf apoptotic cells by
phagocytosis and subsequently mediate an anti-inflammatory response. Importantly, apoptotic cells
can undergo secondary necrosis if they are not efficiently phagocytosed. Secondary necrotic cells

lose membrane integrity and drive similar proinflammatory responses to primary necrotic cells.
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Importantly, cells rendered instantly necrotic by freeze-thawing still induce robust inflammation
[272] and possess adjuvant activity when injected in vivo [269]. This observation suggests that the
alarmin properties of necrotic cells are derived from constitutively expressed pre-existing cellular

molecules released by a process not requiring energy.

The receptors involved in mediating immune responses to necrotic cells have not yet been fully
elucidated. Levy and collaborators reported a crucial role for TLR4 in the sterile inflammatory
response to trauma in the context of bilateral femur fracture. More specifically, TLR4-defective
C3H/HeJ mice demonstrate reduced systemic inflammation compared to wild-type mice as measured
by serum levels of IL-6 and IL-10 [273]. These results were supported by work carried out by Chen
et al. who showed that mice deficient in both TLR2 and TLR4 generated a weaker inflammatory
response than wild-type mice when injected with dead cells. However, the author’s noted that this
reduction was very modest indeed. Furthermore, there was no significant reduction in the
inflammatory response to necrotic cells in mice lacking any of the other TLRs tested. Interestingly,
IL-1 was shown to be important for this inflammatory response, although mainly as a secondary
mediator produced by CDI11b" macrophages following initial recognition of necrotic cells by

receptors not including the IL-1R [272, 274].

Apoptosis is a programmed and tightly regulated form of cell death characterised by chromatin
condensation and plasma membrane blebbing. This well-established process of cellular suicide
primarily occurs during physiological events such as elimination of cells during normal development
processes, removal of trophic factors and central and peripheral deletion of T and B lymphocytes.
Ultimately, apoptosis is usually associated with homeostatic events that do not represent a dangerous
situation to the host [275-276]. Thus, in these situations, an inflammatory response to apoptosis is
undesirable and does not usually occur. However, Torchinsky et al. have shown that innate immune
recognition of apoptotic cells infected with the rodent pathogen Citrobacter rodentium directs Th17
differentiation [85]. Moreover, apoptosis can also occur in response to viral infection. CTLs and NK
cells both recognise and respond to virally infected cells in a complimentary fashion. These immune
cells induce apoptosis of the virally infected target cell by secreting lethal granules containing

perforin and granzymes (Section 1.4.3) [126].

Granzymes are a family of serine proteases of which there are five members in humans (A, B, H, K
and M) and ten members in mice (A, B, C, D, E, F, G, K, M and N) [277]. However, it is unclear

why mice have so many granzymes relative to humans. Indeed, current understanding of the
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functions relating to most of the granzymes is poor, although it is clear that they promote apoptosis
through proteolysis of specific protein substrates within the target cell. The important physiological
role of granzymes is best outlined in studies using perforin-deficient mice. Given the crucial role of
perforin in trafficking granzymes into the cytosol of the target cell, perforin deficiency results in
complete loss of granzyme activity. Importantly, perforin-deficient mice have an increased risk of
tumour formation and experience severe defects in their immune response to viral infections [278].
Similar to other proteases, granzymes are initially synthesised as inactive zymogens. However, these
serine proteases acquire activity within cytotoxic granules when their short N-terminal domain is

excised following cleavage by another protease called dipeptidyl peptidase [ [279].

GzmB is the best characterised member of the granzyme family and and is one of the most abundant
granzymes present in cytotoxic granules [280]. This particular serine protease cleaves substrates after
aspartic acid residues [281] and has been shown to promote rapid apoptosis of target cells. Indeed,
GzmB-deficient CTLs exhibit significant defects in their abilty to induce caspase activation and
DNA fragmentation in target cells [133, 282], whereas GzmB-deficient mice are more susceptible to
mouse cytomegalovirus [283] and ectromelia virus [284] and have a reduced ability to clear tumours

[285].

[mportantly, in the context of viral infection, a proinflammatory response to apoptotic cell death may
in fact be beneficial. Therefore, it can be hypothesised that during CTL/NK Kkilling, processing of
intracellular constituents by granzymes, in particular GzmB, within the target cell may potentiate the
proinflammatory activity of these resident molecules and thus generate more powerful danger
signals. This may exacerbate proinflammatory immune responses if these danger signals are released
from secondary necrotic cells prior to clearance by phagocytes. It is also conceivable that CTLs and
NK cells, as well as other immune cells, may secrete granzymes into the extracellular space with the
ability to process molecules released from necrotic or secondary necrotic cells. In support of the
above hypothesis, circulating levels of GzmB are elevated in patients with RA and melioidosis [286-
287]. Moreover, GzmB has been shown to be expressed and secreted by a wide range of
proinflammatory immune cells not associated with cell killing, including pDCs [288], macrophages
[289], mast cells [290], basophils [291], B cells [292], platelets [293], keratinocytes [294], articular
chondrocytes [295] and breast carcinoma cells [296]. In addition, GzmB has also been shown to
elicit proinflammatory activity in vivo as GzmB-deficient mice are less susceptible to LPS-induced
mortality [297]. Given the link between GzmB and inflammation, in addition to the ability of non-
cytotoxic cells to secrete this particular serine protease, it is apparent that GzmB posseses
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immunostimulatory activity which is independent of its contribution to apoptosis. Therefore, GzmB
is a particularly attractive candidate protease for processing endogenous molecules and modulating
their immune activation capacity in a similar fashion to caspase-1-mediated processing of IL-1p

[298]. Ultimately, one of the objectives of this thesis is to identify novel GzmB substrates and to

assess their inflammatory potential as danger signals.

Indeed, a number of danger signals released directly and exclusively from damaged or necrotic cells
have already been proposed. These include HMGBI, uric acid, Hsps, extracellular matrix

degradation products and the endogenous cytokines IL-1 and IL-33.

1.8.2 - HMGB1

The high mobility group (HMG) proteins were discovered in 1973 in an attempt to characterise
specific modulators of gene expression. This group of non-histone, chromatin-associated nuclear
proteins take their name from their high mobility in electrophoretic polyacrylamide gels [299]. HMG
proteins can be subdivided into three families; HMGA, HMGB and HMGN. The HMGB family
consists of three members; HMGB1, HMGB2 and HMGB3, which share 80% sequence similarity
but are only partially redundant. HMGBI is expressed by almost every cell type except those lacking
a nucleus (e.g. erythrocytes) [300]. Structurally, HMGBI1 consists of 215 amino acid residues
constituting three separate domains; two DNA-binding domains referred to as ‘HMG box’ A (A box)
and “HMG box’ B (B box) which share only 20% homology, followed by a negatively charged C-
terminal tail [301-303] (Figure 1.10). Within the nucleus, HMGBI1 binds non-specifically to the
minor grooves of DNA and can induce bends in the helical structure, thereby facilitating interactions
between several regulatory protein complexes and DNA [304-306]. Most cells express a high copy
number of HMGBI1 (approximately one million molecules per cell) which illustrates the importance
of this protein. Indeed, HMGBI functions are essential for life as HMGB1-deficient mice die shortly
after birth with phenotypic features including small size, ruftled and disorganised fur, long hind paws
and absence of fat [307]. HMGBI is a highly conserved protein and shares 99% sequence similarity
among all mammals. In fact there are only two residue substitutions between human and rodent
HMGBI [308-309]. HMGB2 and HMGB3 are also strongly conserved proteins and are widely
expressed in embryos. However, this expression is downregulated during ontogenic development and
adults show a far more restricted expression pattern for HMGB2 and HMGB3 (bone marrow,
lymphoid tissues and testes) [310].
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In 1999, Tracey and colleagues first identified a role for HMGBI1 in the immune response. In an
effort to broaden the therapeutic window for treatment of sepsis and endotoxemia, they searched for
late mediators of these diseases. Macrophage-like RAW 264.7 cells secreted HMGBI1 16 hours after
LPS stimulation. This was much later than many of the classical proinflammatory cytokines; TNF-a
and IL-1 secretion peaked after 2 hours and 6 hours respectively. Furthermore, stimulation of
monocyte cultures with HMGBI1 induced secretion of a range of proinflammatory mediators
including TNF-a, IL-1f, IL-1a, IL-1 receptor antagonist (ra), IL-6, IL-8, macrophage inflammatory
protein (MIP)-1a and MIP-1fB. Immunisation of mice with LPS in an endotoxemia model resulted in
an increase in serum HMGBI1 16-32 hours later, and significant protection against lethality was
achieved after passive immunisation with anti-HMGBI1 antibodies [311]. HMGBI is a leaderless
protein and is therefore not secreted via the golgi/ER pathway. Instead, HMGBI is secreted by a
non-classical pathway, similar to [L-1. This involves acetylation of nuclear HMGB1 on many of its
forty-three lysine residues following stimulation with an inflammatory signal such as LPS, TNF-a or
[L-1. This acetylation process induces the accumulation of HMGBI in the cytosol and inhibits re-
entry into the nucleus. Cytosolic HMGBI is packaged by endolysosomes which subsequently fuse
with the plasma membrane and mediate HMGBI secretion into the extracellular milieu by an ATP-
dependent active process [312]. Further studies have determined that apart from monocytes and
macrophages, HMGBI is also actively secreted by pituicytes [313], enterocytes, [314], DCs, NK
cells [315] and hepatocytes [316].

In 2002, Scaffidi and collaborators demonstrated that proinflammatory HMGBI1 can also be
passively released from necrotic cells. Cells rendered necrotic by repeated cycles of freeze-thawing
released nuclear HMGBI into the supernatant and promoted secretion of TNF-a from macrophage
cultures. This was in stark contrast to apoptotic cells where HMGBI1 remained irreversibly bound to
DNA and failed to elicit proinflammaory responses [317]. Interestingly, apoptosis has been reported
to drive caspase-dependent oxidation of cysteine 106 by mitochondrial ROS within the HMGBI1 B
box domain which attenuates the proinflammatory capability of this protein [318]. Scaffidi and co-
workers demonstrated that necrotic wild-type fibroblasts induced much higher levels of TNF-a

secretion from macrophage cultures than necrotic fibroblasts deficient in HMGBI1 [317].

HMGBI has since been shown to play important roles in both innate and adaptive immunity (Figure
1.9). HMGBI stimulation of neutrophils induces NF-kB activation and secretion of proinflammatory
cytokines and chemokines [319], and also increases the migratory and adhesive function of these
cells [320]. Administration of low doses of HMGBI in mice causes fever, weight loss and
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piloerection, while injection of higher doses is lethal. Interestingly, these results are also evident in
LPS-resistant mice, suggesting that the in vivo effects of HMGBI1 are not mediated by TLR4 [311].
HMGBI! administered intratracheally promotes acute lung injury characterised by neutrophil
recruitment, lung edema and increased synthesis of pulmonary cytokines. Moreover, treatment of
mice with anti-HMGBI1 antibodies following intratracheal LPS administration reverses the
symptoms of lung injury [321]. Mice that undergo bilateral femur fracture after administration of
anti-HMGBI antibodies have lower serum levels of IL-6 and IL-10 than mice that receive a control
antibody, thus supporting a role for HMGBI in the robust inflammatory response to trauma [322].
HMGBI levels are elevated in the serum of patients with sepsis [311] and hemorrhagic shock [323],
and also in the synovial fluid of patients with RA [324]. Alarmingly, serum HMGBI levels in

patients with sepsis are higher in non-survivors than in survivors [311].

Various reports have suggested that HMGBI is also capable of regulating the adaptive immune
response. According to Messmer et al., HMGBI stimulates DC maturation and secreton of
cytokines [325]. Furthermore, Yang et al. found that HMGBI1 can switch DC chemokine sensitivity
from CCLS to CCL21, thus improving the ability of DCs to migrate to secondary lymphoid organs
[326]. In vivo, HMGBI increases IgG antibody titres directed against soluble antigens such as OVA

and also generates protective immunity against a highly tumourigenic lymphoma [327].

HMGBI can function as a chemoattractant for a vast number of different cell types, including all
inflammatory cells as well as cells which are important for wound healing and repair (e.g.
fibroblasts, endothelial and smooth muscle cells) [328] (Figure 1.9). Indeed, wound healing is an
important phase of the inflammatory response and HMGB1 seems to be intimately involved in this
process. Mesoangioblasts, which are essentially vessel-associated stem cells, proliferate in serum-
free medium containing HMGBI. Moreover, when injected into the general -circulation,
mesoangioblasts migrate into healthy muscle tissues where HMGBI-releasing beads have been
implanted [329]. Capogrossi and co-workers have also shown that HMGBI1 can promote cardiac

regeneration and recovery of function following myocardial infarction [330].
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Figure 1.9 — HMGBI1 mediates tissue repair and immunostimulatory functions. The nuclear
protein HMGBI can be actively secreted by immune cells such as monocytes (Mo) and macrophages
(Mo) in response to stimulation with microbes or proinflammatory cytokines. However, HMGBI1 can
also be passively released from damaged or necrotic cells following tissue injury. Extracellular
HMGBI is involved in numerous processes, including tissue repair and immune defence. HMGBI
induces secretion of proinflammatory mediators from immune cells and can also promote DC

maturation and Thl polarisation.
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Truncation studies have revealed that the B box domain is responsible for the immunomodulatory
effects of HMGBI1 (Figure 1.10). These observations are further supported by experiments using a
chemically synthesised B box. The B box retains the TNF-a-stimulatory activity of HMGBI1 in
cultured monocytes and is lethal when injected into mice. Furthermore, injection of anti-B box
antibodies protects against LPS-induced lethality in mice. In contrast, the A box seems to antagonise
HMGBI signalling. HMGB1-mediated TNF-a secretion by macrophage cultures is dose-dependently
inhibited by the A box, and experiments showing that the A box displaces ['*I]-HMGBI cell surface
binding indicate that the A box competes directly with HMGBI1 for binding to the HMGBI receptor.
Administration of the A box significantly increases survival in mice with cecal ligation and puncture

(CLP)-induced sepsis and LPS-induced endotoxemia [331].

1 A Box 79 89 B Box 163 186 215
(Antagonist Fragment) (Cytokine Inducing Fragment) Tail

89 «— 109 150 «— 183

Mgl peptide with RAGE-interacting area
cytokine activity

Figure 1.10 — Structure of HMGB1. HMGBI1 consists of 215 amino acids comprising three
separate domains; two respective DNA-binding domains (red) referred to as the A box and B box
domains followed by a negatively charged C-terminal tail (green). The blue boxes do not encode
functional domains. The receptor for advanced glycated end-products (RAGE)-interacting domain of
HMGBI is located between residues 150 and 183. The recombinant B box (90-176) is responsible
for the immunomodulatory effects of HMGBI1. The first twenty amino acids of the recombinant B
box (89-109) represent the minimal peptide required for cytokine activity. In contrast, the

recombinant A box (1-89) antagonises HMGBI signalling. Figure adapted from [332].
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RAGE binds HMGBI and signals downstream to activate NF-kB and MAPK, thus inducing
secretion of proinflammatory cytokines and chemokines [333-334]. RAGE is a member of the Ig
superfamily which possesses three extracellular Ig domains, a transmembrane domain and a
cytoplasmic segment with no homology to any other known signalling domain. RAGE is expressed
at low levels by most cell types and is also known to function as a receptor for advanced glycated
end-products (AGE) and S100 proteins [335]. However, ligand-binding studies have shown that
HMGBI1 binds RAGE with seven times greater affinity than S100 proteins or AGE [333]. Secretion
of TNF-a and IL-6 following stimulation with HMGB1 was reduced in RAGE-deficient

macrophages [336]. Furthermore, RAGE-deficient mice are less susceptible to sepsis [337].

Despite these observations, RAGE-blocking antibodies consistently fail to completely abrogate
cellular activation in response to HMGBI [336]. Therefore, it was hypothesised that receptors other
than RAGE might be involved in responding to HMGBI. Ultimately, two members of the TLR
family, TLR2 and TLR4, have been shown to play a role in HMGBI signalling. Macrophage cell
lines transfected with dominant negative constructs of TLR2 and TLR4 show decreased activation
following stimulation with HMGBI1 [338]. Thus, RAGE, TLR2 and TLR4 have all been implicated
in HMGBI signalling.

Recent studies have contradicted many of the above findings, however, demonstrating that a highly
purified form of recombinant HMGB1 (rHMGB1) fails to induce cytokine secretion from murine or
human macrophages. In contrast, rHMGBI1 can still recruit cells in support of its function as a
chemoattractant and can also promote tissue regeneration. Therefore, these studies propose that
rHMGBI1 can induce inflammation indirectly through recruitment of inflammatory cells [339].
Furthermore, the direct proinflammatory activity of HMGBI reported previously and described
above is likely to be a result of contamination with bacterial components as most of these studies
were carried out using rHMGBI1 derived from Escherichia coli (E. coli) expression systems. In
support of this, Chen et al. have reported that there is no significant difference in the magnitude of
the inflammatory response generated against necrotic HMGB1™" cells and necrotic HMGB1™" cells
in a sterile peritonitis mouse model [272]. However, the conclusion that HMGB1 possesses minimal
direct proinflammatory activity does not detract from other in vivo evidence pointing to its
importance in inflammation. For example, administration of anti-HMGB1 antibodies protects against
endotoxin-mediated lethality [311] as well as acute lung injury following intratracheal delivery of
LPS in mice [312]. Furthermore, the inflammatory effects of trauma are partly mediated by HMGBI1
[322]. In vitro, PAMP contamination of HMGBI1 cannot account for the ability of necrotic wild-type
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fibroblasts to promote higher levels of cytokine secretion from macrophage cultures than necrotic
cells deficient in HMGBI1 [317]. Based on these observations, many researchers now believe that
HMGBI is necessary but not sufficient to induce inflammation. In other words, HMGB1 may not

function as a composer of inflammation but is an integral member of the inflammatory orchestra.

Recent reports state that the chemoattractant and proinflammatory cytokine functions of HMGBI1 are
in fact mutually exclusive and can be separated based on the redox state of the protein. Specifically,
Venereau et al. demonstrate that the cytokine function of HMGBI is dependent on three respective
cysteine residues, C23 and C45 in the A box and C106 in the B box. For HMGBI to function as a
proinflammatory cytokine, C23 and C45 must form a disulfide bond whereas C106 must exist in a
thiol state (disulfide-HMGB1). However, fully reduced HMGBI1 containing all three cysteines in the
thiol state (all-thiol-HMGBI1) functions as a chemoattractant, whereas additional oxidation of
cysteines to sulfonates by ROS attenuates both activities. This observation may help to explain some
of the ambiguities and inconsistencies described above regarding the immunostimulatory potential of
HMGBI. There is a very real possibility that different results may have been obtained by different
research groups owing to the use of inconsistently defined forms of HMGBI1 with regard to the
oxidation state of the protein. In a cardiotoxin-induced model of muscle injury, all-thiol-HMGBI is
the dominant form of HMGBI in the extracellular milieu immediately after necrosis, whereas
disulfide-HMGBI appears after approximately 6 hours. Venereau et al. therefore postulate that all-
thiol-HMGBI is released early by necrotic cells in order to promote leukocyte recruitment.
Leukocytes then induce the production of disulfide-HMGBI either directly through secretion or
indirectly by oxidising extracellular HMGBI1 through ROS. This is supported by the observation that
THP-1 cells secrete disulfide-HMGBI1 in vitro, whereas the form of HMGBI1 found inside THP-1
cells is all-thiol-HMGBI. Finally, inflammation is resolved as HMGB1 undergoes terminal oxidation

by ROS [340-341].

HMGBI can also bind to PAMPs and other danger signals and synergise with these molecules to
induce an inflammatory response greater than that generated against either component alone [342].
For example, HMGBI1 specifically binds LPS by interacting with the lipid A moiety and can
subsequently disaggregate LPS from bacterial membranes and deliver this PAMP to CD14 in a dose-
dependent manner. Therefore, HMGBI1 can act in a similar manner to LBP and can consequently
increase the sensitivity of the TLR4-MD-2 complex to LPS. Indeed, monocytes stimulated with
HMGBI and LPS secrete higher levels of TNF-a than monocytes treated with LPS alone [343].
HMGBI also forms complexes with IL-1B, IFN-y and TNF-a which augments the
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immunopotentiating capacity of these respective cytokines [344]. Furthermore, TLR9 activation is
potentiated in the presence of HMGB1-DNA complexes as shown by increased production of IFN-a
by bone marrow-derived pDCs in response to these complexes than either component alone [345].
Surprisingly, HMGBI can also interact with TLR9 independently of DNA and may function as a
nucleic acid sensor [346]. Interestingly, during apoptosis HMGBI1 remains tightly bound to
nucleosomes. However, some HMGBI1 does in fact leak out of the apoptotic cell, particularly if the
cell proceeds to secondary necrosis [347], and much of this released HMGBI is complexed with
nucleosomes. Recently, HMGBI1-nucleosome complexes from secondary necrotic cells have been
shown to activate macrophages and DCs [348]. Furthermore, mice immunised with HMGBI-
nucleosome complexes develop anti-histone and anti-DNA autoantibodies, which are characteristic
of the autoimmune disease systemic lupus erythematosus (SLE). RAGE-deficient mice still produce

these autoantibodies, but mice lacking TLR2 or MyD88 do not [348].

A number of negative regulators of HMGBI signalling have been identified. For example, Hsp72
overexpression in macrophages inhibits secretion of HMGBI in response to inflammatory stimuli.
This is believed to occur as a result of intranuclear interactions between Hsp72 and HMGB1 [349].
Chen and co-workers identified the CD24-Siglec pathway as another inhibitory mechanism
regulating the function of HMGB1. CD24-deficient mice die rapidly in response to a sublethal dose
of acetaminophen which induces liver necrosis. Proinflammatory cytokine levels (e.g. TNF-a, IL-6
and MCP-1) were elevated in the serum of these mice. Further biochemical studies proved that
HMGBI1 associates with CD24, and that administration of anti-HMGB!1 antibodies ameliorates
lethality in CD24-deficient mice. Thus, it has been proposed that HMGBI recognition by CD24
suppresses the proinflammatory effects of the former protein. Siglec-G (Siglec-10 in humans) was
also identified as a binding partner for CD24 in mice. Indeed, acetaminophen-induced inflammation
was augmented in Siglec-G-deficient mice. Therefore, it is proposed that acetaminophen-induced
liver necrosis results in HMGBI release. HMGB1 subsequently promotes inflammation by initiating
signalling cascades downstream of RAGE, TLR2 and TLR4, and this inflammatory process is
dampened by HMGBI interaction with CD24 and Siglec-G [350].

1.8.3 - Uric acid

Uric acid is generated from xanthine by the catabolism of purines by the enzyme xanthine

oxidoreductase, and this reaction can be inhibited by the uric acid analogue allopurinol. Uric acid is
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present at very high concentrations both in the cytosol of cells and in the extracellular milieu and was
first identified as an endogenous danger signal by Shi et al. in 2003 following fractionation of the
cytosol from a fibroblast cell line by high-performance liquid chromatography (HPLC). Each
fraction was tested for its ability to potentiate CD8" T cell responses when co-injected with latex
beads attached to the HIV protein gp120. Interestingly, both a low molecular weight fraction of less
than 5 kilodaltons (kDa) and a high molecular weight fraction between 40-100kDa were shown to
augment cytotoxic T cell responses to the gp120 antigen. Shi and colleagues focused exclusively on
the low molecular weight fraction and quickly identified uric acid as the main component. Moreover,
uric acid was shown beyond doubt to be the active component of the low molecular weight fraction
when a highly purified preparation of this chemical was immunostimulatory, and uricase, an enzyme
that degrades uric acid, reduced the adjuvant activity of the active fraction. The highly purified form
of uric acid was also shown to promote CD8" T cell responses in TLR4-defective mice, thus ruling
out the possibility of LPS contamination. /n vitro, Shi et al. also reported that uric acid induced DC
activation in both wild-type and TLR4-null murine bone marrow-derived DCs (BMDCs) as
measured by upregulation of costimulatory molecules. Surprisingly, uric acid stimulated DC
maturation even more potently than LPS. Interestingly, the active component of the high molecular

weight fraction with adjuvant activity identified in this experiment remains unknown.

Shi and colleagues also showed that uric acid is biologically active only when it forms microcrystals
called MSU crystals. This may seem surprising but is in fact an evolutionary masterstroke by the
immune system. Uric acid is present in the extracellular fluid at near-saturating concentrations and if
the immune system were to recognise this compound directly then it would constantly promote
inappropriate responses, causing extensive collateral damage to the detriment of the host. However,
the near-saturating levels of uric acid in the extracellular fluid become excessive and begin to
crystallise when intracellular uric acid is released by necrotic cells and comes into contact with the
high levels of free sodium in the extracellular milieu, thus leading to MSU crystal formation which

alerts the immune system to a potentially dangerous situation [351].

Gout is an acute form of arthritis characterised by spontaneous periodic inflammation in joints and
periarticular tissues of individuals with hyperuricemia. MSU crystals were first linked with gout over
200 years ago and were shown to contribute to the pathogenesis of this disease in 1899. However, it
is only in recent years that the mechanisms underlying MSU crystal-induced gouty inflammation
have been unravelled to some extent. In 2006, Martinon ef al. demonstrated that MSU crystals can
activate the NLRP3 inflammasome, thus promoting IL-1p secretion and subsequent inflammation
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[246]. At the same time, Chen et al. were able to show that when injected into the peritoneal cavity
of mice, the ability of MSU crystals to promote gouty inflammation was compromised in the absence
of the IL-1R. Specifically, neutrophil recruitment was reduced by approximately 85% and this was
accompanied by a decrease in neutrophil chemoattractants KC and MIP-2, as well as IL-1p.
However, it was shown that MSU crystals do not signal directly through the IL-1R. Rather, these
crystals stimulate CD11b" macrophages to produce IL-1 via an unknown mechanism, possibly
NLRP3 inflammasome activation, although the IL-1R does not seem to be involved in this initial
synthesis of IL-1. However, the IL-1R is important on non-hematopoietic cells which appear to bind
IL-1 and respond by secreting a plethora of neutrophil chemoattractants. However, the identity of the

key target cell of IL-1 remains elusive [274, 352].

MSU crystal-induced gouty inflammation is not reduced in the absence of TLRs [352]. Indeed, this
study disproves earlier reports that uric acid stimulates robust inflammation through TLR2 and TLR4
[353]. Despite extensive research, an MSU-specific receptor has yet to be identified. However, Shi et
al. have demonstrated that similarly to alum, MSU engages cholesterol in the plasma membrane of
DCs and induces lipid sorting [354]. Another source of MSU-induced inflammation is through the
activation of both the classical and alternative complement pathways to yield C3a and C5a, as well

as membrane attack complexes [355-357].

Using Tg mice which have reduced intracellular and/or extracellular uric acid levels, Kono et al.
have only recently confirmed that uric acid is indeed an important danger signal in promoting cell
death-induced inflammatory responses in vivo. Acetaminophen-induced inflammation in the liver, as
measured by myeloperoxidase activity, was markedly decreased in Tg mice compared to wild-type
mice. Similar results were achieved following i.p. injection of recombinant uricase and also by

blocking synthesis of uric acid using allopurinol [358].

In summary, uric acid appears to be a genuine endogenous danger signal with immunostimulatory

activity in vivo completely independent of PAMP contamination.

1.8.4 - Hsps

Hsps are evolutionarily highly conserved chaperone molecules found in all prokaryotes and
eukaryotes. Hsps facilitate folding of nascent polypeptides and are responsible for protein protection

from denaturation or aggregation and transport through membrane channels. Hsps can be divided
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into ten families, with each family consisting of between one and five closely related members which
are either constitutively expressed or upregulated under stressful conditions. Structurally, Hsps are
comprised of an adenine nucleotide-binding domain that binds and hydrolyses ATP, and a peptide-

binding domain that binds hydrophobic residues exposed by target proteins.

Hsps have been postulated to be immunostimulatory for many years, both in cross-presentation of
antigen and also directly as endogenous danger signals. Indeed, Hsps were the first large family of
endogenous danger signals identified and are released by stressed, infected, necrotic and tumour
cells, thus meaning that Hsps become accessible to innate immune sentinel cells in the extracellular
environment during dangerous situations. However, as we will see below, the function of Hsps as
alarmins acting directly on the immune system remains unclear owing to potential PAMP and more

specifically endotoxin contamination.

In 1986, Srivistava and colleagues demonstrated the immunogenic potential of Hsps when they
reported that immunisation of mice with tumour-derived glycoprotein (gp)96 resulted in specific
antitumour immunity sufficient for tumour rejection [359]. Interestingly, various other Hsps
including cytosolic Hsp70 and Hsp90 were also shown to have immunostimulatory potential.
Furthermore, subsequent studies proved that Hsps were able to prime specific antitumour immunity
because of their ability to bind tumour-derived antigenic peptides and target these peptides to APCs
[360-361]. APCs have since been shown to internalise Hsp-peptide complexes by receptor-mediated
endocytosis in a process dependent on CD91 [362-363]. This facilitates transport of the antigenic
peptides into the MHC I presentation pathway, thus initiating CTL responses [360-361].

Hsps have also been shown to act directly on the immune system as danger signals independently of
their ability to bind peptides. Hsp60, Hsp70, Hsp90 and gp96 have all been shown to possess
immunostimulatory potential in a significant number of different studies. All of the aforementioned
Hsps have been reported to stimulate DC activation as measured by maturation and secretion of
proinflammatory cytokines such as IL-1, IL-6, IL-12 and TNF-a [364-367], and also to induce
macrophage activation [366, 368-370]. Cohen-Sfady and colleagues claim that Hsp60 can promote B
cell proliferation, upregulation of costimulatory molecules and also secretion of IL-6 and IL-10
[371], while Multhoff et al. have shown that Hsp70 can stimulate proliferation and cytolytic activity
of NK cells [372]. The eftects of Hsp60, Hsp70 and gp96 are mediated predominantly by TLR4,
although a role for TLR2 has also been proposed [367, 373-374]. TLR4-defective APCs derived
from C3H/HelJ mice fail to respond to Hsp60 [375], Hsp70 [376] or gp96 [367]. Interestingly, these
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Hsps have been shown to activate NF-kB in a MyD88 and TRAF6-dependent manner [367, 373-
374], similar to the signalling cascade initiated by recognition of LPS.

Interestingly, studies using Hsps purified from eukaryotic tissue also provide support for these
molecular chaperones as danger signals. Hsp70, Hsp90 and gp96 purified from human liver stimulate
DC and macrophage activation [365, 377]. Furthermore, Hsp60 can induce the secretion of IFN-a
which is important for enhanced T cell activation [378-379].

The fact that Hsps and LPS share the same receptor and downstream signalling cascade in innate
cells has been met with much scepticism, and it is becoming increasingly evident that the alarmin
properties of Hsps are in fact mediated by endotoxin contamination. Many of the studies that propose
immunostimulatory functions for these proteins use recombinant Hsps derived from E. coli
expression systems which may have contained residual contaminating LPS. Moreover, control
studies used to eliminate the possibility of LPS contamination in these samples have since been
shown to be inefficient and unsuitable. These controls include use of the limulus amoebocyte lysate
chromogenic endpoint (LAL) assay to determine contaminating LPS concentrations, use of the
antibiotic polymyxin B (PmB) to sequester LPS and prevent interaction with TLR4, and the use of
heating to inactivate proteins but not LPS. However, the LAL assay is rendered ineffective in the
presence of molecules that bind LPS. For example, LBP completely inhibits the ability of LAL to
detect LPS [380]. The LAL assay also fails to detect lipopeptide contaminants which is a serious
concern since various studies have elucidated a role for TLR2 in response to Hsps. PmB fails to
eliminate the possibility of LPS contamination as this antibiotic does not completely inhibit the
signalling of LPS-contaminated Hsps [381], raising the possibility that molecules capable of binding
to LPS significantly reduce the efficacy of LPS sequestration by PmB. This theory is supported by
the observation that PmB fails to completely inhibit LPS signalling in the presence of soluble CD14
[382]. Finally, relying on the heat resistant properties of LPS to rule out contamination is also a
fallible control resulting in hugely misleading conclusions. Indeed, for a long time researchers have
boiled protein preparations assuming that the subsequent loss of immunostimulatory activity proved
the absence of contaminating LPS as this PAMP was believed to be heat resistant. However, in 2003,

Gao and colleagues demonstrated that LPS is in fact heat-sensitive [383].

DC activation is commonly used as a measure of the immunomodulatory potential of candidate
exogenous and endogenous molecules. However, candidate danger signals are commonly purified

from bacterial expression systems, particularly E. coli, and are frequently contaminated with
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bacterial PAMPs, especially LPS. Residual LPS contamination is a recurring theme and the potency
of LPS is not always fully appreciated. To address this, PmB is often used to neutralise
contaminating LPS. However, the limited capacity of this antibiotic to successfully block these

effects is neglected. Therefore, the first objective of this work is to determine the minimum LPS

concentration required to induce murine BMDC maturation and cytokine secretion and to

assess the ability of PmB to inhibit these processes.

In support of the scepticism surrounding Hsps and the controls used to address the issue of LPS
contamination, Wallin and colleagues noted that highly purified murine liver Hsp70 failed to
stimulate cytokine secretion from murine DCs even at concentrations as high as 300 micrograms per
millilitre (pg/ml). In contrast, a Hsp70 preparation contaminated with tiny levels of LPS induced
cytokine secretion at concentrations as low as 50 nanograms (ng)/ml, and these effects were not
inhibited by PmB and were also heat-sensitive [384]. In recent years, many reports have been
published which consistently outline the failure of highly purified Hsp molecules to stimulate
immune responses in the absence of contaminating PAMPs. Following on from the work of Wallin et
al. [384], Bausinger and colleagues demonstrated that highly purified recombinant human Hsp70
could not activate DCs [385], Gao et al. proved that the ability of commercially available
recombinant human Hsp60 [381] and Hsp70 [383] to induce TNF-a production in macrophages was
completely LPS-dependent, while Reed et al. reported that gp96-induced activation of NF-kB was
also LPS-mediated [386]. Significantly, these reports all confirmed that the Hsp under investigation
retained its molecular chaperone function following the rigorous purification procedures. Thus, the
lack of immunostimulatory activity displayed by these molecules was not due to denaturation or loss

of function.

Another layer of complexity in the Hsp story is added by the finding that Hsps can specifically bind
LPS and augment LPS-induced responses in vitro. In 1999, Hsp70 and Hsp90 were shown to
specifically bind LPS [387], and soon after human and murine Hsp60 were reported to do the same.
Importantly, an Hsp60 epitope responsible for LPS binding was identified, and antibodies specific
for this epitope disrupted binding of Hsp60 to LPS [388]. Soon after, a report emerged documenting
that when purifying gp96, fractions containing gp96 always contained much higher levels of LPS
than fractions lacking gp96, thus ascribing an LPS-binding role for gp96 which was later shown to
be dependent on the N-terminal domain of the protein [389]. Hsp binding to LPS serves to augment
LPS-mediated responses in vitro, thus potentiating the potency of this molecule. For example, LPS-
induced secretion of TNF-a by macrophages is enhanced significantly in the presence of
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recombinant Hsp60 and recombinant Hsp70 in a process entirely dependent on pre-incubation of
Hsps with LPS, and thus complex formation [390]. Stimulation of DCs with LPS in the presence of
gp96 also elicits synergistic effects as evidenced by an increase in costimulatory molecules as well as
IL-6 and IL-12 secretion compared to LPS alone. This effect is dependent on the N-terminal LPS-
binding domain of gp96 [389]. Based on these results, it is conceivable that Hsps may function in a
similar manner to LBP and therefore increase the sensitivity of the immune system to Gram-negative
bacterial infection by binding LPS and stimulating robust immune responses via TLR4. However, to

date there are no reports of Hsps bound to LPS in the circulation.

In order to truly establish the importance of Hsps as endogenous danger signals, it will be necessary
to test the effect of eliminating individual Hsps on the adjuvanticity and inflammatory potential of
dead cells. However, this feat will be very difficult to achieve considering the large number of
intracellular Hsps. Furthermore, given the crucial functions of these molecular chaperones, cells

lacking particular Hsps may not be viable.

1.8.5 - Extracellular matrix constituents

There is evidence supporting an alarmin function for several extracellular matrix constituents. For
example, fibronectin can promote chemotaxis for fibroblasts [391], endothelial cells [392],
neutrophils and monocytes [393]. It has also been reported by Gondokaryono et al. that the extra
domain A of fibronectin (FN-EDA) can stimulate bone marrow-derived murine mast cells (BMMCs)
to secrete TNF-a, IL-6 and IL-1p in a TLR4-dependent manner and can also induce joint swelling in
vivo [394]. Fibrinogen stimulates DC maturation [395] as well as cytokine and chemokine secretion
by monoruclear cells [396-397], whereas biglycan promotes the release of TNF-a and MIP-2 from
macrophages in a TLR2 and TLR4-dependent fashion. Elastin and collagen-derived peptides have
both beer linked with chemotaxis for neutrophils and monocytes [398-400], and elastin-derived
peptides can stimulate DC maturation [401]. However, the glycosaminoglycans heparin sulfate and
hyaluroni: acid as well as the gp tenascin-C are the most well-established and best characterised

danger signals within the extracellular matrix.
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1.8.5.1 — Heparan sulfate and hyaluronic acid

Heparan sulfate and hyaluronic acid are glycosaminoglycans that form part of the extracellular
matrix. Heparan sulfate is a polysaccharide which occurs as a proteoglycan and is ubiquitously
distributed on cell surfaces and extracellular matrices. Hyaluronic acid is a polysaccharide not found
as a proteoglycan but is distributed extensively in connective, epithelial and neural tissues. The
degradation products of both heparan sulfate and hyaluronic acid have been shown to function as

danger signals.

Injection of mice with heparan sulfate breakdown products results in robust systemic inflammation
[402]. In vitro, Kodaira have reported that heparan sulfate degradation products stimulate DC
activation as characterised by phenotypic maturation, reducted antigen uptake, increased
allostimulatory capacity and secretion of IL-1, TNF-a and IL-6 [403]. These immunostimulatory
effects are mediated by TLR4 [404]. Hyaluronic acid fragments induce activation of DCs and
endothelial cells in vitro [403, 405] and stimulate chemokine expression when injected in vivo,
particularly MIP-2 and KC [405]. Furthermore, small breakdown products of hyaluronic acid also
possess adjuvant activity as shown by their ability to augment OV A-specific T cell responses in vivo
[406]. Recently, Campo et al. demonstrated that these fragments also synergise with LPS to
potentiate cytokine secretion by murine chondrocyte cultures [407]. Hyaluronic acid is known to
bind to CD44 but this receptor does not seem to be important for the immunostimulatory activity of
hyaluronic acid breakdown fragments as these responses are intact in CD44-deficient mice [408].
Consequently, many studies have reported a role for TLR4 [405, 409] and to a lesser extent TLR2
[406] in regulating the alarmin activity of these fragments. Despite these encouraging studies
describing alarmin activity for degradation products of heparan sulfate and hyaluronic acid, caution
must be warranted given that these molecules signal through TLR4, a receptor notorious for
signalling in response to LPS contamination. These concerns are heightened by the finding that
highly purified pharmacological-grade hyaluronic acid fragments fail to induce NF-kB activation or

cytokine secretion in murine macrophages [410].

1.8.5.2 — Tenascin-C

Tenascin-C (encoded by Tnc) is an extracellular matrix gp with alarmin properties. This gp consists

of an oligomerisation domain, epidermal growth factor-like repeats, fibronectin type Ill-like repeats
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and a fibrinogen-like globe (FBG) [411]. In most healthy adult tissues, very little tenascin-C is
expressed. However, expression of this glycoprotein is transiently upregulated during acute
inflammation and is persistently elevated in chronic inflammation [412]. In 2009, it was
demonstrated that tenascin-C is capable of sustaining inflammation in arthritic joint disease. Using a
methylated bovine serum albumin (BSA)-induced mouse model of erosive arthritis similar to human
RA, Midwood et al. reported no significant difference in cell infiltration or synovial thickening
between wild-type and Tnc” mice after 24 hours. However, Tnc”™ mice were protected from
sustained inflammation and joint destruction over the course of 7 days. Thus, tenascin-C does not
appear to initiate joint inflammation but does seem to play a crucial role in maintaining this process.
Midwood et al have also reported that the immunostimulatory activity of tenascin-C is restricted to
the FBG domain and is mediated by TLR4. FBG is capable of inducing proinflammatory cytokine
release from synovial membrane cultures from patients with RA, and can also upregulate secretion of
IL-6, IL-8 and TNF-o by primary human macrophages and IL-6 synthesis in synovial fibroblasts. In
addition, intra-articular injection of wild-type mice with FBG promotes joint inflammation.
Interestingly, FBG and LPS have different co-receptor requirements as FBG-mediated cytokine
production is independent of both CD14 and MD-2 [413]. However, Kanayama et al. have also
reported a role for ag-integrin in the activation of myeloid cells by the third fibronectin type IlI-like

repeat of tenascin-C [414].

Using an experimental sepsis model, Piccinini ef al. have shown that tenascin-C also plays a key role
in regulating the inflammatory response to LPS in vivo. Circulating levels of tenascin-C were
elevated in wild-type mice following injection with LPS, peaking after 90 minutes. Moreover, septic
Tnc”™ mice exhibited lower levels of circulating TNF-o compared to wild-type mice. However, this
effect was reversed following allogeneic transplantation of bone marrow from wild-type mice.
Interestingly, Tnc”™ mice failed to produce HMGBI in response to LPS, thus suggesting that
tenascin-C modulates LPS-induced TLR4 signalling upstream of both TNF-a and HMGBI.
Following stimulation with LPS, Tnc”™ bone marrow-derived macrophages (BMDMs) secreted
supoptimal levels of TNF-a and significantly increased levels of IL-10 compared to wild-type
BMDMs, thereby exhibiting an anti-inflammatory phenotype. However, there was no significant
difference in the expression of TNF-a or IL-6 mRNA between wild-type and Tnc” BMDMs, thus
suggesting that tenascin-C regulates LPS-induced cytokine synthesis at a posttranscriptional level.
Importantly, LPS potently induced microRNA (miR)-155 expression in wild-type BMDMs, an effect

which was inhibited in Tnc” BMDMs. There was also a positive correlation between expression of
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miR-155 and secretion of TNF-a, with LPS-stimulated Tnc”” BMDMs expressing low levels of miR-
155 and secreting suboptimal levels of TNF-a. Moreover, TNF-a secretion by LPS-stimulated Tnc””
BMDMs was restored by overexpressing miR-155, thereby confirming that tenascin-C modulates
LPS-induced secretion of TNF-a by upregulating expression of miR-155. However, it is not yet

known how tenascin-C modulates miR-155 expression [415].

According to Ruhmann et al., tenascin-C also has an important function in polarising the adaptive
immune response. BMDCs derived from wild-type and Tnc”” mice were stimulated with LPS and co-
cultured with CD4" T cells isolated from the spleen and lymph nodes of wild-type mice.
Interestingly, wild-type and Tnc”” BMDCs induced similar levels of IFN-y, IL-5 and IL-10 secretion
by CD4" T cells, but Tnc” BMDCs were less effective in their abilty to promote IL-17 synthesis.
Furthermore, in a methylated BSA-induced mouse model of erosive arthritis, wild-type mice
exhibited a significant increase in IL-17 in the knee joint which was absent in Tnc” mice. This trend
was also evident when measuring levels of the Th17 polarising cytokines IL-6 and IL-23 [416].
Ultimately, tenascin-C seems to play a crucial role in polarising Th17 responses which have been

shown to contribute significantly to the pathogenesis of RA [417].

Tenascin-C is an example of a model danger signal which is beyond repute. There is convincing and
robust in vitro and in vivo data to support its claim of being a bona fide alarmin capable of mediating
both innate and adaptive immunity and modulating the inflammatory profile of various pathogenic
conditions. However, as mentioned previously this is not always the case with endogenous danger
signals, which ultimately raises an important point. Many of these novel immunostimulatory
molecules, including the flagship danger signal HMGBI, tell contradicting stories and are never far
from the issue of TLR4 dependency and thus LPS contamination. It seems fair to conclude that
contamination is a serious concern with regard to reports in the literature ascribing
immunostimulatory activity to danger signals in vitro. However, LPS contamination certainly cannot
account for the immune activation capacity of many of these molecules in vivo. Indeed, in vivo data
supporting a number of danger signals is very strong and certainly confirms the existence of these
endogenous immunomodulators. It is also important to note that the TLR4 dependency of various
danger signals in vivo is not necessarily a major concern as TLR4 is likely to have numerous
functions and ligands in vivo which are distinct from its ability to recognise and respond to LPS.
Ultimately, it is important to note that although much scepticism surrounds the immunostimulatory
activity of danger signals in vitro, there is little doubt that these endogenous molecules have
significant credibility in vivo.

64



1.8.6 - IL-1 and IL-33

The IL-1 superfamily consists of eleven members: IL-1a, IL-1B, IL-1ra, IL-18, IL-33, IL-36a, IL-
36B, IL-36y, IL-36ra, IL-37 and IL-38 [418]. Each of the respective IL-1 family members share a
conserved C-terminal IL-1-like cytokine domain that facilitates folding of the protein into a 12-
stranded B-barrel conformation [419] (Figure 1.11). IL-1a, IL-1p, IL-18, IL-33, IL-36a, IL-36p and
IL-367 have all been reported to be proinflammatory, whereas IL-1ra, IL-36ra and IL-37 elicit anti-
inflammatory effects on the immune system [420]. The function of IL-38 remains unknown,
although it shares homology with IL-1ra and IL-36ra and has been shown to bind to the IL-1R [421].
Interestingly, only IL-1ra possesses a classical signal peptide and is secreted via the ER/Golgi

pathway. The mechanism of secretion for all other members of the IL-1 family remains unclear.

[t has been proposed that the potent proinflammatory cytokines IL-33 and IL-1a can be considered as
endogenous danger signals. IL-1 is a classic example of an inducible danger signal produced during
early stages of infection or sterile injury. IL-1 is produced in two different forms, IL-1a and IL-1B,
which bind and signal through the same IL-1R complex [422]. IL-1B is mainly produced by
monocytes and macrophages whereas IL-1a production is more diverse and is expressed by immune
cells as well as resident tissue cells such as keratinocytes and endothelial cells [423]. Both IL-1a and
IL-1B lack classical leader peptide sequences and are therefore not secreted by the ER and Golgi
apparatus [298, 424]. IL-1p is synthesised as a 31kDa precursor molecule (pro-IL-1f) that cannot
bind the IL-1R and is therefore biologically inactive [298, 424]. However, as discussed in Section
1.7.4, pro-IL-1B acquires biological activity following processing into a 17kDa mature form by
caspase-1 [298], thus eliciting a wide range of immunostimulatory effects such as fever [425].

Specifically, caspase-1 processes human IL-1p at aspartic acid (Asp)116 [426] (Figure 1.11).

IL-1a is also synthesised as a 31kDa precursor molecule. However, in contrast to pro-IL-1p, full-
length IL-1a can bind the IL-1R and is biologically active [298, 424]. IL-1a is predominantly cell-
associated and a portion of this cytokine localises to the plasma membrane [427]. However, IL-1a
also contains an N-terminal nuclear retention sequence (NRS) and possesses transcriptional
transactivating activity which can modulate gene expression and promote cell survival [428]. Full-
length IL-1a is susceptible to cleavage by calpain which is a membrane-bound cysteine protease that
requires calcium. Calpain processes human IL-1a at phenylalanine (Phe)118 and yields an 18kDa
processed form of this proinflammatory cytokine (Figure 1.11). However, in marked contrast to IL-

1B, processing of full-length IL-1a reportedly has minimal effects on the biological activity of this
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cytokine [429-430]. Interestingly, it has recently been shown that all inflammasome activators induce
secretion of an 18kDa form of IL-1a. However, depending on the type of inflammasome activator,
secretion of IL-la can be NLRP3 and caspase-1-dependent or —independent. Secretion of IL-1a in
response to ATP and nigericin is entirely dependent on NLRP3 and caspase-1, whereas particulate
stimuli such as MSU and silica induce secretion of IL-1a in a NLRP3 and caspase-1-independent

manner. In both cases, IL-1a is processed by intracellular calpain-like proteases [431].

IL-1a is typically released into the extracellular milieu by damaged or dying cells where it has a wide
range of immunostimulatory effects. Interestingly, serum IL-la levels are elevated in patients with
inflammatory conditions such as RA. Furthermore, a recent study has shown that [L-1a is released
from necrotic cells but is retained in the nucleus of cells undergoing apoptosis [432]. In 2007, the
crucial role of IL-la in the inflammatory response to necrotic cells was outlined in a simple
experiment performed by Chen and colleagues. In wild-type mice, i.p. injection of necrotic cells
promoted neutrophil recruitment into the peritoneal cavity. However, this effect was abolished in IL-
1R mutant mice, thus suggesting an important role for IL-1 in the inflammatory response to necrotic
cells. Chen et al. determined the active species of IL-1 in this model using neutralising monoclonal
antibodies specific for IL-la or IL-1B. Notably, antibodies to IL-la suppressed neutrophil
recruitment in response to necrotic cells, whereas antibodies to IL-13 had no effect on this response.
Furthermore, caspase-1-deficient mice elicited normal recruitment of neutrophils, thus supporting the
idea that IL-1p is not important in the inflammatory response to dead cells. Necrotic cells were also
shown to induce secretion of IL-1a from macrophages in vitro. Ultimately, these experiments proved
that IL-l1a, and not IL-1B, is the key active cytokine in response to necrotic cell death [272]. In
contrast to IL-1B, IL-1a is considered an endogenous danger signal owing to the the fact that it is
widely and constitutively expressed, active in its uncleaved form and passively released from

necrotic cells.

[L-33 binds to ST2 [433]. Following ligation, the IL-33-ST2 complex recruits the IL-1R accessory
protein to initiate signal transduction [434]. Unlike other IL-1 family members, IL-33 is not typically
expressed by hematopoietic cells but is abundantly expressed in many tissues [433]. In addition, IL-
33 contains an N-terminal helix-turn-helix (HTH)-like motif in its prodomain that is crucial for
nuclear localisation of the protein [435] (Figure 1.11). In 2005, Schmitz et al. showed that an
artificially truncated form of IL-33 (IL-33"'2?"%) could augment the production of the Th2 signature
cytokines IL-5 and IL-13 from in vitro-polarised Th2 cells and could also inhibit Thl cytokine
production. Furthermore, i.p. injection of mice with the same artificially truncated form of IL-33
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induced splenomegaly, peripheral blood eosinophila and lymphocytosis, as well as an increase in
circulating IL-5, IL-13, IgE and IgA. IL-33 also promoted tissue lesions in the lung and epithelial
hyperplasia in the GI tract [433]. Subsequent studies identified IL-33 as a potent activator of
eosinophils, basophils and mast cells, and also an important cytokine capable of promoting mast cell

differentiation from bone marrow precursors [436-437].

Initially, Schmitz et al. showed that full-length human IL-33 was processed by caspase-1 after serine
(Ser)111 in vitro, thus yielding a more potent form of this cytokine [433]. However, it was
subsequently demonstrated that IL-33 is in fact inactivated following processing by caspase-1 at
Asp178 [438]. Recently, Luthi et al. reported that human IL-33 is processed exclusively by apoptotic
caspases (caspase-3 and caspase-7), but not by inflammatory caspases (caspase-1, caspase-4 and
caspase-5). In addition, the site of apoptotic caspase-mediated proteolysis of IL-33 was also located
at Asp178 [439] (Figure 1.11). Proteolysis of IL-33 by apoptotic caspases attenuated its biological
activity both in vitro and in vivo, generating a cytokine with significantly reduced proinflammatory
potential. These observations suggest that caspase-mediated proteolysis of fuli-length IL-33 in cells
undergoing apoptosis serves to inactivate this cytokine and dampen immune responses to apoptotic
cell death. However, apoptotic caspases remain inactivated during necrosis and thus cannot process
intracellular 1L-33. Therefore, the biologically more potent full-length form of IL-33 is likely to be
released from necrotic cells following loss of membrane integrity and may function to promote
powerful immunostimulatory effects in response to necrotic cell death. Interestingly, Luthi ez al. also
proved that IL-33 is readily cleaved in apoptotic cells but fails to undergo proteolytic processing in
necrotic cells [439-440]. In support of these observations, IL-33, similarly to IL-1a and IL-1p, lacks
a classical secretory sequence and is therefore not released via the ER-Golgi secretory pathway
[433]. Thus, it is likely that IL-33 is primarily released as a direct consequence of necrosis. Indeed,
this hypothesis coincides with findings that necrosis, but not apoptosis, is associated with

inflammation [441].

Interestingly, human IL-33 is also processed by neutrophil serine proteases cathepsin G and elastase.
Lefrancais et al. recently demonstrated that cathepsin G processing of IL-33 generates two major
cleavage products of 21kDa and 18kDa and these cleavage sites were mapped at Phe94 and leucine
(Leu)108 respectively. In addition, an elastase cleavage site at isoleucine (Ile)98 was identified
which generates a single 20kDa cleavage product (Figure 1.11). Unlike processing of IL-33 by
apoptotic caspases however, the bioactivity of IL-33 is enhanced following processing by these
neutrophil proteases [442].
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As described above, the cytokines IL-33 and IL-1a can be considered as endogenous danger signals.
During necrosis, cellular integrity is compromised, leading to the release of endogenous cytokines
into the extracellular milieu. Previous work in this lab has helped to show that full-length IL-33 is a

potent inducer of innate immunity [439]. The next objective of this work is to assess the adjuvant

properties of IL-33 and IL-1a _as measured by their ability to drive antigen-specific cellular

and humoral immunity and also to compare the nature of the responses induced. It is

hypothesised that the impact of cell death in specific tissues on adaptive immunity may reflect the
nature of the alarmins present inside necrotic cells. Ultimately, distinct tissues may possess distinct

alarmins and therefore promote distinct immune responses.
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Figure 1.11 — Cleavage sites in human IL-1p, IL-1a and IL-33. IL-1f, IL-la and IL-33 are
members of the IL-1 family that are synthesised as precursor proteins containing an N-terminal
prodomain and a C-terminal IL-1-like cytokine domain that is important for folding of the protein
into a 12-stranded B-barrel conformation. The precursor form of human IL-1f contains 269 amino
acid residues and is processed by the cysteine protease caspase-1 at Aspll6, thus yielding a
biologically active form of IL-1B. The precursor form of human IL-1a consists of 271 amino acid
residues and contains a NRS in the prodomain. This sequence is lost following cleavage of the
precursor form of IL-1a at Phel18 by the calcium-dependent cysteine protease calpain. Human IL-
33 is comprised of 270 amino acid residues and is retained in the nucleus by a HTH motif in the
prodomain of the cytokine. The neutrophil serine protease cathepsin G processes I1L-33 at Phe94 and
also at Leul08, whereas an elastase cleavage site has been identified at [1e98. Processing of IL-33 by
cathepsin G and elastase is believed to potentiate the bioactivity of this cytokine, whereas processing
of IL-33 at Aspl178 by caspase-3 and caspase-7 has been shown to reduce its immunostimulatory
activity. Although caspase-1 was originally shown to process IL-33 at Serl11 and also at Aspl78,

this is no longer believed to be true.
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1.8.7 - Other danger signals

Some of the most prominent and well-characterised danger signals discovered to date have been
discussed above. However, other danger signals have also been proposed, including RNA,
mammalian genomic and mitochondrial DNA, ATP, nonmuscle myosin heavy chains and the

spliceosome-associated protein (SAP)130.

Studies have shown that messenger RNA (mRNA) prepared in vitro can stimulate DC maturation
and secretion of proinflammatory cytokines, and also induce downregulation of CCRS and CCR6
and upregulation of CXCR4, which facilitatates DC migration to secondary lymphoid organs [443].
Also, heterologous RNA released from necrotic cells promotes [FN-a production by DCs. The
effects of both in vitro transcribed mRNA and heterologous RNA released by necrotic cells are
dependent on TLR3 [444]. However, the credibility of RNA as an alarmin remains questionable due
to the inherent instability of these nucleic acids and also the ubiquitous presence of RNases in the

extracellular environment.

DNA is another nucleic acid with immunostimulatory potential. Prokaryotic DNA is a well-known
PAMP that signals through TLR9 and cytosolic DNA sensors such as DNA-dependent activator of
IRF1 (DAI) [445], absent in melanoma (AIM)2 [446] and IFN-inducible protein (IFI)16 [447], thus
facilitating immune recognition of viruses and bacteria. TLR9 recognition of prokaryotic DNA is
dependent on unmethylated CpG motifs. Mammalian DNA also contains these motifs, although at a
much lower frequency [448]. Murine genomic dsDNA released from necrotic cells stimulates
phenotypical and functional DC maturation in vitro, and can serve as an effective adjuvant in vivo as
measured by its ability to augment antigen-specific cellular and humoral immunity. Interestingly,
unmethylated CpG motifs are not required for the immunostimulatory activity of murine dsDNA.
Specifically, polynucleotides lacking C or G nucleotides are stimulatory, and methylation fails to
inhibit the immunomodulatory effects of dsDNA, thus indicating that TLRY recognition of
unmethylated CpG motifs is not responsible for these effects [449]. However, Zhang and colleagues
recently discovered that severe trauma in humans is accompanied by release of mitochondrial DNA
into the circulation, and that this mitochondrial DNA is capable of activating p38 MAPK in
neutrophils in a process dependent on TLR9 recognition of unmethylated CpG motifs [450]. Host
genomic DNA released from dying cells has also been reported to mediate the adjuvanticity of alum

in vivo [156].
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ATP has also been reported to induce activation of human DCs as measured by upregulation of
costimulatory molecules, secretion of IL-12 and improved stimulatory capacity for allogeneic T
cells. These responses are augmented in the presence of TNF-a and are mediated by the P2Y11
receptor [451-452]. ATP can be chemotactic for immature DCs [453] and neutrophils [454], and as
discussed previously can also induce NLRP3 inflammasome activation and synthesis of the

biologically active form of IL-13 [243].

Nonmuscle myosin heavy chains are released in the aftermath of ischemia-reperfusion injury of the
intestine, myocardium and skeletal muscle. Independently, these myosin molecules do not possess
any intrinsic proinflammatory activity. However, circulating natural IgM autoantibodies bind the
myosin chains following their release from damaged tissue. Thus, nonmuscle myosin heavy chains
and IgM autoantibodies form immune complexes. Importantly, these immune complexes can activate
the complement pathway, a cascade characterised by the generation of immunostimulatory
complement fragments and subsequent robust inflammation [455]. Immunodeficient mice lacking
antibodies fail to generate inflammation after ischemia-reperfusion injury in the bowel [456], heart
[457] and skeletal muscle [458]. However, injection of a monoclonal myosin-heavy-chain-specific
antibody into these mice is sufficient to induce inflammation at sites of ischemia-reperfusion injury
[459]. Furthermore, infusion of myosin peptide into wild-type mice to block the circulating myosin-

specific antibodies serves to reduce the inflammatory response to ischemia-reperfusion injury [455].

As discussed previously, Mincle is a member of the CLR family. While searching for ligands of
Mincle, Yamasaki and colleagues identified endogenous SAP130 which is a component of the U2
small nuclear ribonucleoprotein (snRNP). Indeed, ligation of Mincle by SAP130 on macrophages
induced secretion of proinflammatory cytokines and chemokines such as IL-6, TNF-a, KC and MIP-
2 via an FcRy and CARD9-dependent signalling cascade. This study also investigated the importance
of SAP130 in modulating immune responses to cell death in vivo. Yamasaki et al. induced
thymocyte necrosis by irradiating mice and observed that infiltration of neutrophils into the thymus
was suppressed in the presence of neutralising anti-Mincle antibodies. Furthermore, co-injection of
these antibodies with necrotic cells into the peritoneal cavity of mice resulted in reduced levels of

MIP-2 accompanied by decreased neutrophil recruitment [233].

C-type lectin domain family 9 member A (CLEC9A) is another CLR family member capable of
recognising endogenous danger signals. Sancho and collaborators initially demonstrated that DCs

utilise CLEC9A to recognise a preformed signal exposed on necrotic cells. More specifically, loss of
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CLECO9A reduces cross-presentation of antigens derived from necrotic cells in vitro and decreases
the immunostimulatory activity of necrotic cells in vivo [460]. The CLEC9A ligand has only recently

been identified as the F-actin component of the cytoskeleton [461].

In challenging Janeway’s well-established stranger model, Matzinger’s theory experienced a slow
start. However, experimental evidence is now rapidly accumulating in support of the danger model
and in particular on its emphasis on the host tissues being the master regulator of the immune system.
Indeed, one particular tissue that has caught our attention as a potentially rich source of endogenous

immunomodulators is that of white adipose tissue (WAT).

1.9 - The Adipose Organ

1.9.1 - WAT and the lipid droplet

The adipose organ is the largest endocrine organ in the body and consists of both brown adipose
tissue (BAT) and WAT which can form either subcutaneous or visceral fat [462]. BAT is
characterised by the presence of brown adipocytes which are multilocular cells highly specialised for
heat production by non-shivering thermogenesis. However, here the focus will specifically be on
WAT. The predominant constituents of WAT are white adipocytes which are unilocular cells that
serve as a long term energy depot for the animal by storing fatty acids in the form of triglycerides. A
triglyceride comprises three fatty acids attached to a single glycerol molecule by specialised enzymes
located in the ER membrane. When cells require lipids for membrane synthesis or energy, lipolysis is
activated and triglycerides are catabolised as fatty acyl chains are sequentially cleaved from the
glycerol backbone and released into the circulation. Indeed, WAT is the dominant energy reservoir in
the body, mainly because of the high caloric value of lipid compared to carbohydrates but also
because, unlike carbohydrates, hydrophobic lipids can be stored with few associated water

molecules, thus enabling over 85% of adipocyte mass to consist entirely of lipid.

In order to store dietary lipids, white adipocytes contain a single intracellular lipid droplet which can
occupy a huge volume of the cytoplasm, often forcing other organelles to the periphery of the cell.
Lipid droplets are characterised by a phospholipid monolayer containing significant amounts of
phosphatidylcholine and abundant neutral lipids, but also free cholesterol. Numerous proteins,
including adipocyte-specific perilipin/ADRP/TIP47 (PAT) family member proteins involved in lipid

droplet homeostasis, are also embedded in the membrane. This phospholipid monolayer surrounds a
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core of neutral lipids predominantly comprising triglycerides but also diglycerides and sterol esters

(Figure 1.12).
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Figure 1.12 — Lipid droplet structure. The lipid droplet consists of a phospholipid monolayer
surrounding a lipid ester core. The monolayer itself contains free cholesterol and also a range of

adipocyte-specific proteins crucial for maintenance of lipid droplet homeostasis.

Importantly, WAT is made up not only of adipocytes but also a stromal vascular fraction containing
stem cells, fibroblasts, preadipocytes, endothelial cells, lymphocytes and macrophages. Moreover,
adipose tissue is not simply an inert site of passive fuel storage, but is a well-established endocrine

organ capable of synthesising many different adipokines with local and systemic effects. Generally,
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an adipokine is referred to as any protein that can be synthesised and secreted by adipocytes. These

include cytokines, chemokines, fatty acids, prostaglandins, steroids and hormones.

1.9.2 — Obesity, inflammation and insulin resistance

Obesity is an issue concerning energy balance, regardless of any social, cultural, behavioural or
genetic contributions. More specifically, obesity occurs when energy intake and triglyceride storage
exceed the rate of lipolysis in adipocytes. This condition is a direct result of lipid accumulation
which is characterised by an increase in both adipocyte size (hypertrophy) and adipocyte number
(hyperplasia). Obesity is linked with insulin resistance and the onset of type 2 diabetes. Insulin
resistance is characterised by decreased sensitivity to insulin by its main target organs; adipose
tissue, liver and muscle. Insulin decreases lipolysis in adipocytes, thus reducing circulating free fatty
acid levels; in liver, insulin suppresses gluconeogenesis, and in skeletal muscle, insulin promotes
glucose uptake by promoting the translocation of glucose transporter (GLUT)4 to the plasma
membrane of the cell. Ultimately, insulin regulates circulating free fatty acid and glucose levels.
Insulin resistance results in increased lipolysis and elevated levels of circulating free fatty acids,
augmented gluconeogenesis and subsequent glucose production in the liver, and impaired glucose
uptake in skeletal muscle. Visceral fat is more pathogenic than subcutaneous fat with regard to
developing insulin resistance and type 2 diabetes. For example, people who undergo liposuction,
which is predominantly the removal of subcutaneous fat, show no increase in insulin sensitivity. In
contrast, loss of visceral fat simply by using conventional dieting techniques is associated with a

significant improvement in insulin sensitivity.

The link between inflammation and type 2 diabetes was first discovered more than a century ago
when Ebstein reported that high doses of sodium salicylate could reduce glycosuria in patients with
type 2 diabetes. Moreover, it was concluded that sodium salicylate could completely abrogate the
symptoms of this disease. This effect was indirectly rediscovered in 1957 when a patient with type 2
diabetes was prescribed aspirin for treatment of arthritis associated with rheumatic fever. While
taking aspirin, this patient no longer required daily insulin injections as fasting and postchallenge
glucose levels were almost normal. Moreover, when the aspirin treatment was discontinued in this
patient following resolution of joint symptoms, a repeat glucose tolerance test was completely
abnormal and indicative of insulin resistance. Reid and colleagues confirmed the therapeutic
potential of high-dose aspirin treatment in resolution of the symptoms of type 2 diabetes in a number
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of other patients, with average blood glucose levels falling from 190 milligrams per decilitre (mg/dl)

to 92mg/dl [463].

Obesity is characterised by chronic, low-grade inflammation that promotes insulin resistance and
type 2 diabetes. The proinflammatory cytokine TNF-a is overexpressed in WAT in various different
animal models of obesity. In 1993, Hotamisligil and colleagues first demonstrated the potential of
proinflammatory cytokines in driving insulin resistance when they reported that neutralisation of
TNF-a in genetically obese rats improved insulin sensitivity [464]. Subsequently, it was shown that
genetic or diet-induced obese (DIO) mice deficient in TNF-a are protected from insulin resistance
[465]. IL-6 is another proinflammatory cytokine whose production by WAT is significantly
enhanced in obesity [466]. In fact, adipose tissue-derived IL-6 is believed to account for up to 30%

of total circulating levels of IL-6 in obese individuals in the absence of acute inflammation [467].

1.9.3 — Adipose tissue macrophages

In support of the low-grade inflammatory state associated with obesity, gene expression studies using
microarray approaches have shown that in rodent models of genetic obesity, adipose tissue
expression of inflammatory genes is significantly distorted [468]. Surprisingly, however, subsequent
studies proved that these alterations in gene expression were directly associated with a large
infiltration of macrophages into the adipose tissue of obese mice [469] (Figure 1.13). Indeed, these
infiltrating macrophages are the predominant cell type responsible for TNF-a production in adipose
tissue, and are also a major player in the expression of other proinflammatory mediators including

IL-6 and inducible nitric oxide synthase (iNOS) [469].

Like other tissues, adipose tissue contains resident macrophages. However, these resident
macrophages have an anti-inflammatory profile with an ‘alternatively activated” phenotype and are
referred to as M2 macrophages, although their precise function in adipose tissue remains unclear
[470]. Importantly, obesity induces a phenotypic shift in adipose tissue macrophages from M2
macrophages to M1 macrophages with a proinflammatory profile and a ‘classically activated’
phenotype [470]. Furthermore, there is a significant increase in the number of these proinflammatory
macrophages in adipose tissue from obese mice compared with lean mice [471]. Despite suggestions
that macrophages present within WAT may be derived from preadipocytes due to the phagocytic
capability of both cell types [472], it is now widely accepted that these macrophages in fact originate
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from bone marrow precursors [469]. Clinical studies have confirmed a strong positive correlation
between body mass index (BMI) and adipose tissue macrophage numbers in humans, particularly in
the more pathogenic visceral fat [473]. However, whether these infiltrating macrophages represent

either the cause or consequence of the low-grade inflammation associated with obesity is unknown.

Neutrophils have also been implicated in the chronic inflammation associated with obesity. In 2008,
Elgazar-Carmon et al. demonstrated that neutrophils transiently infiltrate intra-abdominal tissue
during the early stages of high-fat feeding and interact directly with adipocytes (Figure 1.13).
Neutrophil recruitment into the adipose tissue peaks after 3-7 days of high-fat feeding and precedes
macrophage infiltration by approximately 2 weeks [474]. Moreover, neutrophils mediate tissue
inflammation and insulin resistance in DIO mice through secretion of neutrophil elastase [475], a
protease which is proinflammatory in several disease models [476] and has been shown to promote
degradation of insulin receptor substrate (IRS)-1 [477]. Ultimately, neutrophils may secrete
chemokines and cytokines in WAT, thereby facilitating macrophage infiltration and promoting the

onset of the inflammatory cascade associated with insulin resistance.
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Figure 1.13 — Adipose tissue macrophages and inflammatory gene expression. Under normal
conditions, WAT contains small adipocytes and a modest number of M2 alternatively activated
resident macrophages. These resident macrophages are anti-inflammatory and serve to dampen
immune responses in WAT. In obese conditions, however, adipocytes accumulate increased lipid and
become enlarged. Furthermore, WAT recruits a huge number of neutrophils and M1 classically
activated macrophages. M1 macrophages secrete proinflammatory mediators which can activate the
adipocytes in WAT and can also act at distant sites in the body. Adipocyte activation further
propagates this inflammatory cascade. Figure adapted from [478].
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1.9.4 — NLRP3 in obesity

The role of the proinflammatory cytokine IL-1p has long been established in the pathogenesis of type
2 diabetes. For example, IL-1B mediates pancreatic  cell deterioration and dysfunction [479].
Furthermore, IL-1B inhibits insulin signalling pathways by reducing IRS-1 gene expression levels
and also tyrosine phosphorylation of IRS-1, thus promoting insulin resistance [480]. In DIO mice,
the absence of IL-1f or the IL-1R protects against adipose tissue inflammation and insulin resistance
[481-482], whereas there is a positive correlation in humans between circulating IL-1 levels and
type 2 diabetes [483]. Subcutaneous injection of anakinra (a recombinant human IL-1ra) into patients
with type 2 diabetes improves glycemia and B cell secretory function and reduces markers of
systemic inflammation [484], while blockade of IL-1f signalling using neutralising antibodies has
also been reported to diminish insulin resistance. As discussed in Section 1.7.4, the NLRP3
inflammasome regulates processing of IL-1B through the cysteine protease caspase-1. The
pathogenic role of IL-1p in adipose tissue inflammation and insulin resistance has in turn focused

attention on the role of the NLRP3 inflammasome in mediating these processes.

Stienstra et al. first demonstrated that caspase-1 and IL-1f activity is elevated in the adipose tissue of
DIO and genetically obese mice. Caspase-1 deficient mice were more insulin sensitive than wild-
type mice and treatment of obese mice with a caspase-1 inhibitor improved insulin sensitivity [485].
Vandanmagsar et al. have also shown that calorie restriction and exercise-induced weight loss in
obese individuals with type 2 diabetes correlates with a reduction in adipose tissue expression of
NLRP3, decreased inflammation and an improvement in insulin sensitivity. Moreover, DIO mice
deficient in NLRP3 exhibit enhanced insulin signalling [486]. Further studies have reported that mice
deficient in caspase-1, NLRP3 or ASC are resistant to the development of diet-induced obesity and
are protected from obesity-induced insulin resistance. These mice also exhibit decreased adipocte
hypertrophy. Macrophage infiltration into WAT is reduced in caspase-1 deficient DIO mice and this

correlates with reduced levels of MCP-1 in adipose tissue [487].

Much work has been done in trying to identify physiological activators of NLRP3 in WAT. As
mentioned in Section 1.7.4, activation of NLRP3 and secretion of IL-1 requires 2 signals. The first
signal is typically provided by PAMPs or DAMPs that engage members of the TLR family and
prime the cell for NLRP3 activation by upregulating transcription of pro-IL-18 and NLRP3, whereas

the second signal promotes NLRP3 activation through a mechanism involving potassium efflux.
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In the past 10 years, various metabolic activators of IL-1p in WAT have been proposed. In 2001,
saturated fatty acids (SFAs) were first shown to bind to TLR4 and induce NF-xB activation and
cyclooxygenase-2 expression in macrophages in vitro, whereas unsaturated fatty acids (UFAs)
inhibited this process [488]. Shi et al. have also reported that the SFA palmitate upregulates IL-6 and
TNF-o. mRNA expression in macrophages and adipocytes in a TLR4-dependent manner.
Furthermore, mice deficient in TLR4 are protected from high-fat diet-induced insulin resistance
[489]. Interestingly, palmitate has also been shown to upregulate IL-1B mRNA levels in human
THP-1 cells [490]. Indeed, it is entirely possible that palmitate may engage TLR4 and serve as a
priming signal for IL-1f activation in WAT of obese individuals, particularly in light of the fact that
elevated circulating levels of free fatty acids are characteristic of type 2 diabetes. Surprisingly,
palmitate has also been reported to directly activate NLRP3 and thus supply the second signal
required for caspase-1 activation and IL-1p secretion. Palmitate reduces adenosine monophosphate-
activated kinase (AMPK) phosphorylation which leads to defective autophagy and failure to
eliminate dysfunctional mitochondria. Wen et al hypothesise that an accumulation of mitochondrial-
derived ROS as a result of these events promotes NLRP3 activation [481]. An alternative pathway
for palmitate-induced NLRP3 activation is through intracellular accumulation of ceramides.
Exposure of cells to palmitate results in increased ceramide biosynthesis, and ceramides have

recently been shown to induce NLRP3 activation in macrophages [486].

Hyperglycemia is a hallmark feature of type 2 diabetes and glucose is capable of providing both the
priming and activating signal for IL-1p production. This metabolic danger signal can activate NF-xB
in monocytes and induce the expression of a range of proinflammatory cytokines and chemokines
including IL-1B, TNF-a and MCP-1 [491]. Recent reports have also claimed that high-glucose levels
are capable of activating NLRP3 in a TXNIP-dependent manner [266]. Interestingly, TXNIP levels
are elevated in patients with type 2 diabetes [492] and the expression of this thioredoxin inhibitor is

upregulated by glucose [493].

Uric acid has also been linked with the metabolic syndrome and obese individuals often have
hyperuricemia. Since insulin reduces renal secretion of uric acid, it is believed that the onset of
hyperuricemia is caused by hyperinsulinemia. As discussed in Section 1.7.4, uric acid promotes
NLRP3 activation and subsequent IL-1f secretion. Indeed, insulin sensitivity in fructose-fed rats is

improved by reducing circulating uric acid levels using allopurinol [494].
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1.9.5 — Mechanisms of obesity-induced insulin resiatance

As mentioned previously, obesity-induced inflammation promotes insulin resistance and type 2
diabetes. So how exactly does inflammation drive insulin resistance? More specifically, what are the
mechanisms underlying this process? Earlier work reporting the ability of sodium salicylate to
improve insulin sensitivity and reverse the symptoms of type 2 diabetes eventually focused attention
on IKK-B and NF-«kB. Adiposity increases activation of both IKK- and Jun N-terminal kinase
(JNK) [495-496]. Proinflammatory cytokines, free fatty acids, cellular stresses such as ROS and ER
stress, all of which are significantly elevated in obesity, can induce activation of these kinases.
Phosphorylation of activatory tyrosine residues on IRS-1, a substrate downstream of the insulin
receptor, is crucial for efficient insulin signalling. However, phosphorylation of inhibitory serine
residues on IRS-1, particularly Ser307, makes IRS-1 a poor substrate for the insulin receptor and

results in impaired insulin signalling [497].

JNK is a stress kinase normally responsible for phosphorylation of c-Jun and subsequent activation
of the AP-1 transcription factor. However, JNK has also been shown to directly phosphorylate
inhibitory Ser307 in IRS-1, thus impairing insulin signalling. In contrast to JNK, IKK-$ does not
phosphorylate IRS-1 directly. However, IKK-B-mediated degradation of Ik and subsequent
translocation of NF-kB into the nucleus resuits in transcription of a range of proinflammatory
cytokines that further activate JNK and IKK-f in a positive feedback loop [498]. Myeloid-specific
deletion of IKK-f in obese mice protects against insulin resistance [499], thus implementing myeloid

cells once more in the low-grade inflammation associated with obesity and type 2 diabetes.

The cellular and molecular mechanisms responsible for macrophage infiltration into adipose tissue
and the inflammatory response associated with obesity remain largely unknown. However, MCP-1 is
a chemoattractant for circulating monocytes that is believed to play an important role in obesity-
mediated macrophage recruitment. MCP-1 synthesis and secretion by adipocytes is amplified
proportionally with increasing adiposity [500] and this chemokine is overexpressed in obesity [501].
Adipose tissue macrophage numbers and inflammatory gene expression are significantly reduced in
MCP-1-deficient obese mice, and consequently these mice are partly protected from insulin
resistance [502]. In support of these findings, MCP-1 overexpression in adipose tissue promotes
macrophage recruitment and insulin resistance. Not surprisingly, similar results have been reported

in CCR2-deficient mice fed a high fat diet [471].
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Although MCP-1 may be important for initiating the recruitment of inflammatory macrophages,
elevated production of this cytokine does not solve the age old question of how exactly increased
adiposity initially kickstarts a proinflammatory cascade resulting in production of immune mediators
such as MCP-1, IL-1B, TNF-a and IL-6 by adipose tissue. In other words, the initial stimulus
responsible for promoting inflammation in adipose tissue is ambiguous. In recent years how