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Summary

The use cases to be supported by future networks, ranging from massive machine type
communications to ultra-reliable low latency applications, are too diverse and contrasting
to be served efficiently by a single type of network. In addition, the new technologies being
suggested for future networks, such as in-band full duplex, new waveforms, Massive Multiple-
Input Multiple-Output (Massive-MIMO), and millimetre wave, display clear heterogeneity
in their capabilities, proving advantageous in certain scenarios but not in others. As a result,
future networks will be more adaptable in nature, requiring the coexistence of contrasting
technologies and offering customisable network behaviour on-demand through virtualisation.

In this thesis, we illuminate the various trade-offs arising from the trend towards cus-
tomisable networks, and propose resource allocation procedures to balance these trade-offs
and facilitate the necessary coexistence of Radio Access Technologies (RATs) required to
enable adaptable future networks. The problems we address in this thesis can be stated in
the form of the following research questions:

• What choices do the range of proposed RATs and system-level techniques afford op-
erators in the context of enabling an adaptable network?

• How can the diverse use cases in future networks be satisfied through the coexistence
of multiple waveforms, with each service employing a waveform that is best suited for
it?

• What are the implications of a system comprising tailored virtual networks on radio
resource allocation and admission control?

• How can the twin goals of slice-tailored performance and increased resource utilisation
in network slicing be simultaneously realised in future networks?

To address these questions we apply a range of analytical tools, including optimisation,
matching theory, and stochastic analysis. We verify our results using large-scale system-level
simulations where possible.

First, we survey the choices and adaptability afforded by some of the RATs being
considered for future networks and explore how several system-level techniques, such as
Software-Defined Networking (SDN) and Virtualised RAN (VRAN), can be utilised to en-
able and manage versatile networks. Specifically, we focus on the need for multiple techno-
logies to coexist in future networks to satisfy the diverse range of requirements demanded of
the network. In this regard, we identify virtualisation as an enabling technology, permitting
service-tailored network slices to be created on-demand. This lays the foundation for the
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rest of the thesis, underscoring the need for customised network behaviour and highlighting
some of the resulting trade-offs that occupy the focus of subsequent chapters.

Then, we concentrate our attention on the coexistence of technologies that offer con-
trasting performance and potentially interfere with one another. Specifically, we explore
the idea that future networks will permit the use of multiple waveforms, with each ser-
vice employing a waveform that is best suited for it. In particular, we look at a scenario
consisting of clustered Device-to-Device (D2D) communication, representative of a future
network use case such as a smart factory with inter-communicating machinery. We first
demonstrate that inter-D2D interference, resulting from misaligned communications, plays
a significant role in clustered D2D topologies. We then demonstrate, through simulation,
that this interference can be mitigated through the use of alternative waveforms, without
needing to increase the complexity of current resource allocation strategies.

With the need for customisable network behaviour evident, we consider approaches that
utilise virtualisation to manage the coexistence of technologies through specialised virtual
sub-networks. We begin with an examination of the potential time-frequency resource struc-
ture of the Radio Access Network (RAN), focusing on the trade-off between flexibility and
the overhead related to ensuring coexistence between contrasting RAN slices. Based on this
analysis, we suggest an approach that permits the allocation of resources to a service-type to
be performed separately to resource allocation for individual services belonging to that type.
The advent of service-tailored networks opens the door for new business models, enabling a
marketplace of specialised network operators who create and manage bespoke tailored net-
works. We investigate a network model in which entities called subscription brokers group
service level agreements with multiple Specialised Mobile Network Operators (SMNOs) into
a single subscription bundle, and focus on how to perform the matching between users and
SMNOs in a bundle, adopting the Gale-Shapley matching algorithm. Overall, the proposed
broker-based model performs at least as well as any one SMNO for lower priority users, and
outperforms any one SMNO for higher priority users.

Finally, we examine the trade-off in network slicing between the twin goals of providing
tailored performance and increasing resource utilisation through increased opportunities for
sharing. To balance this trade-off, we propose a system consisting of assured resources, which
are available if needed over the lifetime of a slice, and auxiliary resources, which are offered on
a probabilistic basis in the short-term based on forecasted resource demand. We employ the
practice of overbooking, which is widely used in many industries such as airlines and hotels,
to increase resource utilisation when offering auxiliary resources. After deriving probabilistic
results relating to the availability of auxiliary resources, we then design an algorithm to
determine how much to overbook by. We also propose several ways of distributing auxiliary
resource offers among slices, as well as providing an approach for dealing with overbookings.
Finally, we highlight the conditions that are conducive to effective overbooking by examining
the effects of varying several key system parameters.
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Introduction

Unlike previous generations, which were primarily defined by their approach to the air
interface and multiple access scheme (i.e. Universal Mobile Telecommunications Service
(UMTS)/Wideband Code Division Multiple Access (WCDMA) and Long Term Evolu-
tion (LTE)/Orthogonal Frequency Division Multiple Access (OFDMA)), future telecommu-
nication networks are envisioned to be a very different type of network [5]. This difference
can be largely attributed to the core ideas of flexibility and adaptability; future networks
should present a wireless access platform that offers connectivity to any entity that may
need it, designed in a flexible manner to meet the requirements of a diverse range of service
requirements.

Two factors which motivate this vision of future networks as different compared to
previous generations are:

• Diverse service requirements. Previous generations targeted a limited set of service
requirements corresponding to the killer application of the time; for example, voice in
the Global System for Mobile Communications (GSM) or data in LTE. In contrast,
it is widely accepted that a future network will need to be able to handle 1000x
traffic volumes, provide a 100x increase in the edge data rate, have near zero latency,
provide ultra-high reliability and availability, while reducing or at least maintaining
current energy consumption and costs. Not every service will require each of the above
requirements, influencing the selection and allocation of resources.

• New Physical Layer (PHY) technologies. Although every generation has introduced
new technologies, the technologies being considered for future networks introduce new
levels of heterogeneity in their uses and advantages. Millimetre wave communication,
for example, offers unprecedented data rates but also presents new challenges such
as extreme susceptibility to blockages, making it less than ideal in scenarios requir-
ing high mobility. As another example, In-Band Full Duplex (IBFD) promises the
potential to improve spectral efficiency, however due to the new types of interference
introduced into the network, it may not always outperform its Half Duplex (HD)
counterpart [6]. Even from such a small sample of examples, it is clear that new
technologies do not always equate to better performance in every situation.

The two points above are complementary. On one hand, we have numerous PHY tech-
nologies which, due to their various characteristics, are ideally suited to certain services and
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not others. On the other hand we have a diverse set of service requirements to be supported
by future networks, each of which demands different capabilities from the network.

It is evident that a future network will comprise several coexisting, yet potentially con-
flicting, technologies to provide the multi-service capabilities demanded of it. This is a
marked change from previous generations, which could be optimised towards a single goal
related to capacity. The trend towards a multi-service system raises several challenges sur-
rounding how best to achieve the flexibility required in the network while maintaining a
high level of performance.

One way to achieve this flexibility is through the ability to slice resources logically, where
each slice represents a partition of network resources and is tailored to meet the demands of
a particular service [7]. Future networks should not therefore be imagined as an incremental
upgrade to previous generations, but rather as an all encompassing platform that allows the
creation of service-specific slices on-demand.

Hence, we can encapsulate the shift towards customisable networks as follows. Diverse
and non-traditional use cases for future networks require a multi-service network capable of
satisfying an array of often contrasting Key Performance Indicators (KPIs). At the same
time, we have at our disposal numerous technologies that are advantageous in some scenarios
and unfavourable in others, necessitating the coexistence of technologies in a single network.
This can be achieved by confining specific technologies in logically isolated virtual networks
which have been constructed to serve a particular communication demand. Network slicing
has been advanced as an enabling technology in this regard.

We focus on several resource allocation problems related to enabling a multi-service
system consisting of service-tailored slices. In general, every resource allocation problem
is built upon a trade-off between two or more desirable states that cannot be achieved
simultaneously. The primary trade-off at the heart of the resource allocation problems in
this thesis relates to the cost of adaptability in a network, with the cost referring to increased
complexity, increased overhead, and reduced resource utilisation efficiency.

1.1 Scope

We employ an array of analytical and simulation-based techniques to address several prob-
lems in the area of resource allocation in adaptable wireless networks, with the overall
objective being to build a clear and comprehensive view of the trade-offs, opportunities and
considerations associated with service-tailored future networks.

This thesis has a wide ranging scope, from discussing the manner in which networks can
increase flexibility by leveraging new technologies, to modelling, assessing and simulating the
effects of various new resource allocation procedures. In general, we address the following
four research questions:
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What choices do the range of proposed physical layer technologies and system-level
techniques afford operators in the context of enabling an adaptable network?

The Radio Access Network (RAN) in future networks will require versatile solutions that
can be adapted to satisfy many different services and applications. We appraise various
Radio Access Technologies (RATs) and architectures in terms of the benefits they can offer
in the three following areas:

• enhanced Mobile Broadband (eMBB);
• Massive Machine-Type Communication (mMTC);
• Ultra-Reliable Low Latency Communication (uRLLC).

The core network will also undergo fundamental changes, with increased levels of abstraction
allowing for further reconfiguration of the network. As part of this question, we examine
the choices afforded by some of the RATs being considered for future networks and explore
how several system-level techniques, such as software-defined networking and Virtualised
RAN (VRAN), can be utilised to enable and manage versatile future networks. The necessity
for multiple technologies to coexist and the potential of virtualisation to enable the creation
of service-tailored, logically isolated sub-networks is a key focus and is the foundation upon
which the remaining research questions in this thesis depend.

How can the diverse use cases in future networks be satisfied through the coexistence
of multiple waveforms, with each service employing a waveform that is best suited for
it?

Focusing on the need for multiple technologies to coexist in future networks, we examine the
relative merits of several alternative waveforms to Orthogonal Frequency Division Multiplex-
ing (OFDM) for different services. We suggest that future standards may allow for multiple
waveforms to be adopted dependent on the use case being served. We look at a Machine-
Type Communication (MTC) scenario consisting of clustered user equipment employing
Device-to-Device (D2D) communication, such as a smart factory with inter-communicating
machinery. The overhead associated with synchronising a large number of machine-type
Directly Communicating Users (DUEs) comes at a cost that may render synchronous com-
munication infeasible or undesirable. Based on this motivation, we consider multiple possible
combinations of prominent future network waveform candidates for cellular users and DUEs,
examining the asynchronous performance of all waveforms under consideration and using
the performance of synchronous OFDM as a baseline for comparison. Specifically, we focus
on the coexistence of waveforms in which the ordinary cellular users employ OFDM for
synchronous communication, as in LTE, and the machine-type DUEs, operating asynchron-
ously, employ a different waveform. The aim is to determine whether permitting multiple
waveforms to coexist will provide a performance increase to the targeted services, and to
investigate the effects of this set-up on traditional resource allocation schemes.
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What are the implications of a system comprising tailored virtual networks on radio
resource allocation and user admission?

We investigate the effects that service-tailored slices will have on resource allocation, focusing
on two areas:

• the allocation of time-frequency resources to slices;
• the association between users and slices.

In the first case, we consider slices which have been tailored by using different numerologies
and examine the key trade-off between the flexibility that this introduces and the associated
overhead. It is imperative to the success of RAN slicing that the time-frequency resource
grid is designed in such a manner as to manage this trade-off and facilitate the multiple tiers
of resource allocation that are required. In the second case, we investigate the issue of how
users select slices in a business model consisting of several independently operated, service-
tailored slices. We employ a branch of game theory, called matching theory, to examine how
the matching between users and slices should be performed. We suggest the introduction
of a new entity, called a subscription broker, to assist in the matching process and examine
the performance of such a scheme.

How can the twin goals of slice-tailored performance and increased resource utilisation
in network slicing be simultaneously realised in future networks?

Network slicing offers two distinct benefits. First, its ability to offer tailored network be-
haviour allows it to satisfy many different types of requirements and target new industries,
verticals, and user communities. Secondly, the statistical multiplexing gains arising from
shared network functions and infrastructure can keep costs reasonable. The two benefits
are in conflict, however, as permitting flexible sharing hinders a slice’s ability to provide
a guarantee of performance to its subscribers. Both elements are necessary: network sli-
cing that provides tailored networks but limited sharing essentially reduces to dedicated
networks, while aggressive sharing without providing customisability reduces to resource
management. We propose an approach to simultaneously realise the twin goals of slice-
tailored behaviour and resource efficiency using a combination of long-term and short-term
commitments regarding resource availability. The long-term guarantee provides certainty to
slices regarding the performance that they can offer to their subscribers, while in the short-
term we take advantage of fluctuating demand to increase resource utilisation through the
practice of overbooking.

1.2 Outline

We divide the remainder of this thesis into seven chapters. Chapter 2 provides the foundation
for the thesis by providing the setting and motivation for the vision of customisable future
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networks, and we survey opportunities and trends which pave the way towards this vision.
Chapter 3 then provides the necessary background into network virtualisation, slicing, and
the associated business models. Chapter 4 examines the coexistence of different technologies,
namely waveforms. Chapters 5 and 6 focus on the implications of customisable slices on
resource allocation, while Chapter 7 examines one of the key trade-offs associated with
network slicing. Finally, Chapter 8 summarises our main findings and concludes the thesis.

Chapter 2

In this chapter, we examine the trend in telecommunication networks towards differentiated
services, and review the diverse range of requirements demanded of future networks. We
then survey some of the RATs and system-level architectures that are critical to achieve the
level of versatility required in future networks to satisfy these requirements. Specifically, we
explore the choices and opportunities presented by these RATs and system-level techniques
to create a more versatile and adaptable network.

Chapter 3

We discuss the importance of network virtualisation as an enabler for customisable future
networks. We then survey the state-of-the-art in network slicing, focusing on its ability to
create slices with tailored network behaviour, as well as some of the associated proposed
business models.

Chapter 4

We first provide an overview of the most prominent alternative waveforms to OFDM, and
discuss their relative strengths and weaknesses. We initially consider a single-cell scenario
consisting of clustered D2D communication and investigate whether Filter Bank Multi-
Carrier with Offset Quadrature Amplitude Modulation (FBMC/OQAM) can reduce the
complexity of resource allocation procedures in this scenario. We then expand our work to a
multi-cell, multi-cluster network consisting of cells which employ strict Fractional Frequency
Reuse (FFR), and consider a wider range of waveforms. Through extensive Monte Carlo
simulations, we evaluate the relative asynchronous performance of these waveforms for use
in clustered MTC scenarios, compared against a baseline case consisting of synchronous
OFDM.

Chapter 5

Considering a future network consisting of service-tailored slices, we begin the chapter with
an examination of the benefits of various lower-layer design choices in the RAN for serving
different use cases. We then propose four different configurations of the time-frequency
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resource grid, with each managing the coexistence of RAN slices with approaches ranging
from very static to very dynamic. Focusing both on the ability to adapt to traffic changes
and how multiple RAN slices can coexist, we examine the relative performance of these
different configurations of the resource grid. Finally, based on this analysis, we propose a
two-tier time-frequency resource grid that can balance this trade-off between adaptability
and coexistence overhead.

Chapter 6

We examine a model consisting of Specialised Mobile Network Operators (SMNOs) which
operate independent service-tailored networks, and propose the adoption of a broker-based
approach in which users can switch between multiple SMNOs in a subscription bundle based
on the type of service that they require. We examine user admission to service-tailored
SMNOs in this model, and outline how to perform the matching between users and SMNOs
based on their preferences. Finally, using a maximum-utility optimisation approach as a
baseline, we evaluate the performance of the proposed broker-based model using a proof-of-
concept example case.

Chapter 7

Network slicing is an attractive solution for future networks, offering the potential to provide
both customisable behaviour and increased sharing opportunities. The trade-off between
these two benefits can be managed by providing both long-term and short-term commit-
ments regarding resource availability. We derive the probabilities of auxiliary resources
being available according to a specified guarantee and then we design an algorithm that can
be used to determine how many auxiliary resources to offer to slices. The assured resources
provide slices with an assurance so that they can provide tailored service to the users, while
the specified probability of availability associated with the auxiliary resources facilitates
resource overbooking and increases resource sharing. Our analytical results show that the
interplay between the controllable and non-controllable inputs into the system influence how
effective resource overbooking is, and places limits on the range of guarantees that can be
offered.

Chapter 8

Finally, in this chapter, we summarise the main insights of the thesis, and discuss the outlook
and future directions for adaptable future networks. We also briefly present another vision
for adaptable networks based on cognitive networks instead of virtualisation.
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1.3 Contributions

In this section, we present the main research contributions made as part of this thesis. We
state our general contribution in this thesis to be one of providing comprehension through the
presentation of conceptual insights, as well as analytical and simulation-based results, of the
challenges associated with enabling adaptable future networks. We group our contributions
based on the chapter in which they appear.

Chapter 2

In this chapter, our main contribution is the provision of a comprehensive survey of the
demands of future networks, the tools and techniques available to satisfy those demands,
and the opportunities to create an adaptable network. The contributions in this chapter,
listed below, relate to providing a vision for future networks and highlighting the research
questions that need to be considered to realise it.

• We promote the vision of future networks as a highly versatile and reconfigurable
network, capable of adapting to many different service requirements.

• We survey the technologies and tools that will be instrumental in realising this vision
of flexible networks.

Chapter 3

Our chief contribution in this chapter lies in highlighting the benefits of virtualisation and
network slicing in the context of enabling customisable virtual networks on-demand.

• We provide an overview of virtualisation and network slicing, demonstrating how they
may be used to enable flexible future networks. In particular, we focus on RAN slicing,
and discuss potential deployment models for network slicing.

Chapter 4

Although waveform research is very mature at a signal processing level, the system-level
implications and performance of employing different waveforms in different scenarios is not
well studied. Our main contribution, therefore, is to demonstrate the benefits that altern-
ative waveforms to OFDM can provide in future network scenarios such as D2D-enabled
MTC. Furthermore, we demonstrate at a system-level that waveforms can coexist in future
networks, with different devices potentially adopting different waveforms. We state our
contributions as follows:

• We show the effects of inter-D2D interference, taking into account leaked power from
sub-bands, for clustered D2D scenarios under various system set-ups.
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• We demonstrate that the optimal Resource Allocation (RA) and power-loading schemes
can be simplified when D2D pairs use an alternative waveform, as the inter-D2D in-
terference becomes negligible.

• We demonstrate using system-level simulations that it is feasible for cellular networks
to serve high rate clustered MTC use cases using D2D communication through the
coexistence of alternative waveforms and OFDM, and quantify the benefit of doing so.
In particular, we show that DUEs can avail of the benefits of asynchronous commu-
nication, without suffering a performance loss, by employing an alternative waveform
such as FBMC/OQAM, even if regular Cellular Users (CUEs) continue to use OFDM.

• We characterise the performance of several prominent alternative waveforms across a
range of MTC scenarios by varying key system parameters such as cell size, cluster
size, DUE transmit power, and maximum possible Timing Offset (TO) and Carrier
Frequency Offset (CFO).

Chapter 5

Our contribution in this chapter relates to the allocation of time-frequency resources in
an adaptable RAN. While several papers have examined conceptual architectures [8, 9] or
proposed radio resource allocation schemes for RAN slicing [10], our contribution is instead
on how lower layer RAN concerns pertaining to customisation and flexibility affect the
development of RAN slicing, particularly in relation to ensuring isolation between RAN
slices. We list our contributions in detail as follows:

• We analyse how four different proposed configurations of the time-frequency resource
grid perform with regard to the adaptability/overhead trade-off, providing both a
qualitative and quantitative analysis of both sides of the trade-off for each configura-
tion under consideration.

• Informed by this analysis, we distinguish between service-types and individual services
through the concept of a RAN profile, which enables resources to be allocated at both
different time-scales and granularities based on this distinction.

Chapter 6

In this chapter, we address how to associate users to service-tailored slices, and introduce a
new network entity to perform this matching. We list our contributions in detail as follows:

• We show the performance benefits of the proposed broker-based model, allowing users
to choose SMNOs according to the needs of the service that they are using. In
particular, we demonstrate how to perform the matching between users and SMNOs
in a bundle, adopting the Gale-Shapley matching algorithm.

• We outline a framework based on the concept of utility for devising the preference lists
of users, while the approach we propose for building the preference lists of SMNOs
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can differentiate between different classes of users based on the price they pay for
their subscription.

• We evaluate the performance, adopting utility as a metric, of the broker-based model
compared to a sum utility maximisation matching approach.

Chapter 7

Our chief contribution in this chapter relates to managing the trade-off between slice-tailored
behaviour and resource utilisation by proposing the division of resources into assured re-
sources and auxiliary resources, with the former available if needed over the lifetime of a
slice, and the latter offered on a probabilistic basis using short-term forecasts of resource
demand. Our contributions are as follows:

• We derive probabilistic results relating to the availability of auxiliary resources.
• We design an algorithm for determining how many auxiliary resources the slice pro-

vider can offer to slice tenants, which determines the amount of overbooking that
occurs.

• We provide insight into the factors which affect the overbooking of auxiliary resources,
and show when conditions dictate that overbooking will be effective.

• We propose several methods for distributing auxiliary resources among slices, includ-
ing an approach to maximise resource utilisation.
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The Trend Towards Customisable Networks

This chapter lays the foundation for the rest of the thesis by demonstrating the need for
adaptability in future networks. It begins by highlighting that there has been a trend in
the area of Resource Allocation (RA) for the last few decades towards increased service
differentiation, culminating in the unprecedented adaptability necessary today to satisfy
the diverse and heterogeneous requirements demanded of any future network. We then
examine how the Radio Access Technologies (RATs) and system-level techniques that will
be used to build future networks both offer unprecedented design choices owing to their
suitability to some use-cases, but not others.

2.1 Resource Allocation: A Little Bit of History

In the early days of cellular networks, a Mobile Network Operator (MNO) typically built and
controlled its own infrastructure. Spectrum, a limited resource, was the root of an MNO’s
value-chain [11]. As a result, RA has traditionally been primarily concerned with utilising
the frequency bands purchased and licensed for use by an MNO. The Global System for
Mobile Communications (GSM), the first truly global standard, approached RA through
channelisation of the spectrum.

In GSM, the licensed bandwidth owned by an MNO is divided into orthogonal channels
using a combination of Time-Division Multiple Access (TDMA) and Frequency-Division
Multiple Access (FDMA) with FDMA used to split the spectrum into 124 carrier frequencies
of 200 kHz each and TDMA then used to divide each carrier frequency into burst periods,
with eight burst periods per TDMA time frame. The authors in [12] present a general
formulation of the resource management problem at the time, identifying three key allocation
decisions.

• assigning an access port (Base Station (BS));
• assigning a waveform (channel);
• assigning transmit powers.

GSM was designed with an application to voice, using circuit-switched technology to
dedicate resources for the duration of a call and hence guarantee a particular Quality of
Service (QoS). With the advent of multimedia services at the time, the need for greater
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support of data services was realised and a new standard for packet data transmission named
General Packet Radio Service (GPRS) was introduced to efficiently utilise radio resources.
With different QoS now required by circuit-switched voice and packet-switched data, RA
became an important research topic to enable the integration of GPRS and GSM without
degrading the QoS of voice services [13], [14]. This was achieved through the dynamic
allocation of resources, allowing unused voice channels to be allocated to data temporarily,
with voice having a pre-emptive priority over data.

GPRS was considered to be an important development step of GSM towards the next
generation of mobile communication systems such as Universal Mobile Telecommunica-
tions Service (UMTS). Much of the core network in UMTS remained similar to that of
GSM/GPRS, with changes mainly focused on the all-important air interface. Wideband
Code Division Multiple Access (WCDMA) was chosen as the radio-access technology for
UMTS, allowing multiple users to simultaneously utilise a single frequency band by assign-
ing each user a code with good auto and cross-correlation properties.

The problem of allocating resources to meet different QoS requirements, which was in-
troduced with the integration of GPRS and GSM, was further recognised in UMTS with
four service classes categorised: conversational, streaming, interactive, and background [15].
Delay sensitivity is the primary distinguishing feature between classes with the conversa-
tional class intended for very delay sensitive traffic while the background class is the most
delay insensitive and hence has the lowest priority. The research problem of allocating re-
sources in an efficient manner to satisfy various levels of QoS was addressed by many papers
at the time [16], [17], [18].

The latest standard for mobile communications, Long Term Evolution (LTE), reflected
the dominance of data traffic and targeted simplifying the network architecture from a com-
bined circuit- and packet-switched network to a flat all-IP network. In addition, having
realised the limitations of Code Division Multiple Access (CDMA), Orthogonal Frequency
Division Multiple Access (OFDMA) was adopted in the downlink and Single Carrier - Fre-
quency Division Multiple Access (SC-FDMA) was used in the uplink to mitigate problems
relating to the high Peak-to-Average Power Ratio (PAPR) associated with OFDMA. RA
in OFDMA is achieved by allocating resource blocks to users, where each resource block is
180kHz in the frequency domain and 0.5ms in the time domain.

The allocation of resources in LTE to achieve QoS differentiation is handled using the
concept of a bearer, which is a virtual connection used to transfer data between two endpoints
in the network (such as between a User Equipment (UE) and Packet Data Network Gateway
(PGW)). Each bearer has an associated QoS Class Identifier (QCI) which classifies the
bearer as either Guaranteed Bit Rate (GBR) or non-GBR. GBR bearers have a predefined
minimum long term average data rate, as well as upper bounds on both the packet loss rate
and the packet delay budget [19]. No guarantee is provided to non-GBR bearers, making
them unsuitable for real-time services such as video streaming. The QCI also specifies a
priority used to determine the order in which bearers are handled. Table 6.1.7-A in [20]
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provides a list of example services and how they may be accommodated using the QCI
characteristics described above.

2.2 Future Network Requirements: A Brief Overview

Similar to previous generations, future networks will also introduce new services to be
supported and new requirements to be fulfilled. However, it is the diversity of these services
and requirements that motivate the need for a different kind of network from previous
generations. We explore the different requirements that will have to be considered through
the scenarios specified in the METIS project for 5G [21]:

1. Amazingly fast: This scenario addresses the requirement to provide very high data
rates with low latency. The emphasis here is on instantaneous connectivity. Examples
include a virtual reality office which requires the transfer of huge amounts of high-
resolution 3D imagery.

2. Great service in a crowd: This scenario focuses on providing a reasonably good
service to users in crowded locations such as stadiums.

3. Best experience follows you: This scenario stresses the importance of providing qual-
ity service to users on the move, such as a high speed train.

4. Super real-time and reliable connections: This scenario deals with providing very low
end-to-end latency and high reliability to mission critical applications such as traffic
safety.

5. Ubiquitous things communicating: The final scenario focuses on providing connectiv-
ity to massive numbers of machine-type devices. Such devices need to have extremely
low power-consumption to support battery life of up to a decade.

While the scenarios listed above were described in the context of 5G, they remain relevant
in the broader discussion of future networks due to their generality. Although it is not
practical to list every possible scenario, the five outlined above provide a strong insight into
the level of flexibility needed in future networks. The above scenarios demand the following
requirements from the network, again provided in the context of 5G:

• Edge data rate In order to support a new class of applications such as high definition
video or virtual reality, it is generally agreed that a 100x increase in the edge data
rate will have to be achieved. Current edge rates in 4G systems are in the range of a
few Mbps, placing the 5G target for the minimum rate that can be expected by the
majority of users in a cell in the range of several hundred Mbps.

• Capacity The general agreement is that 5G networks will have to be able to handle
1000x the current capacity in order to support the scenarios above. The Ubiquitous
things communicating scenario sees the addition of massive numbers of Machine-Type
Communication (MTC) devices to the network (albeit at much lower data rates per
device).
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• Reliability Mission critical applications demanding very high reliability have tradi-
tionally been forced to use wired access. 5G aims to provide pseudo-wired connectivity
to any application that needs it, such as those in the field of healthcare.

• Latency While the mission critical applications mentioned above often require near-
zero latency, so too will a wide range of emerging applications such as real time gaming
and virtual reality. We expect near-zero round-trip latency to mean in the vicinity of
1ms, an order of magnitude lower than the current 4G times of around 15ms. [22].

• Energy Efficiency As networks grow larger and more dense, energy consumption
also grows. Energy consumption in networks contributes significantly to operators’
costs and also contributes to CO2 emissions. Hence, a great deal of emphasis is being
placed on energy-efficiency in future networks [23]. Given the ultra-dense networks
being considered for future networks, increases in energy-efficiency will be necessary
just to keep energy consumption at current levels.

• Cost In addition to the above demands, it is necessary to reduce Operational Ex-
penditure (OPEX) and Capital Expenditure (CAPEX) for MNOs. MNOs are expec-
ted to provide the latest services to users but are finding it increasingly difficult to get
a return on their investment in new infrastructure and technologies, particularly with
the increase in the number of over-the-top services which do not contribute to oper-
ator revenue [11]. New strategies for extracting value from the network and making
it affordable must be devised.

2.3 Radio Access Technologies in Future Networks

Future networks have the potential to offer an unprecedented level of flexibility in the RATs
it employs. With so many diverse requirements to satisfy, these Physical Layer (PHY)
technologies provide the basic building blocks from which to construct versatile networks
that can be adapted according to the services to be supported. Future networks will be
characterised by both the specific technologies they adopt, and the ability they offer to
configure these technologies to suit particular use-cases.

In this section, we focus on three core areas that will form the main ingredients of any
future network PHY layer: duplexing, multiple antenna use, and waveforms.

2.3.1 Duplexing

The notion that radios cannot send and receive simultaneously using the same spectral
resources is based on the fact that the locally generated transmitted signal can be several
orders of magnitude stronger than the signal to be received, essentially drowning it out
and resulting in severe cross-talk between the transmitter and receiver. However, given
developments in Self-Interference Cancellation (SIC), In-Band Full Duplex (IBFD) is now
feasible for low-power, short-range systems such as small cells [24] and Device-to-Device
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(D2D) communication [25], which are expected to play an important role in future networks.
The main benefit that IBFD offers is the potential of doubled spectral efficiency and capacity.

Increased spectral efficiency is not the only benefit that IBFD can offer. IBFD can
be used to reduce control plane latency, since feedback information such as Channel State
Information (CSI) and acknowledgements can be received during data transmission. In
addition, advances in SIC enable faster collision detection since a transmitting device can
simultaneously listen for collisions. This is of particular interest for contention based pro-
tocols or Dynamic Spectrum Access (DSA).

IBFD has great potential; however, understanding when and how to use it is critical to
its successful adoption. In this section, we survey the many choices and options presented
by IBFD, and explore the flexibility that it introduces into the network.

Hybrid Duplexing

IBFD performance depends on numerous factors such as SIC capabilities, pathloss between
devices, and transmit power. In addition, IBFD introduces two new types of interference
to the cellular network [26], namely BS-BS and UE-UE. In many cases, the new types of
interference introduced into the network prevent the promise of potentially doubled capacity
from being realised [27]. In some cases, strong interference may even render IBFD less
favourable than conventional duplexing1 techniques. The conditions for IBFD gain in a
single cell scenario are derived in [28], which proposes a hybrid scheduler to decide whether
to schedule both an uplink and downlink UE in a resource block, or whether to default
to traditional HD2 operation. This leads to the concept of hybrid duplexing, in which the
duplexing scheme is chosen depending on current conditions.

With regard to choosing a duplexing mode, four choices reveal themselves:

1. Time-Division Duplexing (TDD);
2. Frequency-Division Duplexing (FDD);
3. In-band Full Duplex (IBFD);
4. Hybrid Duplexing.

Hybrid duplexing involves a controller which, based on a set of parameters of concern,
decides when to exploit IBFD communications and defaults to a conventional duplexing
technique if conditions are not favourable.

• Hybrid duplexing for cellular access: The use of pure IBFD may not be optimal in
every situation due to the effects of interference, motivating the use of a centralised

1Conventional duplexing refers to the use of either Half Duplex (HD) techniques, where simultaneous
transmission and reception is not possible, or Out-of-Band (OOB) full duplex, where simultaneous trans-
mission and reception is only possible using different frequency bands.

2To be precise, HD refers only to techniques that may either transmit or receive in a certain time
slot, but not both. However, in keeping with the literature on hybrid duplexing, we use the term HD
instead of conventional duplexing to mean either Time-Division Duplexing (TDD) or Frequency-Division
Duplexing (FDD).
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adaptive scheduler in a scenario consisting of an IBFD BS and HD UEs [6]. The
scheduler may decide to schedule either one uplink, one downlink, or a pair of uplink
and downlink UEs in a resource block depending on the interference [29, 30].

• Hybrid duplexing for D2D communication: D2D allows nearby devices to establish
direct links, negating the need to make a round trip via the BS and hence increas-
ing the overall system throughput. Research into the coexistence of D2D and IBFD
primarily focuses on using IBFD communications between device pairs to boost spec-
tral efficiency [31–33], requiring devices to be IBFD capable. This is achieved at the
cost of increasingly complicated interference channels to be considered. Hybrid du-
plexing in an IBFD D2D scenario may take the form of BS assisted hybrid scheduling,
or each individual D2D pair may autonomously decide for themselves. The decision
between using full or HD may be influenced by a number of factors related to the in-
terference profile of the cell, including self-interference, D2D-to-UE interference, and
UE-to-D2D interference.

• Hybrid duplexing for relaying: The concept of hybrid duplexing is again relevant in
this scenario, as highlighted by [34], which considers hybrid IBFD/HD relaying with
opportunistic mode selection and demonstrates the performance gain offered by such
a system over a system confined to a single duplexing scheme. Hybrid transmission
mode for relays can achieve better performance than just using IBFD or HD trans-
mission mode alone [35]. The subject of resource allocation in virtualised IBFD relays
is discussed in [36, 37], considering spectrum, BSs, and relays as virtual resources.

• Hybrid duplexing for self-backhauling: Self-backhauling refers to a technique whereby
a BS uses part of its available spectral resources for wireless backhauling. The authors
in [38] highlight the importance of backhaul-aware radio resource management. This
is particularly important in an IBFD-capable small-cell that uses spectral resources
simultaneously for both access and backhaul. The idea of hybrid duplexing for cellular
access is even more prevalent in a scenario involving in-band backhauling. Further-
more, this concept can be extended to the backhaul case as explored in [39], in which
the authors demonstrate the usefulness of adaptive IBFD/HD self-backhauling over
IBFD self-backhauling alone. In adaptive IBFD/HD self-backhauling, the duplexing
scheme is dynamically changed according to the current interference conditions.

• Hybrid duplexing for DSA: DSA has been heralded as a promising technique to deal
with the perceived spectrum shortage at microwave frequencies, allowing unlicensed
Secondary Users (SUs) to avail of licensed bands according to a strict set of rules.
The rules defining how and when an SU can use licensed spectrum are designed with
a strong emphasis on protecting the incumbent. Typically, in a cognitive radio, the
SU will perform spectrum sensing at the beginning of each time slot and begin trans-
mitting if the received power is below some predefined threshold. Two problems are
evident with this approach. Firstly, multiple SUs might opportunistically attempt to
access the medium, resulting in secondary collisions. Secondly, the Primary User (PU)
may become active at any time and the SU cannot detect this while it is transmit-

PhD Thesis Conor Sexton



2.3 Radio Access Technologies in Future Networks 21

ting. SIC has been proposed to enhance the performance of cognitive radios, reducing
the number of SU collisions and offering greater protection to the incumbent, as it
allows SUs to perform spectrum sensing while simultaneously transmitting [40–42].
The benefits afforded by IBFD may be utilised by cognitive radio in an adaptive
transmission-reception-sensing strategy [43, 44], comprising two-modes:

1. simultaneous transmission-and-sensing mode to improve detection probability;
2. simultaneous transmission-and-reception mode to improve throughput.

The adaptive switching strategy results in a spectrum awareness/efficiency trade-off,
with a threshold between the two depending on the SU’s beliefs about PU activity. If
an SU has a strong belief regarding PU idleness in a certain channel, the SU should
operate in simultaneous transmission-and-reception mode. If this belief decreases,
the SU should switch to simultaneous transmission-and-sensing mode in order to con-
stantly monitor PU activity while transmitting.

SIC Enabling Flexible Use of Spectrum

One of the greatest advantages that SIC introduces in the context of enabling versatile
networks is the potential for network operators to make use of their licensed spectrum as
they see fit, with some of the possible ways that SIC can be utilised including any-division
duplexing and spectrum virtualisation [45].

• Spectrum virtualisation: SIC’s ability to isolate any pair of transmit and receive fre-
quencies allows it to act as a software controlled duplexer. IBFD relates to the case
whereby the uplink and downlink channels are completely overlapped. SIC allows any
two channels to be paired, including partially overlapped channels. A software defined
duplexer would simplify the effort associated with supporting fragmented spectrum.

• Any-division duplexing: SIC can enhance FDD with increased opportunities to be
configurable, allowing it to exploit carrier aggregation. For example, similar to the
concept of spectrum virtualisation, SIC enables partially overlapping channels to be
paired for uplink and downlink in FDD. This is complemented by IBFD, which allows
completely overlapping bands to be paired. The different duplexing possibilities are
illustrated in Fig. 2.1.

The introduction of IBFD communication, and more generally the concepts of any-
division duplexing and software controlled duplexing, will have implications on the manner
in which spectrum is auctioned to the highest bidder and assigned. In [11], the authors
highlight the inefficiencies in current practices for allocating spectrum to operators and call
for the removal of restrictions on spectrum. One of the restrictions highlighted in the paper,
and which is most relevant in this case, is the pre-designation of spectrum as either FDD
or TDD prior to allocation. Spectrum to be auctioned is stipulated to either be FDD or
TDD irrespective of the services that it will be used to support or expected traffic patterns.
Clearly this imposes severe difficulties for the introduction of any-division duplexing. The
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Figure 2.1: Different duplexing options in future networks. Improvements in SIC allows both full
and partial overlap of uplink and downlink bands.

advent of new concepts in duplexing such as IBFD and any-division duplexing requires
further work in the area of spectrum auctions in order to allow network operators to bid for
spectrum irrespective of the duplexing scheme they wish to implement.

2.3.2 Multiple Antenna Use

The ability to utilise multiple antennas comes with inherent choice in how to use them,
which directly dictates the resulting benefits. Future network architectures are likely to
consist of dense small cell deployments underlaying Massive Multiple-Input Multiple-Output
(Massive-MIMO) enabled macro-cells, massively deployed Remote Radio Heads (RRHs) in
Virtualised RANs (VRANs), and Distributed Antenna Systems (DASs) (note that these are
not mutually exclusive).

The availability of multiple antennas offers many potential advantages to network op-
erators, dependent on how they wish to utilise the antenna resources at their disposal.
Capacity, data-rate, and reliability gains are all possible depending on the multiple antenna
technique in use. Depending on the service being considered, a network operator may decide
to employ techniques including Multiple-Input Multiple-Output (MIMO), spatial modula-
tion, and Coordinated Multi-Point (COMP). Each technique offers varying advantages, as
well as different levels of flexibility and customisability. In this subsection, we explore the
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flexibility and choices associated with multiple antenna use and how it can aid network
operators in the creation of versatile networks.

Diversity/Multiplexing Choices

Multiple antenna technologies such as MIMO can be used in two broad formats: diversity
for increased reliability, or multiplexing for increased capacity. The decision whether to
utilise the multiplexing or diversity gains of MIMO depends on the particular propagation
environment, and the priorities of the network operator, who may value reliability over
capacity or vice-versa.

1. Diversity/robustness: Multiple copies of the signal are received over independently
fading channels, increasing the probability that the receiver will be able to detect the
transmitted signal without error and, hence, improving reliability.

2. Spatial multiplexing/throughput: Spatial multiplexing aims to increase the capacity of
a system by sending different signals over the different paths between the transmitter
and receiver. Multiplexing is best suited to environments consisting of high multipath
in which the various MIMO channels are uncorrelated.

The trade-off between diversity and multiplexing gains offered by MIMO systems is a
well researched topic in literature. The authors in [46] demonstrated that both diversity and
multiplexing gains could be simultaneously obtained, with a fundamental trade-off between
the two. Since then, there has been a wealth of research into the diversity/multiplexing
trade-off for MIMO systems. For example, in [47], the authors suggest a framework for de-
vising practical adaptive MIMO architectures, focusing on switching between three MIMO
schemes: diversity, hybrid diversity/multiplexing, and multiplexing. In the context of ad-
aptable future networks, it would be beneficial to let the network operator control the
diversity/multiplexing gain through adaptive precoding.

The diversity/multiplexing trade-off is already incorporated into LTE, which was de-
signed to natively support the use of multiple antennas in both BSs and user devices, with
both diversity and multiplexing configurations permitted. The receiver measures the chan-
nel elements and calculates the rank indication, which indicates the number of symbols it
can successfully receive. The receiver then feeds back the rank indication to the transmitter.
Spatial multiplexing works best in high-scattering environments when the channel elements
are highly uncorrelated with each other, allowing the receiver to separate the received sym-
bols from each other [19].

While adaptively switching between diversity and multiplexing may be currently imple-
mented in LTE, its usage is relatively basic. The advent of vastly greater numbers of an-
tennas in future networks, both distributed and co-located, introduces many new challenges
and considerations in this area, ensuring that adaptive switching between multiplexing and
diversity will remain relevant.
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Adaptive Spatial Modulation (ASM)

Spatial modulation (SM) is a MIMO technique which extends traditional digital modulation
techniques such as Quadrature Amplitude Modulation (QAM) into the spatial domain.
In SM, only one transmit antenna is active at any time, with the index of the transmit
antenna used to convey information. Blocks of bits are mapped to both a symbol from
the constellation diagram, and a unique transmit antenna number chosen from the set of
possible transmit antennas. Spectral efficiency is increased by the base-two logarithm of the
number of transmit antennas.

SM takes advantage of the uniqueness and randomness properties of the wireless channel,
since each antenna in the possible transmit antenna set will experience different channel
conditions. The receiver can then determine the transmit antenna index, which is used
in demodulation. Since only one transmit antenna is active at any one time, SM can
be considered to be a type of single RF-chain MIMO. This results in a greatly reduced
complexity compared to conventional MIMO, which requires an RF-chain per antenna.

Spatial modulation offers yet another way of utilising multiple antennas, representing a
new type of modulation and bringing new challenges in this respect. Similar to the idea of
Adaptive Modulation and Coding (AMC), which adapts the coding rate and constellation
size according to channel conditions, ASM [48, 49] aims to dynamically adapt the modula-
tion order assigned to the transmit antennas according to the channel quality. As illustrated
in [50], the fundamental trade-off in adaptive spatial modulation is between constellation
size and the number of transmit antennas. In poor channel conditions, a small symbol
constellation size is required as the distance between symbols is reduced. However, the
poor channel may result in highly uncorrelated antennas, allowing the number of transmit
antennas to be increased. Conversely, in good channel conditions, a larger symbol constel-
lation and small number of transmit antennas may be preferable. Therefore, dynamic link
adaptation has an important role to play in adaptive networks utilising SM.

Adaptive Precoding

Precoding is a core concept in MIMO systems and refers to maximising the signal quality at
the receiver by applying appropriate weightings at each antenna to the multiple data streams
being transmitted. Precoding essentially takes advantage of channel state information at
the transmitter to perform processing on the signal before transmission. Techniques can
be divided into linear and non-linear. Non-linear techniques such as Dirty Paper Coding
(DPC) achieve the channel capacity at the cost of high complexity. Linear techniques, such
as zero-forcing, block diagonalisation, and maximum ratio transmission (MRT), are less
performant but come with reduced signal processing complexity.

In the case where the number of antennas is significantly greater than the number of
users, as is the case in Massive-MIMO, simple linear precoders are close to optimal under
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favourable propagation conditions [51]. However, as demonstrated in [52], this does not hold
true when realistic array deployment (taking the physical separation of antennas in account)
is considered and there in-fact remains a performance gap between linear and non-linear
precoding for dense large scale arrays. This fundamental performance/complexity trade-
off naturally leads to the concept of adaptive precoding. In this case, antennas become a
fundamental building block for networks, with network operators possessing the power to
decide how to use them and what precoding techniques to employ.

One currently existing example of adaptive precoding is the precoding matrix indicator
(PMI) in LTE, which is passed from the receiver to the transmitter. The PMI controls
the precoding step in the transmitter if diversity is selected, and prevents symbols from
cancelling each other out at the receiver by controlling the phase shifts of the transmitted
symbols. Adaptive precoding also enables the adaptive switching between diversity and
multiplexing techniques. Typically, the UE selects the best precoder from a predefined
precoder codebook that maximises the transmission rate for a particular MIMO channel,
and feeds this information back to the BS. The precoding choice may also depend on many
factors including the number of users to be served, the number of antennas in the array, the
signal processing complexity budget, and channel statistics.

Inter-Cell Interference Cancellation (ICIC)

In dense deployments of small cells, inter-cell interference becomes the limiting factor.
ICIC techniques such as COMP aim to convert this potential interference into useful sig-
nals. COMP refers to a collection of techniques that involve coordination between multiple
BSs/antennas during transmission and/or reception to improve the service provided to cell-
edge users.

COMP requires coordination between multiple BSs in order to mitigate inter-cell inter-
ference and potentially form useful signals. COMP is generally categorised into two main
groups.

1. Joint Transmission (JT)/Joint Reception (JR): In the downlink, data is transmitted
from each BS in the serving group simultaneously in order to boost the signal strength
at the receiver. In the uplink, each BS in the serving group receives the signal from
the UE. Signals from each BS are then combined and jointly processed. Data must
be shared between each BS, placing increased load on the backhaul between cells.

2. Coordinated scheduling: In the downlink, data is transmitted from only one BS in
the serving group to the receiver at any time instant. In the uplink, cooperating cells
schedule which BS will receive the data. Scheduling is coordinated among cells in
the serving group to mitigate interference and select the BS that can offer the best
service to the UE. This reduces the load placed on the backhaul between cells as
data does not need to be available in each cell, only channel state information and
scheduling decisions are shared among cells.
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It is apparent that multiple antenna use involving COMP techniques affords choice to
network operators, particularly in small cell architectures and DAS. It is the prerogative of
the network operator to decide whether they wish to employ COMP techniques, or not, and
if so, choose between JT/JR or coordinated scheduling/beamforming. Taking advantage of
the benefits of COMP involves choosing suitable clusters of cooperating BSs. These clusters
may be assigned in a static or dynamic manner, possibly requiring the network operator to
perform frequent re-selection.

In the case of JR and JT, the question of which entity performs processing is also
relevant. Processing may be centralised, maximising the load placed on the backhaul, or it
may be distributed among BSs in the cooperating set.

Distributed Antennas

The availability of large numbers of antennas in future networks presents network operators
with many options. In dense deployments, the cost of acquiring additional antenna nodes
may be cheap and antennas may be considered a resource. Below, we examine three ways
in which distributed antennas may be used:

• DAS: In a DAS, antenna elements are separated spatially and are connected to a
common controller. The principal idea is to extend the coverage of a BS by distribut-
ing antennas throughout the environment, retaining the same power budget so that
each antenna transmits with reduced power. DAS is popular in indoor environments,
in which antennas distributed throughout a building connect to a macro BS (often
located on the roof) and serve as repeaters to improve indoor coverage.

• Distributed MIMO: MIMO can consist of co-located3 antennas as part of the same
physical array, or distributed throughout the environment. The authors in [54] as-
sert that distributed MIMO systems can achieve higher diversity gain compared to
co-located MIMO, as co-located antennas may experience a similar scattering environ-
ment. Concepts such as adaptive precoding and the diversity/multiplexing trade-off
for MIMO systems, which were discussed previously in the section, remain relevant
here.

• COMP: In interference limited environments, network operators may use its distrib-
uted antennas to avail of the benefits of ICIC techniques such as COMP.

2.3.3 New Waveforms

One of the defining characteristics of each generation change has been the question sur-
rounding the choice of modulation format and Medium Access Control (MAC) strategy.
Orthogonal Frequency Division Multiplexing (OFDM) and OFDMA were chosen to be the

3The word ‘co-located’, as used in [53], represents antennas on the same array, as opposed to distributed
throughout an environment.
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modulation format and MAC strategy respectively for LTE due to the advantages they
offered over the CDMA systems used in the preceding generation, including higher spec-
tral efficiency and efficient realisation using Fast Fourier Transform (FFT) and Inverse Fast
Fourier Transform (IFFT) blocks.

OFDM’s ease of implementation, and its inertia, have ensured that it has maintained
its place in the 5G New Radio (NR) standards. However, despite its advantages, OFDM’s
place in future networks may be challenged by new techniques [55] that aim to deal with
some of its shortcomings such as:

1. Large OOB transmissions, resulting in interference issues. This also adversely affects
the ability of carrier aggregation to exploit non-contiguous spectrum, a topic that is
likely to play an important role in future networks.

2. High sensitivity to synchronisation errors and Doppler shift. The European FP7
research project 5GNOW deems it essential to introduce waveforms that are less
sensitive than OFDM to frequency misalignments [56]. In [57], the authors demon-
strate that the high sensitivity of OFDM to frequency offsets in a multi-user scenario
requires advanced interference cancellation techniques, in turn leading to complex
yet low performance systems. Thus, one of OFDM’s main advantages in the form of
simplicity is lost.

3. Although we listed OFDM’s spectral efficiency as an advantage, that was in com-
parison to previous generations, and there is potential for new techniques to further
improve upon this. In particular, the need for a Cyclic Prefix (CP) in OFDM and
the large side-lobes at spectrum edges reduce its spectral efficiency.

4. The strict synchronicity demands of OFDM introduces a substantial control overhead
in the network. In particular, the emergence of MTC as a major topic introduces new
considerations in this area. With the introduction of massive numbers of devices to
the network, coordinated access would generate huge signalling overhead, potentially
flooding the radio access network. In this regard, a strong case is being made for
techniques that facilitate uncoordinated access.

As a result, future networks see a variety of candidate waveforms competing to satisfy
the myriad of scenarios and requirements mentioned in Section 2.2. Filter Bank Multi-
Carrier (FBMC) schemes aim to achieve higher spectral efficiency than OFDM by suppress-
ing large side-lobes through per-subcarrier filtering, and negating the need for a CP by using
narrow channels with flat gain. Universal Filtered Multi-Carrier (UFMC), also known as
UF-OFDM, applies filtering to groups of adjacent subcarriers. This idea is based on the
observation that asynchronicities tend to occur at block edges, while orthogonality can be
maintained within the block itself. Due to the development of equalisers that approach
OFDM in complexity, Single Carrier Modulation (SCM) may be, as the authors of [58]
suggest, a technique whose time has come again. The main potential for SCM in future
networks would be in low latency applications, since delays related to the block processing
of data can be avoided [55]. Generalised Frequency Division Multiplexing (GFDM), first
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introduced in [59], is a multi-carrier modulation scheme with flexible pulse shaping that
targets low OOB emissions and frequency agility.

Designing a Flexible Air Interface

This idea of a reconfigurable air interface is explored in [60]. The Software-Defined Air
Interface (SDAI), enabled by Software Defined Radio (SDR), consists of an intelligent con-
troller and multiple configurable fundamental building blocks such as the frame structure,
waveform, multiple access, modulation and coding, etc. Different services can be suppor-
ted using different configurations of the fundamental building blocks, which are controlled
through software.

In terms of designing an adaptable network, the SDAI concept offers numerous advant-
ages. Through SDR, many aspects of the air interface become configurable, allowing the
network to be tailored towards different services. In contrast to an air interface optimised
for a single application, we instead have a fluid and adjustable system. Achieving reconfigur-
ability in every facet of the air interface presents several challenges. Current LTE networks
already implement a form of adaptability through AMC, in which the coding rate and mod-
ulation scheme are chosen according to the link quality. We have already discussed adaptive
duplexing and multiple antenna use in the previous subsections. In this subsection, we focus
our attention on the multiple access and waveform choice.

Although there are many waveforms being considered for future networks, each presents
advantages and disadvantages depending on the scenario under consideration. For example,
SCM techniques may lend themselves to low latency applications since they do not incur
the delays associated with the block-processing of data. FBMC, on the other hand, may be
preferable in an MTC scenario as it facilitates asynchronous access [56]. Hence, an adaptable
and flexible solution is required in relation to the choice of waveform and multiple access
technique. Below, we explore some of the possible different strategies involving the selection
of one or more waveforms for future networks that would lend themselves to the goals of
flexibility and versatility.

Single Waveform - Adjusting Parameters of a Configurable Waveform

This option advocates the standardisation of a single configurable waveform, which can
be tweaked through tunable parameters. We can begin with a single malleable waveform
and mould it according to our needs. This concept is best described as a Software-Defined
Waveform (SDW), an idea that resonates with many of the current trends in future networks
such as Software-Defined Networking (SDN) and SDR. This option relies heavily on the
softwarisation of the Radio Access Network (RAN) in order to be able to present configurable
waveform parameters which can be adjusted according to the scenario to be supported. SDR
is therefore an enabling technology, and the concept of a configurable waveform fits with the
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previously described concept of an SDAI. The configurable parameters form a numerology
for the waveform, which define it for a particular use case. The content of this numerology,
i.e. the parameters themselves, depend on the base waveform in use.

This idea of tweaking the parameters of a waveform according to the use-case is hinted at
in [22], in which the authors envision a type of tunable OFDM. In this vision, OFDM would
permit configuration through tunable parameters such as subcarrier spacing, CP length,
and FFT block size. For example, user specific subcarrier spacing and symbol period is
considered in [61], which compares several variants of OFDM which employ either a CP or
zero post-fix as a guard interval to prevent Inter-Symbol Interference (ISI), and use either
windowing or filtering.

Filtered Orthogonal Frequency Division Multiplexing (f-OFDM) is presented as an ena-
bler for a flexible waveform in [62]. In this vision, with f-OFDM, the assigned bandwidth is
divided into several sub-bands. Each sub-band employs OFDM with a numerology tailored
to satisfy a particular service. The parameters of such a numerology may include subcarrier
spacing, CP length, and Transmission Time Interval (TTI). Asynchronous transmission
across sub-bands is supported through sub-band-based filtering.

GFDM is identified as a promising solution for future networks in [63] as a result of its in-
herent flexibility. In particular, the authors in [63] show how GFDM can be tailored accord-
ing to several broad scenarios such as Bitpipe, MTC and Tactile Internet, by adjusting a set
of GFDM parameters. The need for a flexible PHY layer in future networks and a waveform
with many degrees of freedom is highlighted in [64], and a flexible FPGA implementation
of GFDM that permits run-time reconfiguration is proposed. Multiple applications can be
supported through configuration of several parameters such as filter coefficients, the number
of subcarriers in a block, and the number of sub-symbols per subcarrier.

The primary aim here is to use a configurable waveform to expose PHY flexibility to
higher layers. The role that techniques at these higher layers perform, and the manner
in which they interact with the PHY layer, is critical to the successful implementation
and adoption of an SDW vision. Clearly the concept of SDW lends itself to a coupling
with techniques such as SDR and SDN, such as the possibility of incorporating SDN and a
centralised controller which defines the set of parameters for the waveform to be used for a
particular scenario.

Multiple Waveforms - Selecting from a Pool of Waveforms

Future networks may permit the coexistence of multiple waveforms. Given a choice of
waveforms, each suited to different use-cases, the waveform itself can be viewed as an ad-
dition to the resource pool. Different applications or services may benefit from the use of
different waveforms, according to their specific requirements. For example, clustered D2D
pairs underlaying an OFDMA macro-cell may use a different waveform such as FBMC in
order to reduce the leakage interference between devices. Mission critical applications such
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as vehicular traffic safety may require ultra low latency, and hence may use a waveform or
frame structure capable of supporting short TTIs. We are therefore motivated to investigate
how multiple waveforms may impact upon one another and ultimately coexist.

Several works investigate the coexistence of various waveforms by characterising the
cross-waveform leakage interference. The authors in [2] consider a scenario consisting of
asynchronous D2D communication overlaying an OFDMA macro-cell, and investigate the
benefits of D2D pairs adopting alternative waveforms to OFDM. The authors generate in-
terference tables characterising the interference from several new waveforms onto an OFDM
receiver. In [65], the authors investigate D2D communication in an OFDMA/SC-FDMA
based cellular network, in which D2D pairs may use FBMC to reduce interference. The
limitations of using a Power Spectral Density (PSD) based model when evaluating the
interference between OFDM/Offset Quadrature Amplitude Modulation (OQAM) and CP-
OFDM is considered in [3], with the importance of considering demodulation effects at the
receiver emphasised.

There is a shift in emphasis involved in this vision from standardising a particular wave-
form that all future networks must use, to standardising a set of procedures and protocols
that allow network operators to choose a modulation scheme from a set of possible candid-
ates.

Adjusting the Multiple Access Procedure and Level of Synchronicity

This option proposes choosing a single waveform that is suitable for many applications, and
using it with different synchronisation procedures and access methods.

At the beginning of this section, when discussing the motivation behind researching
alternative waveforms, we discussed how the strict synchronicity demands of OFDM intro-
duce a substantial control overhead in the network when a large number of MTC devices is
considered. MTC is characterised by high-volume sporadic traffic consisting of short packet
sizes, indicating that it may be best served using contention-based access with relaxed syn-
chronism. Hence, we first explore the possibility of using a frame structure that can support
different access procedures, as well as different levels of synchronicity and orthogonality.
Classical bit-pipe traffic can be served using scheduled access with strict orthogonality and
synchronism. MTC traffic, on the other hand, may use contention-based access and abandon
synchronism in order to reduce the signalling overhead.

We examine the findings of the 5GNOW project, which advocated the adoption of a
unified frame structure to satisfy the various traffic types [56] to be supported in future
networks. The concept of a unified frame structure is also described in [66], in which the
authors advocate for the use of UFMC. The unified frame structure aims to be flexible and
scalable, incorporating a mix of synchronous/asynchronous and orthogonal/non-orthogonal
traffic types. In total, four traffic types are defined, with each targeting a different class of
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application or service. Each traffic type uses an access procedure, and level of orthogonality
and synchronism, appropriate for the traffic that it accommodates.

Three of the traffic types abandon synchronism and hence do not incur the overhead
and energy required by a closed-loop synchronisation procedure. Instead, these traffic types
could achieve coarse time-alignments by listening to the downlink, in an open-loop synchron-
isation procedure. The use of Automatic Timing Adjustment (ATA) [67], whereby devices
estimate their propagation delay in an open-loop procedure and adjust their transmission
timing to compensate, may also be adopted [66].

The concept of a unified frame structure demonstrates how various scenarios can be
handled by a single waveform by altering the access procedure (scheduled/contention), and
the level of synchronicity (closed-loop/open-loop with ATA). A flexible frame structure is
also discussed in [68] and [69], which supports the dynamic adjustment of the TTI according
to the service requirements of the link. Given the targeted 1ms latency support for mission
critical applications in future networks, TTIs of no more than 0.2-0.25ms are required.
Hence, latency critical links may benefit from a small TTI in the flexible frame structure.

Another area in multiple access that has been gaining traction recently is Non-Orthogonal
Multiple Access (NOMA). The conventional multiple access schemes used in previous gener-
ations, such as TDMA in 2G, CDMA in 3G and OFDMA in 4G, are all orthogonal multiple
access schemes, allocating orthogonal resources in either the time, code, or frequency do-
mains. In contrast, NOMA uses non-orthogonal resource allocation to accommodate larger
numbers of users. Interestingly, the authors in [70] propose the concept of Software Defined
Multiple Access (SoDeMa), which can support diverse services and applications through
adaptive configuration of available multiple access schemes. This resonates with the afore-
mentioned idea of a SDW, and highlights the ongoing trend towards softwarisation of the
network in response to the need for greater control and versatility.

2.4 System-Level Techniques for Future Networks

Having obtained a clearer idea in Section 2.2 of the scenarios and requirements to be satisfied
in future networks, and surveying the array of RATs and their capabilities in Section 2.3, we
now take a system-level view of the network. We choose to focus on SDN and VRAN, not
only because they represent two of the largest topics in this area, but also because of the
potential they possess in the context of enabling adaptable networks. Both techniques aim
to achieve a higher level of abstraction in the network, which brings an inherent increase in
flexibility and the ability to dynamically control resources. SDN abstracts network control
into a logically centralised controller, decoupled from the data plane. VRAN abstracts
processing power into separate pools of resources that can be dynamically assigned as needed
to RRHs.
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2.4.1 SDN

SDN resonates with the trend towards increased softwarisation, and offers the ability to
dynamically alter the flow of traffic through a network by decoupling the control plane from
the data plane, allowing centralised control over the behaviour of the entire network. The
rules for handling data can now be specified in software at the controller, which communic-
ates with the data plane (i.e. switches, routers) through an open interface. As a result, it
is possible to alter the entire behaviour of the network from a single logical point without
needing to physically touch the hardware.

The essence of SDN is possibly best characterised by four of its core principles [71, 72]:

1. Decoupling of control and data planes: This principle is the foundation of the SDN
concept, advocating the separation of the control plane into a logically centralised
software controller which is capable of managing and altering the routing of data
through the network.

2. Logically centralised controller: The extracted control plane is logically centralised
into a single controller with a network wide view. This logically centralised controller
may in fact consist of multiple virtual or physical controllers operating in a distributed
manner, depending on the scale of the network.

3. Open interfaces: One of the motivating factors behind SDN was to reduce the effort
and cost associated with reconfiguring the vendor-specific devices in the network.
An open, standardised interface between devices in the control and data planes,
known as the southbound Application Programming Interface (API), is therefore a
key principle of SDN.

4. Programmability by external applications: The controller in SDN allows for pro-
grammability by external applications through the so-called northbound API. This
naturally lends itself to the concept of adaptability. It allows the network operator
to view the myriads of physical hardware under its control as a single programmable
entity which it can configure.

In this section, we are primarily concerned with how SDN can be used to increase the
versatility of future networks, and create and manage adaptable networks using RATs as
building blocks. SDN offers potential in this regard in the following ways:

• Wireless SDN: SDN itself is inherently adaptable, introducing greater abstractions
into the network by decoupling the control and data planes. The flow of data through
the network can be altered through programmable controllers. We first explore the
flexibility that SDN introduces by examining its application in a wireless context,
noting that SDN has thus far mainly been researched in the wired domain.

• Slicing: Slicing refers to partitioning resources and isolating the traffic between mul-
tiple coexisting virtual networks.4

4As has become common parlance when discussing virtualisation, we use the term slice to refer to a
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• Gathering of statistics: SDN can be used to gather usage statistics and obtain a global
view of the network. From a virtualisation point of view, it allows the Mobile Virtual
Network Operator (MVNO) to make informed decisions about the management of
virtual resources.

Wireless SDN

The application of SDN to the wireless domain in mobile networks is explored in [73],
which discusses some of its potential use cases and benefits including virtualisation and
Quality of Experience (QoE)-Aware Network Operation. The authors also describe a generic
software-defined wireless network architecture using the 3GPP Evolved Packet System as
a reference. In the proposed architecture, the southbound interface now connects to three
types of entities: user plane entities in the core network, user plane entities in the RAN,
and mobile nodes. The authors in [74] provide a useful survey into the primary trends and
ideas involving SDN in the context of wireless networks, partitioning the literature into three
main target areas: Wireless Local Area Networks (WLANs), cellular, and multi-hop wireless
networks. Most research on wireless SDN has so far focused on WLANs, with virtualisation
and the ability to slice the network present as recurring themes. Research in the cellular
area is divided into both the RAN and the core network.

The authors in [75] make first steps in exploring the application of SDN in cellular
networks by proposing extensions to existing controller platforms and switches that enable
high-level policies to be enforced based on subscriber attributes. A scalable architecture
employing SDN concepts called SoftCell is employed in [76]. SoftCell supports high-level
service policies based on subscriber applications through fine-grained packet classification,
which is performed at the access edge. In contrast, the authors of [77] focus on the RAN
and propose SoftRAN, a software-defined centralised control plane for RANs. SoftRAN
introduces the concept of a virtual big-base station which is an abstraction consisting of a
central controller and all of the physical BSs in a given geographical area. This permits
effective load-balancing and interference management within the encompassing area. An
architecture for mobile carrier core networks based on SDN principles is presented in [78],
detailing its development and the use of a proof-of-concept prototype. Interestingly, the
authors highlight the potential that a software-defined mobile network provides in terms of
enabling innovation and permitting the creation of any network type on-demand, which are
two focuses of this chapter.

Slicing Networks

In the context of this discussion, we consider OpenFlow due to its current dominance in
the SDN landscape. In an OpenFlow architecture, data forwarding devices are considered

virtual network instance. A slice comprises the virtual resources that constitute that particular virtual
network.
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to be switches and routers. OpenFlow-enabled switches consist of flow tables which are
used to match particular data flows, garner statistics on each flow, and specify how they
should be handled. The flow table entries are controlled by the SDN controller through a
standardised southbound API. SDN, as implemented by OpenFlow, therefore consists of
three main components:

1. packet matching for flow-based routing;
2. reporting of flow statistics for global network view;
3. traffic isolation between different virtual networks.

Slicing refers to the task described in the third point above. In OpenFlow, this task is per-
formed by a unit called FlowVisor [79]. FlowVisor sits logically between the SDN controller
and the SDN-enabled device, and ensures that the controller can only alter flows belonging
to its own virtual network. It therefore helps satisfy the core virtualisation principle of isol-
ation. In order to achieve this, FlowVisor partitions the flow-table, assigning a number of
flow-entries to different virtual networks. It also partitions bandwidth resources by setting
limits on the data rate of a set of flows for a particular slice. FlowVisor acts as a proxy
between OpenFlow enabled hardware and multiple SDN controllers belonging to different
virtual networks, using the OpenFlow protocol to communicate with both controllers and
hardware. From the controllers’ viewpoint, it appears as if they are communicating directly
with the hardware.

Gathering Statistics

In addition to managing the forwarding plane, the OpenFlow protocol also permits per-flow
counter statistics to be requested from OpenFlow enabled switches. Network monitoring can
therefore be achieved through the addition of a monitoring module in the controller which
gathers statistics. Controllers periodically query switches for flow statistics, resulting in a
trade-off between accuracy and network overhead. The ability to collect per-flow statistics in
SDN has been the focus of several works in the literature [80–83]. For example, OpenNetMon
[83] is an open-source software implementation that provides monitoring of per-flow metrics
such as throughput, delay, and packet loss, and can be used to determine whether end-to-end
QoS parameters are actually met. OpenNetMon was written as a module for the OpenFlow
controller platform POX, a Python-implemented platform targeting research and education.

From a virtualisation point of view, the availability of statistics allows the MVNO to
identify underutilised virtual resources that can be released, and request additional virtual
resources in places where the network is over-loaded. For example, in an area where multiple
virtual BSs are reporting low usage, the MVNO may decide to release some of its virtual
resources. Conversely, in an area where multiple virtual BSs are reporting high usage, the
MVNO may decide to acquire more virtual resources in that area.
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2.4.2 VRAN

Traditional RAN architectures consisted of a Baseband Unit (BBU) located at the BS, with
either a co-located radio unit located beside the BBU or a RRH located a short distance
away on the tower itself. In contrast, VRAN seeks to decouple baseband processing power
from individual sites, allowing it to be flexibly allocated to parts of the network experiencing
the most demand, and also permitting new services to supported in a time and cost efficient
manner. The progression from the traditional RAN architecture to the now standardised
VRAN architecture comprised many intermediary proposed splits, with the concept of Cloud
Radio Access Network (Cloud-RAN) capturing the core split between local radio units at
individual BSs and shared centralised processing power.

The Cloud-RAN paradigm proposed splitting the RAN into three components:

1. BBU pool: The BBU pool performs baseband and packet processing, separating and
migrating this functionality from individual BS sites to a centralised location. One
of the motivating factors for Cloud-RAN is the so-called tidal effect, in which the
traffic experienced by a particular BS fluctuates both temporally and spatially as
users travel to and from work each day. In Cloud-RAN, BBUs can be dynamically
assigned to overloaded areas as required, in accordance with the tidal effect.

2. RRH: RRHs can be considered dumb compared to current BSs, as processing capab-
ilities have been abstracted away. RRHs simply transmit and receive signals, perform
analog-to-digital and digital-to-analog conversion, and send signals to/from the BBU
pool for processing.

3. Fronthaul link: The fronthaul connects the RRHs and BBUs. Due to the large
bandwidth requirements, optical fibre is generally used in the fronthaul. Signals
are transmitted as either digitised radio signals over Common Public Radio Inter-
face (CPRI), or analog signals using Radio over Fibre (RoF). Wavelength division
multiplexing is used to separate signals. CPRI is more robust than RoF over long
distances as it suffers less degradation; however, this advantage comes at the cost of
increased bandwidth requirements.

At this point, it is worth distinguishing between a Centralised RAN and Cloud-RAN.
In a Centralised RAN, the BBU pool still consists of proprietary hardware and is limited
in its flexibility, where as Cloud-RAN supports commercial off-the-shelf hardware which
can be virtualised. VRAN further disaggregates this virtualised BBU pool into Distributed
Units (DUs) and Centralised Units (CUs) as follows:

1. DU: DUs are placed closer to the RRHs so that they can meet the stringent latency
and higher bandwidth requirements required by real-time functions in the protocol
stack. Each DU supports multiple RRHs. Although many functional splits are
possible, low-level physical layer functions are typically confined to the RRH, with
higher-level physical layer, MAC and Radio Link Control (RLC) functions performed
by the DU. The fronthaul link between the RRH and the DU will adopt Evolved
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Common Public Radio Interface (ECPRI) which is an open interface evolution of
CPRI which is capable of supporting higher throughput on less fibre.

2. CU: CUs support multiple DUs and support non-real-time functions, typically in the
upper layers of the protocol stack. CUs and DUs are connected by the F1 interface,
defined in [84], known as mid-haul.

One of the most apparent benefits of VRAN is its adaptability to non-uniform traffic. In
the traditional network architecture currently employed, BSs are designed to handle peak
traffic loads, which can be several times higher than normal usage. VRAN benefits from
statistical multiplexing gain by dimensioning the processing capacity of the DU and CU
pools to be less than the sum of the capacities of individual BSs. This is motivated by the
fact that BSs in different areas experience peak load at different hours of the day. Hence,
VRAN can adapt to traffic fluctuations throughput the day by permitting overloaded BSs
to use more processing power.

VRAN provides numerous other advantages. By confining radio functions to RRHs and
centralising processing across DUs and CUs, the cost of deploying additional radio heads to
improve coverage is now reduced - an advantage which will be hugely beneficial in the ultra-
dense networks envisioned for future networks. Better energy efficiency can be achieved as
processing power can be dynamically allocated and BSs can be turned off when not needed.
The VRAN paradigm also facilitates the sharing of information between cooperating BSs,
leading to improved spectrum utilisation [85].

The VRAN concept alters the manner in which resource allocation is performed. Pro-
cessing power is now a resource to be allocated as needed. In addition, cooperation between
RRHs can be realised as the CUs and DUs have access to the channel state information
and other information supplied by neighbouring RRHs. The ability to treat both RRHs
and processing power as resources offers great potential in the pursuit of creating a flexible,
adaptable network. In this subsection, we explore how this potential may be realised.

Flexible Functional Splits

One of the important questions in VRAN surrounds the functional split of processing, i.e.
which functions should be implemented locally at the radio head site, and which should be
handled remotely in the processing pool. With regards to the processing pool, there is a
further question regarding which functions should be handled in a DU and which should be
handled in a CU.

The various split options have differing requirements for the fronthaul in terms of both
bandwidth and latency. Several possible splits of the LTE baseband processing chain are
analysed in [86], taking into account bandwidth and latency requirements. The authors in
[87], on the other hand, focus on the opportunities provided by a flexible split, detailing the
advantages and disadvantages of several options.
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In summary, the more lower-layer functions that are moved into the centralised pro-
cessing pool, the higher the demands are on the fronthaul in terms of latency and capacity.
Dividing the processing pool into DUs and CUs helps alleviate this issue, with real-time
functions placed in DUs. As a result, CUs show greater potential for virtualisation and
resource sharing.

The O-RAN alliance is a consortium of telecommunication companies which is focused on
the development and specification of an open, vendor-agnostic, interoperable RAN. Defining
functional splits supported by open interfaces so that products from multiple vendors can
be utilised in a single network is an essential part of the O-RAN vision.

The possible functional splits between the radio unit, DU and CU are outlined in the
Intel white paper [88]. In summary, the desired outcome is to achieve a split that ensures
that functions with stringent latency and bandwidth requirements are handled close to the
BS, while ensuring that there is still plenty of scope to reap the benefits of virtualisation
by using commercial off-the-shelf hardware in a centralised processing pool for higher-layer
functions.

Eight possible functional split options were specified by the 3GPP in [89]. The option
adopted by the O-RAN alliance in their specifications is known as Split Option 7-2x, in
which radio-frequency and lower-level PHY functions are handled in the RRH, and higher-
level PHY up to RLC are handled in the DU (incorporating resource element mapping).
Functions in layers above RLC are then handled in the CU. One advantage of this split is
that it keeps RRH costs low, allowing them to be easily deployed and treated as a resource.

VRAN and PHY Flexibility

The flexibility of the CUs and DUs, enabled by SDR, allow MNOs to customise the low-
level details of their network according to their needs. This could allow an MNO to control
the choice of duplexing method or waveform through the software in the CUs and DUs.
In essence, VRAN isolates the radio head as a fundamental building block, and offers the
means to customise PHY operations through the flexibility of the CUs and DUs. We briefly
examine the relationship between VRAN and each of the three PHY technologies discussed
in Section 2.3.

1. Waveforms: In Section 2.3.3, we highlighted the possibility that future networks may
permit the coexistence of multiple waveforms. This would allow a choice of waveform
depending on the use case being served. This involves a change in thinking, from
standardising a single waveform that all future networks must use, to standardising
an interface that allows MNOs to choose any modulation scheme as needed. VRAN
makes this possible, as CUs and DUs can be configured to use any modulation scheme
through the advent of softwarisation.

2. Duplexing: We propose to allow the MNO to fully control the choice of duplex-
ing scheme. VRAN again permits this vision, with the duplexing scheme custom-
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isable through software in the CUs and DUs. The MNO may be presented with
many choices including which duplexing scheme to use, and choosing which bands
to pair for uplink and downlink. If the radio head has SIC capabilities, the MNO
must also decide how to utilise them; increased spectral efficiency or reduced control
plane latency are both possible, as outlined in Section 2.3.1. The advantages of a
Cloud-RAN architecture coupled with IBFD communications is outlined in [90], par-
ticularly in mitigating the BS-to-BS/downlink-to-uplink interference introduced by
IBFD. The centralisation of processing allows the BBU to perform cancellation of the
BS-to-BS/downlink-to-uplink interference since the downlink signal of neighbouring
RRHs is known by the BBU. These advantages of a Cloud-RAN architecture are
also relevant for VRAN.

3. Multiple Antenna Use: Of the system-level techniques considered in this chapter,
multiple antenna use offers the most apparent links with VRAN. VRAN can enable
the flexibility that multiple antenna use affords. VRAN abstracts the actual antenna
from the associated processing, allowing both processing power and radio heads to be
viewed as resources. RRHs then form the basic building blocks for the network, while
the decoupled CUs and DUs allow the MNO to utilise the RRHs whatever way they
wish. In the case of distributed RRHs throughout an environment, the MNO may
wish to employ antennas for either distributed MIMO or COMP. The centralised
aspect of VRAN also permits coordination between selected RRHs, particularly for
the JT and JR option in COMP. In effect, VRAN is a direct realisation of COMP.

2.5 Summary

In Section 2.2, we highlighted that the requirements for future networks are extremely
diverse, requiring a versatile network capable of adapting to the service demands placed on
it. There are a multitude of technologies being considered to meet these demands, each
varied in its advantages and disadvantages. In Section 2.3, we surveyed some of the new
RATs being considered for future networks in the context of the choices and flexibility they
afford. In effect, given the wide range of service requirements, new techniques may only
offer advantages in certain scenarios. The role that new system-level techniques have to
play in both directly introducing greater flexibility, and managing adaptable networks is
very important.

While we may have an idea of the scenarios to be supported and the technologies that
may potentially be beneficial, the final constitution of any future network is still unknown.
What is clear, however, is that future networks will need to be much more adaptable than
previous generations. The technologies and techniques discussed in this chapter are likely
to play a role in the future in some shape or form. Based on the current literature, we
have extrapolated research trends in order to present a survey of the possible ways that
the chosen technologies can facilitate an adaptable, versatile network. In the next chapter,
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we review a technique that can allow all of these new technologies to be combined to offer
tailored network behaviour as-needed.

Conor Sexton PhD Thesis





3. Background on Network Slicing 41

3 Background on Network Slicing
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Background on Network Slicing

In the previous section, we highlighted that telecommunication network operators are seek-
ing to find new value by serving non-traditional use cases in vertical industries such as
automotive or healthcare. These new use cases place contrasting demands on the net-
work regarding latency, reliability, capacity and energy efficiency as outlined in Section 2.2.
If taken in isolation, the tools and technologies are available to satisfy any one of these
demands, as described in Section 2.3. The challenge lies in managing the coexistence of
technologies to serve all of the use cases simultaneously, necessitating a network that can
exhibit customisable behaviour based on the requirements to be satisfied.

This need for a customisable network is the continuation of a decades long trend towards
service differentiation in telecommunication networks. As networks become more adaptable,
they can serve more diverse use cases, which in turn drives the need for further adaptability.
In effect, the ability to create an adaptable network necessitates such a network.

Creating networks capable of providing customisable behaviour requires the ability to
seamlessly divide and aggregate entities across the entire network. Until recently, this was
not generally feasible. In recent years, however, network virtualisation has emerged as a
means to create virtual instances of network entities that facilitate sharing. We begin this
section with an in-depth examination of virtualisation, its relationship to network slicing,
and the role both of these have in future networks.

3.1 Network Virtualisation

Virtualisation enables the creation of a virtual representation of a physical resource which is
independent from the underlying hardware realisation. Virtual resources are not constrained
by the physical constitution of the substrate on which they are constructed, and may be
treated as if they were real resources. Virtualisation is not a new concept in Information
and Communication Technology (ICT), and has been widely applied to storage devices and
computer hardware platforms. We are solely interested in the application of virtualisation
to networks.

Network virtualisation was first proposed as a solution to deal with the ossification
of the internet due to its potential to create a virtual testbed to experiment with new
architectures [91]. While architectural purists at the time viewed virtualisation as a tool
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for simply evaluating new architectures, there was another school of thought, referred to
as pluralists, who advocated for virtualisation to be a core part of the architecture itself.
Pluralists envisioned virtualisation as a way to permit multiple heterogeneous networks to
coexist on the same physical substrate, resulting in a more flexible internet [92].

In the wired domain, network virtualisation has been present for decades in the form
of Virtual Private Networks (VPNs) and Virtual Local Area Networks (VLANs). These
materialisations of virtualisation are quite limited in the flexibility that they offer. While
VPNs have proven to be a popular way of creating a logical network from geographically
distributed nodes, they do not offer the ability to independently program the network and
are still constrained by the architecture of the underlying network [93].

From as early as the pluralist vision for the internet, we can see that network virtualisa-
tion has always been viewed as a tool for allowing specialised virtual networks to coexist.
Although virtualisation principles have been applied in the form of overlay networks such
as VPNs and VLANs, the limitations of the underlying physical infrastructure still persist,
demanding the need for a more comprehensive implementation of network virtualisation
that permits true isolation and programmability of virtual network instances [93].

Obtaining a precise definition of network virtualisation is surprisingly difficult. The au-
thors in [94] review several definitions in the literature before offering their own attempt:

Network virtualisation is any form of partitioning or combining a set of network resources,
and presenting (abstracting) it to users such that each user, through its set of the partitioned
or combined resources has a unique, separate view of the network. Resources can be funda-
mental (nodes, links) or derived (topologies), and can be virtualised recursively. Node and
link virtualisation involve resource partition/combination/abstraction; and topology virtual-
isation involves new address (another fundamental resource we have identified) spaces.

Although they might exhibit some differences, the many definitions of network virtualisation
found in the literature share some common attributes. In general, network virtualisation
should exhibit:

1. Isolation Virtual network instances should be logically isolated, and provide the
illusion of full control of a dedicated network to the Mobile Virtual Network Operator
(MVNO).

2. Programmability Virtual networks should offer the ability to configure and cus-
tomise the network according to the requirements of the MVNO.

3. Recursion Virtual networks should appear real, and it should be possible to further
virtualise them.

4. Network Abstraction A virtual network should be able to accommodate a new
architecture independent of the underlying physical substrate.

The features of virtualisation listed above provide several advantages that cannot be
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achieved using dedicated networks or overlay techniques [95]. First, network virtualisation
allows new protocols and architectures to be developed much faster as they can be tested
using existing infrastructure in an isolated virtual network. Secondly, network virtualisation
provides financial benefits to MVNOs, providing cost savings through the benefits of sharing
the same physical infrastructure with other MVNOs and the ability to dynamically scale a
virtual network to meet current demand. Finally, and most importantly in the context of
this thesis, network virtualisation enables the creation of coexisting heterogeneous virtual
networks that have been created on-demand to meet the requirements of a particular service
or vertical industry.

It is this last advantage of virtualisation that captures our interest. We stated at the
beginning of this chapter that creating customisable networks requires the ability to seam-
lessly divide and aggregate network entities. Virtualisation provides a means to do this
by creating virtual representations of resources, which permits virtual networks to be built
without concern for the constraints imposed by the granularity of the underlying physical
resources.

The authors in [96] present a theory of virtualisation and emphasise that while network
resources exist in the physical domain, virtualisation can only be done in the abstract
domain. It is this ability to work in the abstract domain, in which the quantity of resources
can be altered irrespective of the physical reality, that permits the seamless aggregation and
division of a single shared substrate into multiple tailored virtual networks.

The challenge of achieving virtualisation can be reduced to two distinct problems known
as the isolation problem and the embedding problem. The isolation problem refers to
ensuring that virtual networks can coexist without interfering with one another. Virtual
resources should be presented in such a manner as to give the illusion that they are real.
The embedding problem refers to the necessary task of mapping virtual resources to real
resources and deciding how to allocate them to virtual networks. The challenge in creating
a virtual network with custom behaviour on-demand lies in solving the embedding problem
while respecting the constraints of the isolation problem.

Network virtualisation is more mature in the domain of wired networks, having been
adopted in several test-beds and extensively in data centres. The authors in [97], asking
the question why wireless network virtualisation is needed, demonstrate the reduction in
Operational Expenditure (OPEX) and Capital Expenditure (CAPEX) that it can bring.
For the most part, the motivation for introducing network virtualisation in general hold
true for wireless network virtualisation. The flexibility it introduces permits the creation of
virtual wireless networks that can be configured to target specific services.

Network virtualisation can be divided into network device virtualisation and link virtu-
alisation [94]. The authors in [96] note that additional challenges arise in wireless network
virtualisation from the shared and stochastic nature of the link. In the first instance, the
broadcast nature of the wireless medium makes it more difficult to satisfy the isolation
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problem. In the second instance, the capacity of a virtual link is difficult to predict due to
the inherent variation of the wireless channel, which makes the embedding problem more
challenging.

The core focus of this thesis resolves around enabling customisable future networks.
Network virtualisation, including wireless network virtualisation, is of critical importance
in this pursuit. As discussed, by representing resources in the virtual domain, virtualisa-
tion removes restrictions relating to the granularity of the physical underlying resources.
This permits the aggregation and division of network resources to create virtual networks
on-demand in a seamless manner. In this respect, network virtualisation is an enabling
technology on which this thesis depends.

3.2 Virtual Network Slices

The authors in [96] make a distinction between slicing and aggregation, with slicing referring
to a one-to-many virtualisation scenario in which a single piece of hardware is shared through
multiple virtual instances. In contrast, aggregation is the use of virtualisation in a many-
to-one scenario to group multiple pieces of hardware together as a single virtual instance.

Creating a virtual network is a process involving both aggregation and slicing using
network device virtualisation and link virtualisation. However, when we discuss slicing, we
refer to the process of partitioning a physical network of infrastructure, as a whole, into
multiple virtual networks. As is common parlance in the literature, we will use the terms
slice and virtual network interchangeably. Our interest in slicing is at a macro-scale of
creating an entire virtual network, as opposed how the term is applied when discussing the
virtualisation of individual links or nodes.

We define the scope of what we mean by network slicing as follows. Network slicing is
the process of creating multiple logically isolated virtual networks using a shared physical
substrate. Each slice consists of a set of resources (virtual or real), a set of functions
operating on top of these resources, and a slice-specific configuration. As virtualisation is
a prerequisite for network slicing, the attributes of virtualisation outlined in Section 3.1
also apply to network slices. Network slices should be isolated from one another, capable
of possessing a different architecture than the underlying infrastructure, and should be
customisable. This last point is of critical importance in the context of this thesis. The set
of resources, network functions, and the configuration should all be chosen on a per-slice
basis to enhance the slice’s ability to satisfy the demands of a specific service.

3.2.1 Benefits of Network Slicing

The community’s interest in network slicing stems from three core technical advantages that
it offers.
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Figure 3.1: The future network umbrella. Future networks will encompass all types of networks,
allowing customised virtual networks which target specific services and use-cases to be instantiated.

1. Network slicing enables greater resource sharing. While some resources in the net-
work have always been shared through necessity (e.g. spectrum), slicing promises
to broaden the scope for resource sharing with increased opportunities for statist-
ical multiplexing gain. Virtualisation and associated enabling techniques such as
Network Function Virtualisation (NFV), Software-Defined Networking (SDN), and
Software Defined Radio (SDR) make it possible to dynamically share many types of
infrastructure such as switches, radio heads, baseband processing units, and servers
running network functions.

2. Network slices can be tailored for different verticals or services. Future networks
are expected to cater to a vast array of service types, placing a diverse set of often
contrasting requirements on the network. Through the judicious selection and con-
figuration of the virtualised resources constituting a slice, network slicing allows the
creation of bespoke networks that can target industries not traditionally served by
telecommunication networks, such as in automotive and industrial verticals. Future
networks, therefore, might not be considered one single type of network but rather
an umbrella for a host of customised virtual networks (Fig. 3.1).

3. Network slicing facilitates more flexible management of the network. The program-
mability inherent in network slicing simplifies the management of the virtual network.
This is part of a wider trend in telecommunication networks towards softwarisation.
This is exemplified by SDN, which facilitates the separation of the user and con-
trol planes, and permits the reconfiguration of network switches using a centralised
controller. The on-demand nature of network slicing, and the core ability to cus-
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tomise the network, permit the scaling of virtual resources to match demand and to
reconfigure the network through a centralised controller.

If network slicing is to be adopted, it must prove attractive for network operators. Each
of the three technical advantages above translate to financial gains for operators. Network
slicing offers a means for multiple MVNOs to share the same infrastructure, which can
reduce their OPEX and CAPEX [98]. The ability to offer tailored networks on-demand is
critically important for operators; after performing an analysis of the potential new revenue
sources, [99] states that increases to operators’ revenue streams depends on their ability
to provide specialised services to niche user communities. Finally, network slicing permits
the management of virtual resources through programmable interfaces, making it easier and
cheaper to test, launch and maintain new functionalities, and reducing the time-to-market
for new services.

The above advantages have resulted in significant commercial interest in network slicing,
with several major industry players championing its cause and influencing its development.
In the next section, we examine some of the visions for network slicing in industry.

3.2.2 Industry Visions

We will begin by examining the industry visions of several trade organisations which rep-
resent the interests of the telecommunication industry worldwide. We will then follow this
up by directly surveying some of the visions of a selection of major worldwide equipment
vendors. The organisations and white papers examined are listed in Table 3.1.

Trade Organisations

In 2015, the NGMN Alliance released a white paper [100] with the purpose of building a 5G
vision informed by operator requirements, in consultation with NGMN partners. Network
slicing was a key part of this vision with the flexibility it introduces identified as a key
element to create new business opportunities. This white paper was subsequently followed
up by another [101], providing conceptual models for network slicing along with precise
definitions.

5G Americas is an industry trade organisation composed of the leading telecommunica-
tions service providers in the Americas. Their white paper [102] provides a comprehensive
overview of network slicing, ranging from benefits and requirements to architectural dis-
cussions and operational aspects. In particular, it describes the full life-cycle of a network
slice from the creation of a slice template, to the instantiation of the slice itself, up and
down-scaling of resources, ensuring isolation and conducting routine maintenance.

A white paper [103] released by the GSMA, which represents almost 800 operators
worldwide, presents the requirements of several vertical industries which can be served by
customised network slices, including automotive, healthcare and industry 4.0. The white
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Table 3.1: Table of industry white papers that discuss network slicing.

Organisation White Paper
5G Americas [102]

NGMN [100], [101]
GSMA [103]
FCC [104]

Huawei, China Mobile, Deutsche Telekom,
and Volkswagen [105]

Ericsson [106]
Nokia [107], [108]

Qualcomm [108]

paper advocates for the adoption of a generic slice template that can be used to describe
the type of slice that is required by a particular service.

Finally, the Federal Communications Commission (FCC) released a white paper [104]
highlighting the trend from service specific networks to converged networks and views net-
work slicing to be the natural progression of this and a key element of future networks.

Vendors

At the 2017 Mobile World Congress, Huawei, China Mobile, Deutsche Telekom, and Volk-
swagen jointly released a white paper titled ‘5G Service-Guaranteed Network Slicing’ [105].
The white paper outlines their shared vision for 5G, with network slicing deemed to be an
essential part of it. In particular, the authors suggest that 5G has the potential to ‘open
up the telecom ecosystem to vertical industries’, and hence allow the network to respond to
the needs of emerging industries.

In a white paper [106] outlining Ericsson’s 5G vision, network slicing and the ability to
provide services with a customised network behaviour again plays a prominent role. A list
of use cases with varying requirements is presented which further exhibits the diversity of
the services that 5G must cater to.

A white paper by Nokia [107] highlights the need to shift from a ‘network for connectivity
model to a network for services model’, with network slicing heralded as the way to achieve
this. In both Nokia’s and Ericsson’s white papers discussed, virtualisation is presented as a
key enabling technology.

Finally, a joint white paper [108] by Qualcomm and Nokia states that network slicing
will be a key enabler for future networks, with the flexibility it introduces and the ability to
offer dedicated network slices to customers essential to the creation of new business models
and revenue streams.
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3.2.3 NFV and SDN

Several of the industry white papers listed in Table 3.1 emphasised the important roles
that SDN and NFV have to play in making network slicing a reality [100, 102, 105–107].
SDN and the role it has in enabling adaptable future networks was discussed extensively in
Section 2.4.1.

NFV is a network architecture which utilises virtualisation to decouple network functions
from the dedicated proprietary hardware on which they are typically implemented. With
NFV, network functions can be implemented in software and deployed in virtual machines
in commodity hardware in the network.

When NFV was first presented in a white paper in 2012 [109] by a consortium of com-
panies, the motivation was to reduce the difficulties associated with deploying new network
services. Standard industry practice for adding new network functions required physical
hardware to be manually connected together, requiring significant expertise and CAPEX.
The benefits of adopting NFV were stated to be reduced equipment costs, faster time-to-
market for new services, and rapid up and down-scaling of resources. It also potentially
enabled the sharing of resources across services and customer bases, and tailored service for
different customer segments.

The potential that NFV could offer to network slicing was quickly realised, particularly
for slice orchestration. Orchestration is the task of arranging and coordinating unconnected
elements into an intelligible whole. Our definition of network slicing at the beginning of this
section stated that a set of functions was a key element of a network slice. The last two
benefits of NFV mentioned in the previous paragraph are beneficial in this regard. Each
slice can possess its own instances of the network functions it requires running in virtual
machines, allowing easy up and down-scaling to meet the demand of the virtual network.

The seminal white paper [109] noted that NFV and SDN are not dependent but could
be mutually beneficial. The authors in [110] remark that there is already a consensus within
academia and industry about the form that this mutually beneficial relationship will take.
NFV can be used for the management and orchestration of network functions for slices,
while SDN can be used as an assistive technology to manage the routing of flows between
virtual machines in service chains comprising virtual network functions.

Architectures for network slicing built upon the concepts of NFV and SDN are prevalent
in the literature [111–113]. Although NFV and SDN are not the direct focus of this thesis,
any discussion on network slicing in the current climate would be incomplete without them
due their positions as key enablers of customisable future networks.
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3.3 Radio Access Network (RAN) Slicing

The slicing vision outlined in the 5G Americas white paper envisioned core slices, access
slices and a selection function to map both of these slices to an end-to-end slice. Network
slicing in the core network, enabled by SDN, NFV and cloud computing, is at a much more
mature stage of research than RAN slicing [9, 114]. Slicing in the RAN introduces challenges.
First, as noted in Section 3.1, virtualising the wireless links in the RAN is difficult due their
shared and stochastic nature. Secondly, while capacity in core slicing can be scaled-up by
simply adding more hardware to the underlying physical substrate, spectrum provides a
physical constraint in RAN slicing [115].

In this section, we first examine whether RAN slicing is actually required, or whether
core slices running tailored virtual network functions would provide sufficient customisability
to serve diverse vertical industries.

3.3.1 Why is RAN Slicing Needed?

For RAN slicing to be warranted, it must assist in providing a solution to one of the
main challenges currently facing the telecommunications industry, which we will call the
requirements problem; namely that future networks are expected to cater to a vast array
of verticals, placing a diverse set of often contrasting requirements on the network. We
explore the potential changes to the RAN through the three main 3GPP target areas under
consideration: enhanced Mobile Broadband (eMBB), Ultra-Reliable Low Latency Commu-
nication (uRLLC), and Massive Machine-Type Communication (mMTC). In addition, we
also consider a high mobility case.

eMBB

Mobile broadband was the primary target of 4G wireless communication systems, and eMBB
represents a continuation of this. Capacity can be increased through multiple antenna
techniques such as Multi-User Multiple-Input Multiple-Output (MU-MIMO) and Massive
Multiple-Input Multiple-Output (Massive-MIMO). Densification of the network appears
inevitable, with plans to use small cells to boost the capacity of Long Term Evolution (LTE)
anchor cells outlined in the 3GPP non-standalone1 5G NR specifications. The use of multiple
Radio Access Technologies (RATs) may also be employed to increase capacity in the future,
with strategic offloading of eMBB traffic to supplementary WiFi hotspots or millimetre wave
access points likely to play an important role.

While the above techniques will hopefully combine to provide the necessary capacity
increase, they may not be suitable for service types other than eMBB. Massive-MIMO

1Non-standalone refers to the fact that an LTE anchor cell is required for control plane communications,
while 5G NR cells are used to boost capacity.
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requires accurate channel estimation and significant training, and may not be suited to high
mobility or low latency use cases. The adoption of small cells creates an interference limited
network that requires advanced interference coordination schemes, resulting in increased
control plane overhead. Offloading to alternative RATs such as millimetre wave may not
be suitable for mission critical applications due to the poor non-line-of-sight propagation
characteristics at millimetre wave frequencies. Typically, techniques for increasing capacity
require carefully coordinated scheduling of resources to avoid interference and optimise
throughput. This generally results in significant levels of control signalling, making these
techniques unsuitable for serving non-eMBB verticals.

uRLLC

Future networks are expected to provide end-to-end latencies of as low as 1ms to enable
vertical industries that rely on tactile functionality and near-zero response times, resulting in
a latency budget in the order of several tenths of a millisecond in the RAN. The Transmission
Time Interval (TTI) places a lower bound on the latency associated with the air interface, as
this is the minimum transmission unit in LTE. It is clear that current TTI values in LTE of
1 ms will not suffice, requiring support for shorter TTIs in 5G NR. Examining a breakdown
of the latency across the RAN in the uplink and downlink, provided in Tables 5.2.1-1 and
5.2.1-2 of a 3GPP study on latency reduction techniques in [116], the actual transmission
of data is not the dominant factor in determining latency in the RAN. However, data
processing time is related to the transport block size, which in turn depends on the TTI, so
reducing the TTI should also result in a reduction in processing times.

Slices targeting verticals that require high reliability may modify the adaptive modula-
tion and coding scheme employed in LTE to use smaller constellation sizes and lower coding
rates. Reliability can be improved through diversity. However, diversity techniques ex-
ploiting the time domain are not conducive to low latency, while frequency diversity can be
expensive in terms of resources. Spatial diversity, in which the same information is transmit-
ted over multiple spatial streams, reuses the same resources at the cost of increased control
plane overhead. Interface diversity presents another option, but requires optimisation of
selected links and increased control plane signalling.

mMTC

Machine-type communication is a key target for future networks, with the term used to
encompass many use cases such as the Internet of Things (IoT), Industry 4.0, and vehicular
connectivity. According to [117], the FP7 project METIS classified MTC into mMTC and
Ultra-Reliable Machine-Type Communication (uMTC). mMTC targets connecting billions
of low-rate, low-energy, and low-complexity devices (such as in IoT), while uMTC is con-
cerned with providing low latency and high reliability (such as in V2X) and is similar to
uRLLC.
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mMTC represents a different type of traffic than what current mobile communication
networks are designed for, and is not compatible with a system designed for eMBB commu-
nication. Extensive control plane signalling, including pilot signals, channel state feedback
and hybrid automatic repeat requests, is required to ensure reliability, security, and enable
schedule-based access for eMBB traffic. The performance improvements attributed to such
techniques make the control plane overhead worthwhile. However, this is not necessarily
the case for mMTC. Small packet sizes make the control overhead unaffordable, with the
control signalling required potentially eclipsing the payload. Similarly, the massive number
of devices could result in control signalling flooding the network. Finally, it is desirable to
minimise the control signalling for low-complexity and battery-constrained devices such as
IoT sensors. Notably, downlink traffic tends to dominate in eMBB, while mMTC systems
tend to be uplink intensive.

As a result of these differences, contention-based and grant-free multiple access schemes
are being considered for mMTC. Orthogonality may also be relaxed to increase capacity to
accommodate massive numbers of devices.

High Mobility

In LTE, reference symbols known as pilots are distributed throughout the resource grid
according to a fixed pattern. These pilots are used for two purposes:

• to estimate the channel for the purpose of one-tap equalisation in Orthogonal Fre-
quency Division Multiplexing (OFDM);

• to allow the User Equipment (UE) to provide channel state information to the network
to facilitate frequency selective scheduling.

In relation to the first point above, equalisation is performed for each OFDM symbol by
interpolating the channel estimates obtained at pilot locations. If the channel coherence time
reduces, such as in a high mobility scenario, the pilot placements are no longer sufficiently
close for interpolation to provide accurate channel estimates for equalisation of OFDM
symbols. Similarly, referring to the second point, the feedback provided to the network
could be outdated when the next round of scheduling is performed, which reduces the gains
from frequency selective scheduling. In these cases, pilot symbols should be placed closer
together. This can be achieved by either increasing the density of the pilot symbols, or
by reducing the symbol length. However, increasing the density reduces the number of
information carrying symbols in a frame. In high mobility scenarios, large Doppler spreads
also result in inter-carrier interference. One solution to mitigate this is to increase subcarrier
spacing to separate carrier frequencies, which also results in shorter symbols. Hence, shorter
symbols may be advantageous in high mobility scenarios to combat low channel coherence
times and large Doppler shifts.
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The Slicing Solution

It is obvious from the above examination of the main service-types in future networks that
techniques and technologies which are required to meet the demands of one service-area can
be detrimental to performance in a different service-area. RAN slicing offers a solution to
this apparent conflict, allowing logical isolated sub-networks to be created that only employ
the technologies and techniques which are optimal for the targeted vertical or service. Core
slicing alone is not able to provide the necessary level of adaptability required to make
customisable future networks a reality, as evident from the discussion presented in this
section. In the following sections, we examine approaches for sharing the RAN among
multiple slices, as well as techniques for customising the slices.

3.3.2 RAN Sharing Techniques

Passive sharing constitutes the simplest form of RAN sharing, and has been widely adopted
in industry for the past two decades. Passive sharing refers to the sharing of sites and
support infrastructure such as masts, power supplies and air-conditioning. Each Mobile
Network Operator (MNO) still owns and manages its own radio and backhaul equipment.

Active RAN sharing is more ambitious and concentrates on the sharing of radio access
equipment such as antennas, as well as the backhaul. It may also include the sharing of
bandwidth and network management systems. 3GPP defines two forms of active RAN
sharing [118]:

• Multi-Operator Core Network (MOCN) - Each operator possesses its own core
network and shares the Base Station (BS); this is achieved by broadcasting the Mobile
Country Codes (MCC) and Mobile Network Codes (MNC) for each MNO sharing the
BS. MOCN consists of a shared baseband, shared spectrum, shared licences and can
support up to six operators.

• Gateway Core Network (GWCN) - In addition to the sharing outlined for MOCN,
MNOs may also share the Mobility Management Entity (MME).

Although not standardised by 3GPP, Multi-Operator Radio Access Network (MORAN)
presents another approach for active RAN sharing which is supported by some vendors
[119]. MORAN is distinguished from MOCN in that each MNO sharing a BS uses its own
dedicated spectrum, allowing operators to independently select their own radio parameters
for each cell.

The road from the RAN sharing techniques above to full multi-tenancy relies on virtu-
alisation. A full realisation of network slicing in the RAN is required to enable the vision
of customisable future networks. BS virtualisation can be categorised according to the level
of resource isolation, with dedicated and shared resource models [9].
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Dedicated Resource Model

In the dedicated resource model, physical resources, such as Physical Resource Blocks
(PRBs) or carriers, are exclusively granted to each slice. As noted in [120], this is typ-
ically done at the hardware level, with radio components shared and separate BS protocol
stacks running as software in virtual machines. Each slice has its own instance of the radio
resource control, radio link control, packet data convergence protocol and medium access
control layers.

The use of dedicated resources, while providing a high level of certainty to slices regarding
their expected performance, reduces the statistical multiplexing gain possible and makes it
difficult to up and down-scale slices according to demand.

Shared Resource Model

In the shared resource model, slice traffic is typically separated at the flow-level [120],
permitting better multiplexing of resources and enabling MVNOs who do not own spectrum
to deploy virtual networks.

Flow-level slicing is differentiated from spectrum-level slicing in [121], which defines
spectrum-level slicing as the application of dynamic spectrum access and spectrum sharing
to link virtualisation where the focus is on sharing the data bearer. In contrast, flow-level
slicing differentiates between sets of flows belonging to different MVNOs. This may be
bandwidth-based, in which the resource allocation to a slice is defined in terms of a data-
rate, or resource-based, in which a slice’s allocation of resources is defined in terms of a
fraction of the available resources.

An example of a shared resource model is the Network Virtualisation Substrate (NVS)
proposed in [122], which can accommodate slices using both bandwidth-based and resource-
based flow-level slicing simultaneously. To achieve this, NVS adopts weighted log-utility
functions which permit comparison between the two approaches. Minimum allocation units
are defined for slices using each approach in Service Level Agreements (SLAs). After sat-
isfying the minimum allocations, the goal of the slice scheduler is to maximise the overall
utility of the BS.

In discussing the feasibility of BS virtualisation and the benefits of NVS in this regard,
the authors in [120] highlight the importance of ensuring resource isolation between slices.
Isolation was one of the key attributes of virtualisation listed in Section 3.1. RadioVisor
[123] aims to accomplish radio resource allocation by dynamically slicing a three-dimensional
resource grid consisting of time, frequency and space between virtual operators.

The authors in [10] state that while traffic isolation is easily obtained in a single cell
scenario by granting orthogonal resources to slices, inter-cell interference must be considered
in multi-cell scenarios. Hence, it is necessary to consider both traffic isolation and radio-
electrical isolation. Four different approaches for achieving RAN slicing are proposed using
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different radio resource management functions to divide radio resources between MVNOs.
The approaches are compared in terms of the level of radio-electrical and traffic isolation
they provide, along with the level of customisability and flexibility that they provide. The
authors comment that the approaches which perform the best in terms of isolation typically
perform the worst in terms of customisability and flexibility.

Often a shared resource model will use a two-tier Medium Access Control (MAC) sched-
uler [9, 120], with the lower-tier enabling slice or flow-specific scheduling rules, and the
upper-tier mapping the scheduling decisions from the lower-tier to a specific set of physical
radio resources. While this provides better flexibility compared to the dedicated resource
model, it cannot provide the same level of resource isolation and Quality of Service (QoS)
[9].

This trade-off between resource isolation and efficient resource utilisation is at the core
of RAN slicing. Greater isolation leads to less granularity in resource allocation, reducing
flexibility and statistical multiplexing gains. As well as the static (dedicated) and dynamic
(shared) techniques already discussed, the authors in [113] also introduce a third category of
mixed resource allocation in which approaches attempt to adopt features of both techniques,
with a portion of resources dedicated to slices and the remaining resources pooled and
distributed for statistical multiplexing gains.

In this thesis, in Chapter 7, we tackle a related trade-off fundamental to network slicing;
namely, the trade-off between statistical multiplexing gains arising from increased sharing,
and the need for slices to provide assured performance to their subscribers. While the shared
model is conducive to the former, dedicated resources facilitate the latter. Instead of using a
mixed resource allocation approach, we aim to balance this trade-off through a combination
of providing absolute assurances regarding resource availability over the lifetime of a slice,
and utilising the practice of overbooking in the short-term to take advantage of fluctuating
demand and increase resource utilisation.

3.3.3 Customising RAN Slices

The options for customising RAN slices using the collection of available RATs was extens-
ively discussed in Section 2.3. Furthermore, the advantages that Virtualised RAN (VRAN)
can offer in this regard are discussed in Section 2.4.2.

In particular, in Section 2.3.3, we present three options for designing a flexible air inter-
face. One of these options suggested that future networks may permit the use of multiple
waveforms, with the waveform employed dependent on the use-case being served. In Chapter
4, we explore the feasibility of multiple coexisting waveforms for a specific future network
scenario.

As the standards for 5G New Radio (NR) matured, it became clear that the air interface
would be based on Orthogonal Frequency Division Multiple Access (OFDMA) with flexible
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subcarrier spacings and TTIs. This is similar to the first option advocated for in Section
2.3.3, titled ‘Single Waveform - adjusting parameters of a configurable waveform’.

As per [124], subcarrier spacings of ∆f = 2µ×15 [kHz] for µ ∈ {0, 1, 2, 3, 4} are supported
in 5G NR, with µ = 0 corresponding to the current LTE specification. Two cyclic prefixes
are supported, and the number of slots and sub-frames per frame scales according to µ to
ensure a constant frame length in the time domain.

To facilitate the coexistence of multiple numerologies in 5G NR, 3GPP is introducing
a new concept called a bandwidth part. Defined in [124], a bandwidth part is ‘a subset of
contiguous common resource blocks defined...for a given numerology µi in the bandwidth
part i on a given carrier’. Hence, each bandwidth part represents a contiguous portion of
the resource grid, employing a particular numerology. Each end-user can be configured with
up to four bandwidth parts, with one in use at any given time.

The introduction of flexible subcarrier spacings and TTIs affects the homogeneity of
the time-frequency resource grid, as irregular shaped blocks of time-frequency resources
granted to a slice must be multiplexed onto the resource grid with other slices, where each
slice may potentially be using a different numerology. This problem, referred to as the
tiling problem, is highlighted in [115]. In Chapter 5, we perform an examination of the
potential time-frequency resource structure of the RAN, focusing on the trade-off between
flexibility and the overhead related to ensuring coexistence between contrasting RAN slices.
This trade-off is linked to the trade-off between flexibility and isolation described in Section
3.3.2, whereby more granular time-frequency allocations result in more flexibility but incur
a greater overhead to ensure isolation between slices.

3.4 Business Models for Future Networks

The challenges currently faced by the telecommunications industry are prompting a change
in the deployment scenarios and business models being considered for future networks.

Deployment Strategies

Three different deployment scenarios and the economic benefits of each are considered in
[99], and summarised below.

1. Single one-size-fits-all network: The design paradigm adopted in previous genera-
tions, a one-size-fits-all style network attempts to satisfy all service requirements as
best as it can.

2. Specialised dedicated networks: These specialised networks are built to meet the
requirements of a particular vertical or service-type, and include dedicated hardware
and software with limited cross-network sharing.
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3. Specialised network slices: Using virtualisation techniques, a single network is di-
vided into logically isolated end-to-end sub-networks known as slices. Similar to the
specialised dedicated networks, each slice is tailored according to the needs of a par-
ticular target market; however, the slicing approach also benefits from a statistical
multiplexing gain arising from cross-slice sharing of underlying network resources.

After performing an analysis of the potential new revenue sources, the authors of [99]
state that increases to operators’ revenue streams depend on their ability to provide special-
ised services to niche user communities (e.g. smart factories). Unlike specialised dedicated
networks and specialised network slices, a one-size-fits-all network does not permit operators
to do this. A further analysis of the costs associated with each deployment scenario suggest
that the dedicated network approach does not scale well, with the authors concluding that
specialised network slices can deliver the highest operating margins. It is notable that the
specialised network slicing approach achieves its favourable status due to two characterist-
ics. First, its ability to offer tailored network behaviour allows it to satisfy many different
types of requirements and target new industries, verticals, and user communities. Secondly,
the statistical multiplexing gains arising from shared network functions and infrastructure
can keep costs reasonable.

The quantifiable benefits of network slicing over a single one-size-fits-all network are
outlined in [99], with the OPEX costs for maintaining 35 slices only 25% of that of a single
network and the CAPEX costs only 20% compared to a single network. Furthermore,
assuming network slicing permits 50% of network operations to be automated, the OPEX
components can be divided into operational costs, which are 55% of the cost for a single
network approach, and components such as real estate and energy connections which are
only 20% of the cost associated with a single network. In addition to operational savings,
network slicing also provides a 37% increase in Average Revenue Per User (ARPU), if
35 slices are again assumed. This helps illustrate the importance of targeting users with
specialised service requirements. Based on a network of 50 slices, a 15% increase in demand
for tailored services results in a 46% increase in revenue, reaffirming the significant potential
of network slicing for future networks.

Business Models

Traditionally, telecommunication networks have been dominated by a single role, namely the
MNO, who owned its own infrastructure and operated its own network. MVNOs, as defined
by the business model currently used, do not own any infrastructure and serve customers
through wholesale capacity agreements with an MNO.

The advent of network slicing introduces the potential for several new roles and business
models. Description of these roles are prevalent in the literature and vary from paper to
paper. The authors in [121] describe both a two-level and three-level business model. In
the two-level model, MNOs own the infrastructure including the access network, spectrum
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and backhaul, and offer virtual resources to service providers, who then lease and operate
these virtual resources. In the three-level model, the infrastructure provider owns the phys-
ical substrate and leases physical resources to MVNOs. The MVNO then creates virtual
resources and provides them to service providers, who use these virtual resources to serve
their end users.

A similar two-level model is suggested in [112], with an infrastructure provider owning
and virtualising a physical substrate, and a tenant leasing these virtual resources and using
them to provide customised services to end users. This model is also proposed in [92],
which uses the terminology service provider instead of tenant. It also suggests that service
providers can become virtual infrastructure providers by partitioning their virtual resources
and offering them to other service providers.

A four-level model is presented in [97], which defines an infrastructure provider, a Mo-
bile Virtual Network Provider (MVNP), an MVNO, and finally a service provider. The
infrastructure provider owns the physical substrate. The MVNP leases physical resources
from the infrastructure provider and creates virtual resources. The MVNO then leases these
virtual resources and operates them for service providers, who focus on providing service to
end users.

This four-level model is simply an expanded two-level model with more specialised roles.
The roles of the infrastructure provider and MVNP in the four-level model is combined into
the single role of the infrastructure provider in the two-level model, while the roles of the
MVNO and service provider are combined into the single role of service provider/tenant.

We adopt a two-level model, depicted in Fig. 3.2, for this thesis and define the roles and
terminology as follows:

1. Infrastructure provider (slice provider): The infrastructure provider owns the
physical network infrastructure, as well as the spectrum, which it applies virtualisa-
tion techniques to and leases virtual resources on-demand to MVNOs.

2. MVNO (slice tenant): The MVNO leases virtual resources from the infrastruc-
ture provider and operates a virtual network to provide specialised services to its
subscribers.

A current realisation of the two-level model described above is that of a neutral host
architecture, which is gaining traction in present-day markets. In this model, a third-party
referred to as a neutral host [125] provides shared infrastructure on an open access basis
to MNOs, who fulfil the role of slice tenants. The neutral host model is typically used
to improve coverage in busy locations such as indoor venues in which MNOs may wish to
acquire additional capacity on-demand.

The specialised slices approach described in [99] can be deployed using two separate
approaches. In the first case, each slice may be a separate virtual network, managed and
controlled by an independent MVNO who leases resources from an infrastructure provider.
This is in contrast to a multi-service network consisting of slices in which a single MNO
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MANAGES	VIRTUAL	AND	PHYSICAL	RESOURCES

Figure 3.2: Illustration of a two-level business model for network slicing in which slice tenants lease
virtual resources from infrastructure (slice) providers and manage tailored virtual networks.

owns and manages the entire network, including all of the slices. Hence, virtualisation need
not involve multiple MVNOs; an MNO may virtualise its own resources to conveniently
separate the functionality it provides from the infrastructure it owns, and thereby facilitate
the creation and management of customisable slices.

In this thesis, we consider both of the above cases, i.e. a single MNO slicing its own
network (e.g. Chapter 5) and multiple MVNOs operating slices as independent business
ventures (e.g. Chapter 6). In particular, in Chapter 6, we consider a business case consisting
of multiple independently operated specialised slices and examine how user admission is
performed in this scenario, as a single user may need to avail of the services of more than
one slice. We propose a model in which entities called subscription brokers group service
level agreements with multiple specialised slices into a single subscription bundle, with a
fixed data allowance that can be used by the subscriber as needed across any of the slices
included in the bundle. Our case study demonstrates how the matching between users and
slices may be performed in such a scenario and the benefits that can be obtained.
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4 Coexistence of Waveforms to Serve Di-
verse Use Cases
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Coexistence of Waveforms to Serve Diverse
Use Cases

The modulation format and multiple access technique for future networks are not yet known,
with many contenders under consideration, each proving advantageous in certain scenarios
and lacking in others. As discussed in Section 2.3.3, future networks could potentially
permit the use of different waveforms for different use cases, each one optimal for a given
scenario. In this chapter, we explore this possibility and focus on the coexistence between
two future network use cases, broadband services and machine-type Device-to-Device (D2D)
communications, which may use different waveforms.

Many low-power, wide-area network solutions, such as Narrowband Internet of Things
(NB-IoT), have been developed in response to the low rate, latency-tolerant traffic that is
typically associated with the Internet of Things (IoT). However, there exists a contrasting
set of inter-machine communication use cases that will possess requirements for low-latency
and potentially high data-rate communication resulting from the increased use of robotics,
artificial intelligence, and machine learning across multiple sectors such as energy [126],
health, industry, and automotive. To enable direct communication between machine-type
devices in future networks, D2D communication has been suggested as an enabling tech-
nology [127, 128]. Autonomous manufacturing systems, smart factories, and self-organising
warehouses are but a few examples of use cases which require direct inter-machine commu-
nication in a spatially clustered environment.

The overhead associated with achieving and maintaining synchronous communication for
Directly Communicating Users (DUEs) in a Machine-Type Communication (MTC) scenario
can be significant, and it may be desirable to reduce the control burden placed on the
Base Station (BS) to achieve this. As highlighted in [129], achieving synchronisation in
D2D communications is challenging. This is particularly relevant for clustered machine-
type D2D communication scenarios, in which the close proximity of the multiple DUE
pairs to each other makes them particularly vulnerable to leakage interference arising from
synchronisation errors.

Hence, while ordinary Cellular Users (CUEs) are well served using synchronous com-
munication, clustered machine-type DUEs may instead be best served using asynchronous
communication. Clustered MTC, based on D2D communication, is sufficiently different
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from ordinary cellular traffic to warrant investigation into what waveform choice results
in the best performance. Furthermore, the types of devices that we are considering, such
as machinery in a smart factory, are designed for specific purposes and may not need to
support traditional cellular communication through a BS. In this case, it makes sense for
them to use a waveform that is better suited for asynchronous MTC.

Orthogonal Frequency Division Multiplexing (OFDM), employed in Long Term Evolu-
tion (LTE), performs quite well when synchronisation can be achieved, and some variant
of it may continue to be the best choice for cellular communication. However, OFDM’s
deficiencies in the presence of timing and frequency offsets are well known, with several
alternative waveform candidates shown to perform better in asynchronous scenarios [130].
Hence, we are motivated to examine the coexistence of various combinations of waveforms
for CUEs and DUEs. We study and quantify how each of the waveforms under consideration
performs when employed by DUEs operating in an asynchronous manner, compared to a
baseline case consisting of synchronous OFDM. In the remainder of this chapter, we use
the term alternative waveforms to refer to the multitude of modulation formats that have
been proposed in the literature as an alternative to OFDM.

Research Question, Key Contributions and Chapter Organisation

The research question, outlined in Section 1.1, that this chapter addresses is the following:

How can the diverse use cases in future networks be satisfied through the coexistence of
multiple waveforms, with each service employing a waveform that is best suited for it?

The use of alternative waveforms to OFDM in D2D communications has been considered
previously in several papers, and we provide a brief overview of the main works here. In
[131], the authors investigate a D2D video transmission network in which D2D transceivers
use Filtered Multi-Tone (FMT) to ensure that no Inter-Carrier Interference (ICI) occurs.
In [132], the authors consider power loading for D2D pairs operating in an asynchronous
manner, and compare the performance of OFDM and Filter Bank Multi-Carrier with Off-
set Quadrature Amplitude Modulation (FBMC/OQAM). However, no cellular users are
considered in either of the above works and therefore issues regarding the coexistence of
waveforms for different types of users do not arise.

The authors in [133] aim to maximise the sum-rate for asynchronous D2D underlay com-
munications and consider the use of both Filter Bank Multi-Carrier (FBMC) and OFDM.
Resource sharing between DUEs and CUEs in the downlink band is considered in [134],
which suggests the use of Filtered Orthogonal Frequency Division Multiplexing (f-OFDM)
for DUE devices to enable them to use parts of the guard band. In [135], the authors study
the use of Universal Filtered Multi-Carrier (UFMC) for D2D communication, but focus
solely on inter-D2D interference between DUE pairs that are not in the same cell. DUE
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pairs are assumed to synchronise to CUEs only if they are in the same cell in [136].

Our work differs from the aforementioned papers in many regards. Firstly, we are
concerned with asynchronous direct communication whereby each DUE cannot be assumed
to be synchronised with any other device in the system. We are also targeting the use
of direct communication in spatially clustered MTC applications in which the inter-device
leakage interference arising from misaligned communication plays a key role. The key novelty
of this chapter lies in its comparison of the performance of multiple waveforms, whereby
the waveform used by DUEs and CUEs may be different. Finally, we also consider a multi-
cell system employing a frequency reuse technique known as strict Fractional Frequency
Reuse (FFR), and consider all possible interference links in the system to obtain realistic
results. To the best of our knowledge, no work available in the literature tackles inter-
user interference caused by the asynchronous coexistence of multiple use cases employing
different waveforms with a similar level of detail and for so many different waveforms.

In this chapter, we first consider a single-cell scenario to demonstrate the effects of
inter-D2D interference and the benefits that permitting waveforms to coexist can provide.
We then expand our model to a multi-cell scenario and provide an extensive system-level
analysis into the performance of coexisting waveforms under varying system parameters.
Our contributions in this chapter are as follows:

• We demonstrate that inter-D2D interference can be significant in use cases comprising
clustered devices, motivating the use of a waveform with improved spectral contain-
ment over OFDM.

• We show that inter-D2D interference becomes negligible if DUE pairs use a suitable
alternative waveform, simplifying the optimal Resource Allocation (RA) and power-
loading schemes.

• Using system-level simulations, we demonstrate the benefits of serving high rate
clustered MTC use cases through asynchronous D2D communication, enabled by the
coexistence of waveforms, whereby DUEs employ an alternative waveform such as
FBMC/OQAM and regular CUEs continue to use OFDM.

• We provide an analysis of several prominent alternative waveforms across a range of
MTC scenarios by varying key system parameters such as cell size, cluster size, DUE
transmit power, and maximum possible Timing Offset (TO) and Carrier Frequency
Offset (CFO).

The remainder of the chapter is structured as follows. Section 4.1 describes the theory behind
several prominent alternative waveforms to OFDM, and discusses their relative strengths
and weaknesses. The system model for our single cell scenario is described in Section 4.2,
followed by analysis in Section 4.3. Section 4.4 details an expanded multi-cell model, with
results provided in Section 4.5. Finally, Section 4.6 concludes the chapter.
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4.1 Candidate Waveforms

Below, we briefly present the waveforms that we will consider in this chapter.

1. OFDM: Although alternative waveforms are being studied, OFDM may still have
an important role to play in future networks. OFDM works quite well in the down-
link of cellular systems. In scenarios that do not comprise MTC or delay-intolerant
communications, the signalling overhead required to align individual devices becomes
affordable. Possibly the biggest advantage OFDM has is inertia. Its wide adoption
in 4G systems and Wireless Local Area Network (WLAN) technologies has resulted
in a wealth of research in the area, coupled with excellent success in implementa-
tion. In particular, issues related to synchronisation, estimation and detection have
been extensively studied and solved. However, OFDM suffers from high out-of-band
emissions and is known to perform poorly in situations where multiple users transmit
adjacently and asynchronously, which is precisely the class of network deployments
that interests us in this study.

2. FBMC: FBMC waveforms apply an enhanced filtering on a per-subcarrier level to re-
move the large sidelobes typically associated with OFDM transmission. This filtering
makes FBMC subcarriers highly spectrally localised, which reduces the sensitivity
to asynchronism. Moreover, FBMC systems generally do not rely on a Cyclic Pre-
fix (CP) to combat Inter-Symbol Interference (ISI). The combination of these two
attributes, reduced sidelobes and no CP, results in a time-frequency efficiency that
is very close to 1 (and approaching 1 in the ideal case of infinite block lengths).
However, to achieve their enhanced spectral localisation, FBMC systems use long
prototype filters, which makes them unsuitable for transmission of short packets.
The improved spectral containment of FBMC compared to OFDM also proves to be
the source of many of its weaknesses, as filter lengths are quite long relative to the
length of a single symbol. Consequently, high spectral efficiency is only achievable
for long continuous transmissions. Hence, FBMC may not be the optimal choice for
MTC which is characterised by short packets sizes and bursty traffic.
Several FBMC-based schemes have been proposed in the literature. In this chapter,
we consider the following ones:

• FMT [137]: to reduce out-of-band emission, every subcarrier in FMT is filtered
by a narrow passband filter, which inevitably results in the loss of the orthogon-
ality between subcarriers according to the Balian-Low theorem. To deal with
this, a guard band is added between every subcarrier; however, this reduces the
spectral efficiency of the system.

• FBMC/OQAM [138, 139]: possibly the most well-known alternative to OFDM,
FBMC/OQAM achieves maximum spectral efficiency by removing the guard
bands used in FMT. ICI and ISI are eliminated by using Offset Quadrature
Amplitude Modulation (OQAM) modulation instead of Quadrature Amplitude
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Modulation (QAM). However, FBMC/OQAM systems achieve orthogonality
only in the real domain, and suffer from pure imaginary interference which can
be detrimental for equalisation and makes their application to Multiple-Input
Multiple-Output (MIMO) challenging.

• Filter Bank Multi-Carrier - Pulse Amplitude Modulation (FBMC-PAM) (also
known as lapped FBMC) [140]: whereas FBMC/OQAM systems double the
symbol rate, FBMC/Pulse Amplitude Modulation (PAM) doubles the number
of subcarriers. It also uses a short sine filter which achieves a good trade-off
between time and frequency localisation.

3. Generalised Frequency Division Multiplexing (GFDM) [141]: One of the main draw-
backs of the aforementioned FBMC waveforms is the delay incurred by linear convo-
lution with the prototype filter on each subcarrier. To overcome this issue, GFDM
applies circular convolution to filter independent data blocks consisting of K sub-
carriers and M sub-symbols per subcarrier. In addition, only one CP is applied per
entire block to reduce the block overhead. Each subcarrier within a block is filtered
individually, with pulse shaping applied circularly to remove the filter transient inter-
vals, thereby reducing latency and increasing suitability for MTC. However, circular
filtering results in non-orthogonal subcarriers, introducing both ISI and ICI which
must be dealt with using interference cancellation techniques, or linear decoders
which increase the error rate and complexity of the receiver compared to OFDM.
The block structure permits to add a CP which can be used to ease equalisation,
relax synchronicity requirements and support uncoordinated access for MTC.

4. UFMC and f-OFDM: UFMC [142], also known as UF-OFDM, aims to generalise
OFDM and FBMC in order to reap the benefits of both while avoiding their respective
limitations. While FBMC filters individual subcarriers, UFMC applies filtering to
groups of adjacent subcarriers, which reduces the ramp-up and down delays of the
prototype filter and improves performance over FBMC in bursty communications.
We note that UFMC is a variant of OFDM and may be described as filtered zero-
prefix OFDM [61]. One of the advantages of UFMC lies in the fact that it preserves
time orthogonality between subsequent symbols by limiting the filter tails within the
guard interval. However, this does not allow for long filters and may therefore make it
difficult to achieve satisfactory out-of-band rejection levels when dealing with signals
that have a small passband. To overcome this, f-OFDM systems [143] use longer
filters, which enable communication devices to achieve sharper frequency localisation
at the cost of orthogonality loss between subsequent symbols. Similar to FBMC, both
UFMC and f-OFDM offer higher spectral containment than OFDM due to their low
out-of-band emissions. However, in contrast to FBMC, which achieves reasonable
spectral efficiency only for sufficiently long transmission frames, UFMC and f-OFDM
can offer improvements in small, bursty communication situations thanks to their
reduced filter tails.
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Table 4.1: Parameters of considered waveforms.

Parameter OFDM FMT FBMC /
OQAM

FBMC-
PAM

GFDM f-OFDM UFMC

Time-symbol (T) 1
∆F

1
∆F−WGB

1
∆F

CP (Tcp) T
8

T
8

Filter root raised
cosine (RRC),
rolloff 0.22,
duration 6T

PHYDYAS,
duration 4T

Sine filter,
duration 2T

RRC, rolloff
1, duration
5T

Truncated
sinc filter
[143] with
Tw = T

2

Chebyshev,
−60 dB at-
tenuation,
duration Tcp

Active subcarriers
per RB

12 11 12 11 12

Bandwidth efficiency
(Φwf)

8/9 8/9 11/12 5/(5 + 1/8) 8/9 ∗ 11/12 8/9
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4.1.1 Implementation Parameters Selected for Waveforms under Study

All of the aforementioned waveforms have fostered a wide range of works [144, 145], with
a large number of different implementations and parameters considered in the literature.
Studying all of the proposed variations of these waveforms would therefore be infeasible.
Hence, to ensure fair comparison, we choose parameters, filters, and implementations that
are representative of most works in the literature.

As our work focuses primarily on investigating how alternative waveforms can facilitate
coexistence in a certain band of the wireless spectrum, we consider that each studied mod-
ulation scheme uses the same subcarrier spacing ∆F = 15kHz in accordance with current
LTE standards to ensure fairness in our comparisons. Note that, in the particular case of
FBMC-PAM, each subcarrier is actually composed of two virtual subcarriers of width ∆F/2.
Other relevant parameters are presented in Table 4.1. T represents the time symbol, Tcp is
the CP or guard interval duration where applicable, Tw is the duration of the window used
by f-OFDM and WGB is the width of the guard band used by FMT. We set WGB so that
FMT has the same spectral efficiency as OFDM. Finally, note that the GFDM system that
we consider uses blocks of 5 symbols, which is a commonly used value [141].

Due to filtering, leakage interference for FBMC/OQAM, FBMC-PAM and f-OFDM
is concentrated in the subcarrier directly adjacent to the active RB. Hence, to take full
advantage of the improved spectral properties of these waveforms, we only use 11 subcarriers
per RB instead of 12, leaving a guard band of 1 subcarrier between RBs. All other waveforms
use the full 12 subcarriers since their sidelobes are larger and leakage interference spans
multiple subcarriers. In these cases, adding a single guard subcarrier between RBs would
offer little advantage and would just reduce the bandwidth efficiency of the waveforms,
thereby reducing the rate achievable with them. Note that FMT is a special case in that it
does not require a guard subcarrier between RBs due to its implementation, which places a
guard band between every subcarrier.

4.2 Single Cell Scenario: System Model

In the single cell model, we investigate an Orthogonal Frequency Division Multiple Access
(OFDMA) based network in which DUE pairs are permitted to reuse the uplink resources
of the incumbent cellular users in an underlay fashion, subject to interference constraints.
We stay consistent with the literature and consider uplink resource sharing for two reasons.
Firstly, in the uplink, all of the interference imposed by the DUE users onto the cellular
users is experienced at the BS, enabling this type of interference to be mitigated through
BS coordination. Secondly, and most importantly, some of the pilot information broadcast
in the downlink is crucial and should not be interfered with. The uplink in an OFDMA cell
uses Single Carrier - Frequency Division Multiple Access (SC-FDMA), which can be viewed
as OFDM with a pre-coding applied and therefore does not affect our analysis.
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		CU	->	D2D	I:

		D2D	->	CU	I:

		D2D	->	D2D	I:

CU1

Rx1

Tx1

Rx0

Tx0

Figure 4.1: Simplified diagram showing two DUE pairs and one cellular user with both interference
channels (dashed lines), and useful channels (solid black lines) outlined.

Fig. 4.1 illustrates a simplified scenario in which D2D communication underlays an
OFDMA network in the uplink. In a more general scenario, multiple DUE pairs coexist with
multiple CUEs, and reuse the uplink spectral resources. C denotes the set of incumbent
(cellular) users, D denotes the set of DUE pairs, and R denotes the set of RBs. The
useful and interference channels in Fig. 4.1, shown as solid and dashed lines, respectively,
are presented in Table 4.2. CUEs do not interfere with each other as we assume they
are perfectly synchronised by the BS. Therefore, there are three main interference types
requiring consideration:

1. The DUE pairs interfere with the incumbents’ transmissions. Since we are investig-
ating uplink resource sharing, this interference is observed at the BS.

2. Conversely, the incumbents interfere with the DUE pairs at DUE receivers.
3. DUE pairs interfere with each other (inter-DUE interference).

In each type, we consider both co-channel and adjacent-channel interference. We model
DUE pairs using either FBMC/OQAM or OFDM, while the cellular users are restricted to

PhD Thesis Conor Sexton



4.2 Single Cell Scenario: System Model 71

Table 4.2: Useful and interference channels for Fig. 4.1.

Useful Channels

cu1 → eNb Tx0 → Rx0 Tx1 → Rx1

Interference Channels

cu1 → Rx0 Tx0 → eNb Tx1 → eNb

cu1 → Rx1 Tx0 → Rx1 Tx1 → Rx0

using OFDM.

We consider an OFDMA macro-cell with parameters selected based on the 3GPP LTE
standard, as outlined in Table 4.3. We assume that the cell is fully loaded with each CUE
assigned a single uplink RB. DUE devices underlay the OFDMA cell by reusing a single
uplink RB. We also assume that the BS has perfect knowledge of all links in the system,
including the interference link between a CUE and a DUE receiver.

We employ the WINNER II channel models [146] to provide us with a distance based
pathloss, which also incorporates the probability of line-of-sight. WINNER II provides
channel models for many different scenarios, in which the model parameters are based on
statistical distributions extracted from channel measurements. Specifically, we use scenario
B1 - urban micro-cell.

4.2.1 Interference Model

The main measure that we base our analysis upon is the Signal-to-Noise and Interference
Ratio (SINR) experienced by incumbent CUEs and DUE pairs. To rate the latter with
accuracy, it is necessary to use models of interference that properly estimate the leakage
that two asynchronous users inject onto each other. As mentioned earlier, to the best of
our knowledge, most studies on D2D underlay operation do not consider leakage between
adjacent frequency resource blocks. Papers that do consider leakage, as in [136], rely on the
Power Spectral Density (PSD)-based model, the shortcomings of which have been demon-
strated in [3].

Fortunately, a number of papers have extensively analysed and modelled the leakage
between asynchronous users operating on different parts of the spectrum band, and derived
interference tables that we will build our analysis upon [1–3]. More precisely, we draw
upon the work of [1] to rate the interference from FBMC/OQAM to FBMC/OQAM users,
or OFDM to OFDM users. Additionally, we consider the interference from OFDM to
FBMC/OQAM and from FBMC/OQAM to OFDM according to the recent works of [2]
and [3]. These works allow us to rate the value of I{A → B}(l), which corresponds to
the interference injected by a subcarrier of waveform A to a subcarrier of waveform B at a
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Figure 4.2: Interference tables measuring the value of interference injected between different couples
of waveforms according to [1–3].

spectral distance of l subcarriers.

In the single cell model, we use the interference table plotted in Fig. 4.2. This fig-
ure shows that the use of FBMC/OQAM for D2D operation will only marginally reduce
the interference between cellular and DUE users, as I{OFDM → FBMC/OQAM} is only
slightly less than I{OFDM → OFDM}. This has been thoroughly explained in [3]. How-
ever, the interference between asynchronous DUE users will be drastically reduced if they
use FBMC/OQAM instead of OFDM, since I{FBMC/OQAM → FBMC/OQAM} is con-
siderably lower than I{OFDM→ OFDM}.

4.2.2 Single Cell Scenario: Resource Allocation Formulation

We are interested in comparing the performance of using either OFDM or FBMC/OQAM for
D2D communication, rather than proposing a new RA scheme for underlay D2D. Hence, we
formulate the RA problem, consisting of both resource block allocation and power-loading,
as an optimisation problem that assumes knowledge of all channels in the system. This
serves as a platform to allow us to compare the relative performance of both waveforms for
varying system parameters.

A DUE pair is allowed to transmit when the interference introduced on the incumbent
network does not prevent the incumbent CUEs from satisfying their minimum SINR con-
straints. The D2D transmissions affect the SINR experienced at the BS and hence the CUEs
suffer from adjacent channel interference. The SINR of the CUE indexed by i can therefore
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be expressed as

γi =
PihiB

σ2
ν + IC

d2d

, (4.1)

where Pi is the transmit power of the ith CUE, hiB is the channel gain between the ith

CUE and the BS, and σ2
ν is additive white Gaussian noise variance. Finally, IC

d2d is the
interference experienced by the ith CUE from the DUE pairs in the cell, and is given by

IC
d2d =

∑
j∈D

∑
m∈bj

∑
k∈bi

hjBPjmI(|k −m|), (4.2)

where m indexes the subcarriers in the band bj used by DUE pair j, Pjm is the power of the
jth DUE pair on subcarrier m, k indexes the subcarriers in the incumbent band bi used by
user i, and I(|k−m|) is the appropriate interference table I{A→ B} in Fig. 4.2, depending
on the waveform being used by the DUE pairs.

A DUE receiver will experience two types of interference: i) interference from CUEs,
and ii) interference from other DUE pairs. The SINR experienced on subcarrier m at the
DUE receiver of pair j is given by

γjm =
Pjmhj

σ2
ν + ID

cu + ID
d2d

, (4.3)

where ID
cu is the interference injected on the mth subcarrier of the jth DUE pair from cellular

users using OFDM in the incumbent band, and ID
d2d is the interference injected on the mth

subcarrier of the jth DUE pair from all other DUE users. ID
cu is defined as

ID
cu =

∑
i∈C

∑
k∈bi

hijPikI(|k −m|). (4.4)

Finally, ID
d2d is the interference from other D2D links given by

ID
d2d =

∑
d∈D,d 6=j

∑
n∈bd

hjdPdnI(|n−m|). (4.5)

We can now formulate an optimisation problem, using the above SINR expressions, in
which the objective is to maximise the sum rate of DUE pairs, subject to a minimum SINR
constraint for each CUE.

P1 : max
Pjm,ωjr

∑
j∈D

∑
r∈R

∑
m∈br

ωjr log(1 + γjm), (4.6)
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subject to

ωjr ∈ {0, 1}, ∀j, r, (4.6a)∑
j∈D

ωjr ≤ 1,∀r ∈ R, (4.6b)

∑
r∈R

ωjr = 1,∀j ∈ D, (4.6c)

γi ≥ SINRC
min,∀i ∈ C, (4.6d)

Pj =
∑
m∈bj

Pjm < PD
max, (4.6e)

where ωjr is a resource reuse indicator where ωjr = 1 when DUE pair j reuses RB r, and
ωjr = 0 otherwise, SINRC

min is the minimum acceptable SINR that a CUE must achieve,
and PD

max is the maximum transmit power of a D2D transmitter.

Optimisation problem P1 is a Mixed Integer Non-Linear Programming (MINLP) prob-
lem from which it is difficult to obtain the solution directly. Accordingly, we split the
optimisation problem into two sub-problems. First, we perform RB assignment, which is
a discrete optimisation problem. Once RBs have been assigned, we perform power-loading
for the DUE pairs.

Even after splitting P1 into two simpler problems, solving them remains complicated
due to the inclusion of inter-DUE interference. The main source of this complexity lies in
the fact that ID

d2d (equation (4.5)) is a function of the power assigned to each subcarrier
of each DUE transmitter. Therefore, the different variables over which the optimisation
is performed are coupled, as the SINR of each DUE pair affects the SINR of every other
pair, complicating equation (4.6). Furthermore, incorporating inter-DUE interference into
the RA scheme would assume that every DUE pair is able to obtain information regarding
the interference contribution from every other DUE pair. This is an unrealistic assumption,
requiring an exchange of information between DUE pairs before any resource is assigned.
Hence, in reality, we would like to be able to perform both RB assignment and power-loading
without needing to consider inter-DUE interference.

Therefore, we consider a simplification of P1 (equation (4.6)) where the SINR γjm (equa-
tion (4.3)) is reduced to

γ′jm =
Pjmhj
σ2
ν + ID

cu

. (4.7)

The effects of inter-DUE interference are not taken into account in equation (4.7). In-
stead, we are motivated to develop alternative methods to mitigate inter-DUE interference
other than through RA, namely through the use of FBMC/OQAM for DUE pairs. Accord-
ingly, we demonstrate that if DUE pairs use FBMC/OQAM, then there is no significant
performance loss incurred by performing RA and power loading without taking into ac-
count the inter-DUE interference. This greatly reduces the complexity of the RA schemes
and ensures that the power-loading objective function is convex. It is also more realistic as
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4.2 Single Cell Scenario: System Model 75

it makes no assumptions regarding the information a DUE pair possesses about every other
DUE pair in the cluster.

Given the above simplifications, the two intermediate problems to be solved can be
rewritten as follows.

RB Assignment

We assume each cellular user is assigned a single RB and that there are as many CUEs as
RBs. Since we only consider pathloss in our channel model, RBs can be randomly assigned
to CUEs. We then want to assign one RB to each DUE pair such that the interference
experienced by each DUE pair from the CUEs is minimised. The interference from CUEs
experienced by DUE pair j on RB r is given by

Ijr =
∑
m∈br

ID
cu. (4.8)

The assignment problem can be specified as follows

P2 : min
ωjr

∑
j∈D

∑
r∈R

ωjrIjr, (4.9)

subject to

ωjr ∈ {0, 1},∀j, r, (4.9a)∑
j∈D

ωjr ≤ 1, ∀r ∈ R, (4.9b)

∑
r∈R

ωjr = 1,∀j ∈ D. (4.9c)

Problem P2 is a combinatorial optimisation problem, made complicated by the fact that
multiple DUE users may have the same optimal RB assignment. In line with the literature
[147–149], we utilise the well-known Kuhn-Munkres algorithm (commonly known as the
Hungarian method), to solve the uplink resource assignment problem for DUE pairs.

Power-Loading

Having assigned an RB to each DUE pair, power-loading can now be performed. The power-
loading optimisation problem is similar to P1, with the discrete constraints (equations (4.6a-
4.6c)), which relate to RB assignment, removed. Since RB assignment has already been
performed, the objective function of optimisation P1, i.e., equation (4.6), can be simplified
as follows

max
Pjm

∑
j∈D

∑
m∈bj

log(1 + γ′jm). (4.10)
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Figure 4.3: Example of clustered scenario consisting of 10 DUE pairs.

The resulting problem is clearly convex and similar to others in the literature, for example
[150]. The solution can be readily obtained using an appropriate software package.

4.3 Single Cell Scenario: Results

We perform system-level simulations to investigate the co-existence of FBMC/OQAM and
OFDM. Cellular users are uniformly distributed over the coverage area of the encompassing
OFDMA cell. In the clustered scenario, the cluster centre is chosen according to a uniform
distribution within the macro-cell area and DUE pairs are uniformly distributed within the
cluster area. Fig. 4.3 illustrates an example of a clustered scenario with 10 DUE pairs.

Table 4.3 lists the key simulation parameters. After distributing both the CUEs and
DUE pairs within the cell, we then perform RB assignment and power-loading as described
in Section 4.2.2. The average rate per DUE pair is used as the main output metric from
simulations. This metric is calculated for two different cases using the SINR expressions
described in Section 4.2.2:

1. Case 1: DUE pairs use OFDM, CUEs use OFDM;
2. Case 2: DUE pairs use FBMC/OQAM, CUEs use OFDM.
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4.3 Single Cell Scenario: Results 77

Table 4.3: Single cell simulation parameters.

Parameter Value

Inter-Site Distance (ISD) 500 m

macro-cell radius 250 m

subcarrier spacing 15 kHz

number of RBs 15, 25

number of CUEs 15, 25

scenario type clustered or non-clustered

maximum cluster radius ISD/5 m

minimum cluster radius ISD/10 m

maximum DUE Tx. Rx. distance (cluster radius) × 2/3

pathloss model WINNER II scenario B1

CUE minimum SINR 10 dB

noise power per subcarrier 1 (σ2
ν) -127 dBm

maximum transmit power 24 dBm

number of iterations 40000

In both cases, we compare the predicted average rate per DUE pair calculated using γ′jm
(which does not take into account inter-DUE interference), with the actual average rate per
DUE pair calculated using γjm (which takes into account inter-DUE interference).

4.3.1 Effects of inter-DUE interference for both FBMC/OQAM and OFDM

In the results for the single cell scenario, we show the adverse effects of inter-DUE inter-
ference when DUE pairs use OFDM, and how this type of interference may be considered
negligible when FBMC/OQAM is instead used. We generate Cumulative Distribution Func-
tions (CDFs) for the average rate per DUE pair for both the clustered (Fig. 4.4) and non-
clustered (Fig. 4.5) scenarios in order to demonstrate the effects of inter-DUE interference
for both waveforms.

In the clustered scenario in Fig. 4.4, we observe that when OFDM is used, the gap
between the actual and predicted values of rate (calculated using γjm and γ′jm, respectively)
is significant. Conversely, when FBMC/OQAM is used, the actual values of achieved average
rate per DUE pair are very close to those calculated without taking inter-DUE interference
into account. Thus, FBMC/OQAM provides significant improvement over OFDM by virtue
of its inherent ability to mitigate inter-DUE interference. In the non-clustered scenario in

1Noise power per subcarrier is calculated using the expression −174dBm/Hz+10 log10(15kHz), where
−174dBm/Hz is the background noise and 15kHz is the LTE subcarrier spacing.
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Figure 4.4: Clustered scenario consisting of 10 DUE pairs.

Fig. 4.5, we observe that the advantage of using FBMC/OQAM, even when inter-DUE
interference is taken into account, is less than the corresponding clustered scenario. This is
intuitive, as DUE pairs are farther apart in the non-clustered scenario and, hence, inter-DUE
interference does not play such a significant role.

Consequently, we make two observations. First of all, inter-DUE interference plays a
significant role in clustered DUE underlay communication. Second, we observe that while
inter-DUE interference is detrimental to performance when OFDM is used, its effect is
negligible when FBMC/OQAM is employed. Therefore, Fig. 4.4 and Fig. 4.5 show that
permitting DUE users to use FBMC/OQAM can significantly facilitate the RA process in
the considered scenarios.

Fig. 4.6 reinforces our observations. We display the CDF of the actual average rate per
DUE pair, calculated using γjm when inter-DUE interference is considered, in a clustered
scenario for 5 DUE pairs and 15 DUE pairs. We first observe that the average rate for
both OFDM and FBMC/OQAM decreases as the number of DUE pairs increases, since
each DUE transmitter must now use a lower transmit power to satisfy the interference
constraint specified by equation (4.6d). We also observe that the benefit attributed to using
FBMC/OQAM increases as the number of DUE pairs increases, i.e. the gap between the
FBMC/OQAM and OFDM curves grows larger as the number of DUE pairs increases. This
is due to inter-DUE interference becoming more significant as the number of DUE pairs is
increased, despite the fact that pairs must now use less power.
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Figure 4.5: Non-clustered scenario consisting of 10 DUE pairs.

4.4 Multi-cell Scenario: System Model

We consider an OFDMA network with parameters selected based on the 3GPP LTE stand-
ard, as outlined in Table 4.4 in Section 4.5.1. Cells are modelled as hexagons, with the
network consisting of a central cell of interest, an inner ring of direct neighbour cells, and
an outer ring of additional cells (totalling nineteen cells). Two rings of cells are commonly
used with the hexagonal cellular model, as interference from cells outside of this range can
generally be considered negligible. Indeed, we verified this using our simulator, confirming
that the addition of a third ring of cells has a negligible influence on the results.

We assume that each cell is fully loaded, with each CUE assigned a single uplink RB.
DUEs coexist with the OFDMA cell by reusing a single uplink RB. In reality, LTE networks
actually use SC-FDMA in the uplink. However, SC-FDMA is simply OFDMA in which
users apply discrete Fourier transform precoding to their transmit signal. In the scope of
our study, this precoding is inconsequential and we therefore do not consider it.

CUEs are distributed throughout the entire network according to a Poisson point process.
DUEs are employed in high-rate spatially clustered applications such as process control,
robotics control, or machine-to-machine communications. To capture this clustering effect
in our model, we distribute DUE transmitters in the network using a Matérn point process.
For each DUE transmitter, we distribute a receiver at a distance d according to a uniform
random variable U[a,b], with a and b representing the minimum and maximum distance,
respectively.
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Figure 4.6: Average rate per DUE pair for different numbers of DUE pairs.

We consider the use of strict FFR. Fig. 4.7 illustrates the division of sub-bands between
cells. The CUEs in the inner region of each cell are provisioned using a common set of
sub-bands. Frequency reuse three is employed for the outer regions of the cells, with cell-
edge CUEs in these regions provisioned from one of three sets of sub-bands. Machine-type
DUEs are permitted to reuse the spectral resources of cellular users according to the scheme
outlined in [4] for D2D communication operating in a network employing strict FFR. Hence,
DUEs in the inner region of a cell may reuse the spectral resources assigned to CUEs in the
outer regions of neighbouring cells2. DUEs in the outer region of a cell may use any spectral
resource, except the set assigned to CUEs in the same region.

The scenario under evaluation in this chapter is similar to underlay, since neither D2D
devices nor cellular users have exclusive use of the available spectrum across the entire
network. However, we also note that due to the manner in which sub-bands are assigned
through the use of fractional frequency control, cellular users and D2D devices do not use
the same spectral resources within the same region. Hence, the system could be described
as overlay at a local level and underlay at a system-wide level, and does not conform to the
strict definition of either term.

The ratio of the radius of the inner region (Rinner) to the radius of the cell (Rcell) is
an important parameter in strict FFR systems and influences how sub-bands are divided

2Note that DUEs in the inner region of a cell may not reuse the resources of cellular users in the outer
region of the same cell, as the DUEs would always be closer to the BS than the CUEs. Since interference
in the uplink occurs at the BS, this could result in significant interference from DUEs to CUEs, which is
precisely what the reuse scheme is designed to prevent.
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Figure 4.7: Frequency allocation for multi-cell model. The inner region of each cell uses the same
set of sub-bands, while reuse three is employed in the outer regions. CUEs and DUEs are allocated
sub-bands in a manner that aims to reduce interference between them, according to the scheme
outlined in [4].

between regions. We follow the approach used in [151], and choose the ratio Rinner/Rcell to
be 0.65, which was shown in [152] to maximise the average network throughput for uniformly
distributed CUEs. Given Kband available sub-bands in the system, we can determine the
number of resources allocated to each region as follows [152]

Kinner =

[
Kband

(
Rinner

Rcell

)2
]
, (4.11)

Kouter = [(Kband −Kinner)/3]. (4.12)

4.4.1 Interference Model

To model interference between users using each of the aforementioned waveforms considered
in this article, we follow the same approach as used in Section 4.2.1 [2]. However, whereas
these previous analyses were based on interference tables with a spectral granularity of
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Figure 4.8: Representative examples of interference tables. TO is expressed in proportion of T +Tcp
of a reference OFDM configuration and CFO is expressed relative to ∆F. Values lower than −60
dB appear in dark blue.
a) Organisation of interference tables and OFDM to OFDM example. b) FBMC/OQAM to OFDM.
c) f-OFDM to OFDM. d) UFMC to OFDM. e) FBMC/OQAM to FBMC/OQAM. f) FBMC-PAM
to FBMC-PAM. g) GFDM to GFDM. h) FMT to FMT. i) UFMC to UFMC. j) f-OFDM to
f-OFDM.

one subcarrier spacing, we base the present system-level analysis on interference tables
that are defined at the RB level. This is necessary to be able to carry out system-level
studies, as RA and other upper layer procedures operate with a minimum granularity of
one RB. Besides, whereas most studies on asynchronous networks rely on average values
of interference [1, 133], we consider the interference between given pairs of waveforms for
specific values of TO δt. Moreover, we also take CFO into account. We therefore use three-
dimensional interference tables which give the interference value at a given RB distance
for each possible value of the TO, δt, and CFO, δf . We consider that the TO and CFO
between users are uniformly distributed in a given interval so that δt ∼ U[−δmax

t ,δmax
t ] and

δf ∼ U[−δmax
f ,δmax

f ].

To present our interference model, we display in Fig. 4.8 some of the interference tables
that we employ. In particular, we present in Fig. 4.8-a the structure of the interference
tables as they are represented in our system-level simulator. For each value of δt and
δf , the tables provide the corresponding level of interference, up to a maximum spectral
distance of 100 RBs. Note that we consider heterogeneous scenarios in which DUEs use an
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alternative waveform and CUEs employ OFDM, and more advanced homogeneous scenarios
in which both CUEs and DUEs use an alternative waveform. To model the interference
between different users in these different set-ups, we therefore need to adopt homogeneous
interference tables, from a given waveform to the same waveform, and heterogeneous ones,
from a given waveform to OFDM and from OFDM to a given waveform.

In Fig. 4.8, for each table Waveform A to Waveform B, an interfering user using Wave-
form A is active on an RB of index 0, and we show the interference power seen by a victim
user using Waveform B at a given spectral distance specified in number of RBs, and for
given values of the TO δt. Note that, due to space limitations, we present interference tables
only in the case where there is no CFO, i.e. δf = 0, and only for spectral distances lower
than 25 RBs.

4.4.2 Resource Allocation

RBs are assigned under the condition that an RB may only be assigned to a single CUE,
and reused by a single DUE, in a given cell. CUEs transmit on the Physical Uplink Shared
Channel (PUSCH) and use a power control procedure [19] that assigns each CUE a power
level that results in acceptable signal reception at the BS. In the procedure used, the
pathloss between each CUE and the BS is estimated and compensated for to satisfy the
power that the BS expects to receive over a single RB PO_PUSCH. The maximum power at
which a CUE may transmit is also capped at Pcmax.

Our focus in this chapter is on evaluating the relative performance of the waveforms un-
der consideration for direct communication between devices/equipment in spatially clustered
use cases, not on proposing a new RA scheme. Hence, to avoid bias towards any particular
scheme, we consider a simple power allocation scheme for machine-type DUEs whereby they
are permitted to transmit at maximum power, which is capped by the controlling BS.

Section 4.5 provides detailed insight into the performance of asynchronous communica-
tion for various waveforms, compared to a baseline of synchronous communication, allowing
informed decisions to be made regarding the choice of waveform for both types of com-
munication. We highlight, however, that the decision of whether to use synchronous or
asynchronous communication is multifaceted and there are many reasons why an operator
may decide to employ asynchronous communication for MTC scenarios. As mentioned, the
overhead associated with achieving and maintaining synchronous communication for MTC
may be unattractive. Removing the synchronisation procedure for DUEs could help to re-
duce the latency experienced by these devices. Asynchronous DUE communication also
removes several duties of control from the BS, potentially enabling the network operator to
treat RA for high-rate clustered MTC scenarios in a different manner than for CUEs. For
example, the network could release spectral resources to a smart factory without actively
managing the directly communicating machinery, which may operate autonomously or via
a local controller.
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4.4.3 Channel Modelling

CUEs in the same cell do not interfere with each other, as we assume they are perfectly
synchronised by the BS. Therefore, there are four main interference types requiring consid-
eration:

1. DUE pairs interfere with the CUEs’ transmissions. Since we are investigating uplink
resource sharing, this interference is observed at BSs.

2. Conversely, the CUEs interfere with the DUE pairs at DUE receivers.
3. DUEs interfere with each other (inter-DUE interference).
4. CUEs in different cells are not synchronised and, hence, interfere with each other

(inter-CUE interference).

Owing to their popularity in the existing literature [136, 153, 154], we employ the WIN-
NER II channel models [146] to provide us with a distance based path loss, which also
incorporates the probability of line-of-sight. Distinct path loss models are used for the dif-
ferent types of links in the system to represent the network in a realistic manner. Path loss
models employed for D2D channels have been modified so that both transceivers in a D2D
link are the same height above the ground. The distribution of shadow fading is log-normal,
with the standard deviation specified by the Winner II channel models for each scenario.

4.4.4 Performance Measures

Below, we present several metrics that we will use to evaluate the performance of the system.
All metrics are evaluated for DUEs and CUEs in the central cell, which represents the cell
of interest.

SINR

The SINR of a CUE j in the central cell o using RB k is given by:

γkjo =
P kjoh

k
joB

σ2
ν + ICN

+ IDN
+ IDS

, (4.13)

where P kjo is the transmit power of the CUE, hjoB is the channel gain between the jth CUE
and the BS of the central cell o, and σ2

ν is additive white Gaussian noise variance. ICN
is

the interference from CUEs in neighbouring cells and is given by

ICN
=
∑
n∈N

∑
cn∈Cn

∑
r∈R

P rcnh
r
cnBΩwfcn→wfjo (|r − k|, δt, δf), (4.14)

where n indexes the set of neighbouring cells N , cn indexes the CUEs in the set Cn of CUEs
in the nth neighbouring cell, and r indexes the set of RBs R available to the system. P rcn
is the transmit power of the cth

n CUE operating on RB r, hrcnB is the channel gain between
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the cth
n CUE and the BS of the central cell. If the cth

n CUE is not operating on RB r, then
P rcn is 0. Finally, Ωwfcn→wfjo (|r−k|, δt, δf) is the fraction of power injected by CUE cn using
waveform wfcn and RB r onto CUE jo using waveform wfjo and RB k, at a TO of δt and
CFO δf . For synchronous communication, both δt and δf can be set to 0.
IDN

is the interference from DUEs in the neighbouring cells and is given by

IDN
=
∑
n∈N

∑
d∈Dn

∑
r∈R

PDh
r
dnBΩwfdn→wfjo (|r − k|, δt, δf), (4.15)

which is defined in a similar fashion to equation (4.14), where Dn represents the set of
DUEs in the nth neighbouring cell, and PD is the transmit power of DUE devices. Finally,
IDS

represents the interference from DUEs in the same cell, i.e. the central cell, and is
formulated in a similar fashion to equation (4.15).

The SINR of a DUE d in the central cell o operating on RB r is given by:

γrdo =
PDh

r
do

σ2
ν + ICN

+ ICS
+ IDS

+ IDN

, (4.16)

where PD is the transmit power of the DUE devices, hrdo is the channel gain between the
transmitter and receiver of the dth DUE using RB r, and σ2

ν is additive white Gaussian
noise variance. ICS

and ICN
represent the aggregate interference from CUEs in the same

cell and neighbouring cells, respectively. IDS
and IDN

represent the aggregate interference
from DUEs in the same cell and neighbouring cells, respectively. The expressions for each
of the above aggregate interference terms are similar to equations (4.14) and (4.15), with
the channel gain h considered between the interfering device and the DUE receiver.

Achieved Rate

We are also interested in the rate achieved by devices, after the bandwidth efficiency of each
waveform has been taken into account. The rate of a device using a waveform wf can be
calculated as

b = ΦwfB log2(1 + γ)[b/s], (4.17)

where B is the bandwidth of an LTE RB, and Φwf is the bandwidth efficiency of waveform
wf presented in Table 4.1, which is directly computable based on the waveform parameters
presented in the same table.

4.5 Multi-cell Scenario: Evaluation of System Performance

4.5.1 Scenario Under Investigation

We first present detailed results for the scenario defined by the parameters listed in Table
4.4. For each set of results, we compare the asynchronous performance of all waveforms
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Figure 4.9: Example scenario consisting of 19 cells, with each region coloured according to the
spectral resources permitted for use. Each x represents an ordinary cellular user, whereas DUEs
involved in direct communication are clustered in groups.

under consideration, and use the performance of synchronous OFDM as an baseline for
comparison.

We highlight that the synchronous OFDM case serves as an idealistic baseline for compar-
ison with the asynchronous cases and that, in reality, achieving synchronous communication
for the DUEs would be challenging. This is true even if the D2D communication is network
assisted [129]. The BS applies a timing advance to ensure all signals reach the BS simul-
taneously; however, due to the varying distances between DUE pairs, signals will not arrive
at DUE receivers simultaneously and hence the DUE pairs will not be fully synchronised
with one another. In addition, a DUE pair may span multiple cells, further complicating
the issue.

We therefore assume quasi-orthogonality in which all TOs are absorbed by an extended
CP of 20%4 for the synchronous OFDM baseline case. We also do not consider CFO in this
case for two reasons. First, the scenario that we are considering typically consists of low
mobility, resulting in negligible Doppler shifts and frequency offsets. Secondly, the 3GPP

3Noise power per RB is calculated using the expression −174dBm/Hz+10 log10(180kHz), where
−174dBm/Hz is the thermal noise and 180kHz is the bandwidth of an LTE RB.

4The value of 20% was chosen as it is similar to the size of the extended CP option in LTE.
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Table 4.4: Multi-cell simulation parameters.

Parameter Value
Cell Radius 250 m
Inner Radius 163 m

Number of Cells 19
CUEs Per Square Km 200
DUEs Per Cluster 30

Clusters Per Square Km 3
Average Cluster Radius 60 m

Average transmitter (Tx)-receiver (Rx) Distance Uniformly distributed
in the range [10, 50] m

Subcarrier Spacing (∆F) 15 kHz
Noise Per RB 3 (σ2

ν) -116 dBm
Number RBs in system 50

PO_PUSCH -96 dBm
Max Tx Power CUE 24 dBm
Max Tx Power DUE -5 dBm
BS Antenna Gain 15 dBi

User Equipment (UE) Antenna Gain 0 dBi
BS Noise Figure 5 dB
UE Noise Figure 9 dB

Max TO T + Tcp
Max Local Oscillator (LO)

Inaccuracy 2.5 ppm

Waveforms
OFDM, FMT,

FBMC/OQAM, FBMC-PAM,
GFDM, f-OFDM, UFMC

Number of Iterations 10000

standards specify stringent frequency errors for UEs of less than +/- 0.1 parts per million
(ppm)[155] compared to the carrier frequency received from the BS.

In contrast, for asynchronous scenarios, we consider TOs uniformly distributed in the
range of 0 to T + Tcp, where T is the length of an OFDM symbol and Tcp is the length
of the CP. We also consider less stringent hardware-related frequency error requirements,
with LO inaccuracies of +/- 2.5 ppm5 permitted.

The cell radius value of 250m is based on the 3GPP LTE system scenarios [156], rep-
resenting an urban macro-cell environment. The antenna gain values, noise figures, and the
carrier frequency value are also based on [156]. The values for the maximum CUE transmit
power, subcarrier spacing, and number of RBs are based on the LTE standard, with 50 RBs
corresponding to a bandwidth of 10MHz. The maximum DUE transmit power of -5 dBm

5Generally, strict frequency error requirements require more accurate and expensive clocks. 2.5ppm is
the stated frequency accuracy of the NI USRP-292x range of devices.
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was chosen as we found through experimentation that it yielded good results. The effects
of varying the maximum DUE transmit power will be discussed later in this section.

Fig. 4.9 shows an example of a typical simulation scenario. We explore the case whereby
each macro-cell is fully loaded, with all available RBs being utilised, and hence consider
a large number of CUEs per square kilometre to ensure this. The parameters relating to
the size and frequency of occurrence of clusters are scenario dependant. A cluster of radius
60m, containing 30 inter-communicating devices and with an average of 3 clusters per square
kilometre might, for example, represent a factory in an urban area with moderate industrial
activities.

Simulating the network for every possible combination of waveform pairs would be im-
practical and unnecessary. Hence, we only examine the most realistic combinations:

1. Case 1: DUE pairs use an alternative waveform and CUEs continue to use OFDM;
2. Case 2: Both DUE pairs and CUEs use an alternative waveform.

We also examine the effects of the TO on the relative performance of all waveforms,
ranging from perfectly synchronised to fully asynchronous communication. An analogous
investigation is performed for CFO by varying LO inaccuracies.

4.5.2 System Performance

DUE SINR Performance

Fig. 4.10 presents box plots summarising the SINR distribution for DUEs according to each
considered waveform couple. A solid horizontal line in each box represents the median,
while the mean is marked with a dashed horizontal line. The ideal baseline OFDM case,
assuming no timing or frequency offsets, performs quite well and achieves an average SINR
value of approximately 22dB. This, however, reduces to approximately 13dB when asyn-
chronous communication is considered, with UFMC and GFDM exhibiting similar average
values. This reduction in performance can be attributed to increased leakage interference
between DUEs owing to the large sidelobes exhibited by these waveforms. When both CUEs
and DUEs employ an alternative waveform in the set {FBMC/OQAM, FMT, FBMC-PAM,
f-OFDM}, performance comparable to the baseline case is achieved even though commu-
nication is asynchronous, as the filtering operations substantially reduce the sidelobes of
these waveforms. In addition, any leakage remaining after filtering is absorbed by the guard
subcarrier for FBMC/OQAM, FMT, and f-OFDM, which explains how two waveforms with
different filters, such as f-OFDM and FBMC/OQAM, can present with similar SINR values.

Interestingly, this same set of waveforms performs quite well in the coexistence scenarios
in which CUEs use OFDM and DUEs use an alternative waveform, with average values
approximately 3dB less than in the baseline case, but up to 6dB greater than asynchronous
OFDM. Again, we can explain this by highlighting the increased spectral containment of
these waveforms over OFDM, resulting in less inter-DUE interference.
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Figure 4.10: Box plots for DUE SINR. A large performance increase can be obtained by choosing
an appropriate alternative waveform.

We note that the number of outliers is relatively small (approx. 2.2%) compared to the
number of DUEs in the data set. The presence of outliers is not unusual; while the majority
of DUEs will experience a similar SINR to one another, especially favourable or unfavourable
channel conditions will inevitably result in DUEs with SINRs that are considerably higher
or lower than average.

DUE Rate Performance

Fig. 4.11 shows the achieved rate of DUE pairs for each waveform. The greatest per-
formance is achieved when both CUEs and DUEs use FBMC/OQAM, closely followed by
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Figure 4.11: Rate performance of DUEs taking into account bandwidth efficiency.

FBMC-PAM. This is understandable, as these two waveforms have the best bandwidth effi-
ciency (see Table 4.1) out of the alternative waveforms considered due to the fact that they
do not employ a CP. This explains why FBMC/OQAM outperforms f-OFDM in terms of
rate performance, despite both exhibiting similar SINR distributions in Fig. 4.10. Further-
more, recall from Section 4.1.1 that FMT employs a guard band between each subcarrier,
with the guard band width set so that FMT has the same spectral efficiency as OFDM.

In the coexistence scenarios, in which CUEs use OFDM and DUEs use an alternative
waveform, both FBMC/OQAM and FBMC-PAM again exhibit the best performance. In
both of these cases, the achieved rate is marginally greater than for the synchronous OFDM
baseline case and approximately 43% greater than for the asynchronous OFDM case. This
is an encouraging result, as machine-type DUEs could enjoy the benefits of asynchronous
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communication without suffering any degradation in performance. It also allows for the
possibility that future networks will permit multiple waveforms, whereby different services
employ the waveform that is best suited to them. We note that although the average data
rate for these two cases is marginally greater than for the synchronous OFDM baseline
case, it can be observed in Fig. 4.10 that the baseline case actually achieves a higher SINR.
This can again be attributed to the bandwidth efficiencies of the waveforms, with the 20%
efficiency loss due to the extended CP in the baseline case causing significant data rate
degradation.

CUE Performance

It is imperative that CUE performance not be significantly degraded by the inclusion of
MTC in the network. Fig. 4.12 demonstrates that the average DUE to CUE interference is
quite low. This can be attributed to two factors: the low transmit power of DUEs (-5dB)
and the use of strict FFR.

In the synchronous baseline case, CUEs will still suffer slightly from leakage interference
from DUEs, owing to the fact that different cells in LTE are misaligned in time. The use of
an appropriate alternative waveform by both sets of users can therefore assist in reducing the
interference that CUEs experience from DUEs. Hence, in cases where both CUEs and DUEs
use an alternative waveform from the set {FBMC/OQAM, FMT, FBMC-PAM, f-OFDM},
the interference experienced by CUEs is lower than in the baseline case.

In all other cases, the interference is comparable to the noise per RB. However, Fig. 4.12
demonstrates that employing a different waveform for DUEs, while CUEs continue to use
OFDM, does little to mitigate DUE to CUE interference; its main benefit is to increase
the performance of the DUEs themselves. This is because for CUEs, the interference from
DUEs using the same RB will generally be a greater factor than leakage. In contrast, for
DUEs, leakage interference from other DUEs in close proximity is the dominant type of
interference, and hence they can benefit from adopting a waveform with better spectral
localisation than OFDM.

The presence of outliers suggests that while the majority of CUEs suffer little degradation
to their performance, a small number of users suffer a large reduction in performance. These
users are victims of the specific spatial distribution of transmitting users at that instant, in
which strict FFR and the low transmit power of DUEs fail to offer sufficient protection. In
these cases, additional protection is needed to ensure that interference to CUEs is kept at an
acceptable level and that the minority of users who suffer significant degradation can also
obtain adequate performance. This may take the form of intelligent RA schemes that aim
to protect vulnerable CUEs by assigning resources in a manner that reduces DUE to CUE
interference. As stated previously, such schemes are not within the scope of this chapter as
we are solely interested in demonstrating the effect on performance of employing different
waveforms.
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Figure 4.12: Box plots for DUE to CUE interference. The DUE to CUE interference is similar to
the value of noise per RB for coexistence cases.

4.5.3 DUE Transmit Power

We investigate the effect that DUE transmit power has on system performance by varying
the DUE transmit power from -15dBm to 15dBm in 5dBm increments, while holding all
other parameters at the same value as in Table 4.4. We do not include cases in which both
CUEs and DUEs use an alternative waveform, as we are more interested in the coexistence
cases.

As intuition suggests, Fig. 4.13 shows that increasing the DUE transmit power will
increase DUE SINR at the cost of increased interference to CUEs. The case in which DUEs
employ OFDM for asynchronous communication exhibits the worst performance, as the large

PhD Thesis Conor Sexton



4.5 Multi-cell Scenario: Evaluation of System Performance 93

sidelobes of OFDM cause interference with neighbouring users in the resource grid. Leakage
interference from DUE pairs in other cells will be present even in the synchronous case
as neighbouring cells do not achieve time alignment. While FBMC/OQAM and f-OFDM
successfully mitigate this type of leakage interference, it becomes significant at high transmit
powers for synchronous OFDM and, hence, the curve representing the baseline case begins
to taper as the transmit power is increased. So, while the synchronous baseline case achieves
the greatest performance for low transmit powers, it is overtaken by both FBMC/OQAM
and f-OFDM at a transmit power of 7.5dBm as leakage from other cells becomes significant.

In particular, we draw the readers’ attention to two points.

1. First, for the case in which DUEs do not use an alternative waveform from the set
{FBMC/OQAM, FMT, FBMC-PAM, f-OFDM}, successively higher transmit powers
provide increasingly diminishing returns since increasing DUE transmit power will
also increase the inter-DUE leakage interference. This is evident in Fig. 4.13, in
which the set of curves at the bottom of the upper sub-plot gradually begin to level
off as the DUE transmit power is increased.

2. Secondly, the benefit to DUEs of using an alternative waveform will be greater at
higher values of DUE transmit power since inter-DUE leakage will be more prominent.
However, as the DUE transmit power is increased, there is a linear increase in the
interference experienced by CUEs.

The main consequence of these observations is that higher DUE transmit powers provide
increasingly diminishing returns unless an alternative waveform that adequately mitigates
leakage interference is employed. A maximum permissible transmit power should be chosen
for DUEs that achieves a balance between adequate average DUE SINR and an acceptable
level of interference to CUEs. The value of -5dBm chosen in Table 4.4 reasonably achieves
this, with DUEs achieving a SINR close to 20dB when they employ FBMC/OQAM while
limiting interference to CUEs to approximately the noise value per RB. We also note that
we can trade off some DUE performance for reduced interference to CUEs. We observe,
however, that the DUE to CUE interference is at a minimum for the synchronous baseline
case, as no leakage interference within the same cell is present.

4.5.4 Cell Radius

In this subsection, we investigate the influence that cell size has on performance by varying
the cell radius from 200m to 1000m in 100m increments while holding all other parameters
at the same value as in Table 4.4. We display the results in Fig. 4.14. For cell radii under
500m, we consider an urban environment and use the appropriate pathloss models for this
scenario, while for cell radii greater than 500m, we consider a suburban environment.

At the smallest cell radius considered (200m), average DUE SINR is at its lowest and
average DUE to CUE interference is at its greatest. This is understandable, and readily
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Figure 4.13: Effects of varying DUE transmit power on DUE SINR and DUE to CUE interfer-
ence. Increasing DUE transmit power results in an increase in DUE SINR at the cost of increased
interference to CUEs.

explained as follows. According to the strict FFR scheme employed, DUEs reuse the re-
sources of CUEs in neighbouring reuse regions. At small cell sizes, the average distance
between devices in neighbouring reuse regions is reduced. This results in greater CUE to
DUE interference and reduces DUE SINR. As the cell radius increases, so too does the
distance between reuse regions, and DUE SINR increases. This increase is mainly observed
at smaller cell sizes; at large cell sizes, CUE to DUE interference is almost negligible and
further increases to cell radius result in little or no increase in DUE SINR.

DUE to CUE interference, on the other hand, occurs at BSs. In small cells, the average
distance between clusters and the BSs serving neighbouring reuse regions is shorter, resulting
in higher DUE to CUE interference. This is evidenced in the lower sub-plot in Fig. 4.14,
in which we observe that the average DUE to CUE interference decreases as the cell radius
increases. Therefore, as the cell size increases, average DUE to CUE interference decreases
and average DUE SINR increases. Essentially, the greater the cell size the more protection
strict FFR offers against the various types of interference, as the reuse regions are further
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Figure 4.14: Effects of varying cell radius on DUE SINR and DUE to CUE interference. As the cell
radius increases, DUE SINR increases and reduction in CUE SINR decreases.

apart.

Over the range of cell radii considered, synchronous OFDM provides the best perform-
ance and asynchronous OFDM provides the worst. However, as the cell radius increases, the
interference from CUEs in neighbouring reuse regions to DUEs is reduced and the perform-
ance of several alternative waveforms approaches that of synchronous OFDM. At large cell
sizes, even further gains are achievable as DUEs could transmit at a higher power without
affecting CUEs.

4.5.5 Cluster Radius

We investigate the impact that cluster radius has on performance. We present the res-
ults in Fig. 4.15, varying the cluster radius from 30m to 100m in 10m increments. Re-
ducing the cluster radius necessitates a corresponding change in the distance between a
DUE transmitter and receiver, which we modelled using a uniform random variable. Ac-
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cordingly, we choose the parameters a and b, representing the minimum and maximum
Tx-Rx distances, respectively, of the uniform random variable U[a,b] as follows: a = 5m;
b = (cluster radius)− 10m.

Increasing the cluster radius has two opposing influences on DUE SINR. On the one
hand, it results in reduced inter-DUE interference, which should boost the SINR. On the
other hand, it also results in reduced received signal power, which should cause the SINR
to decrease. In Fig. 4.15, we see that the reduction in received power is more influential and
DUE SINR decreases as cluster radius increases. We concede, however, that this is somewhat
dependant on how the distance between DUE transmitters and receivers is modelled (such
as the parameters a and b), as this affects by how much the received power will decrease.
We also note that for small cluster sizes, and in cases where DUEs do not use a waveform
in the set {FBMC/OQAM, FMT, FBMC-PAM, f-OFDM}, SINR decreases slowly at first
as the reduction in inter-DUE interference is almost significant enough to counter-act the
effect of lower received signal powers.

Reducing the cluster radius increases the density of DUEs in the cluster, resulting in
greater inter-DUE interference. Hence, employing an appropriate alternative waveform for
DUEs yields the greatest benefit in dense clusters in which inter-DUE leakage interference
is most significant. The synchronous baseline case again performs the best; however, the
performance for cases where DUEs use a waveform in the set {FBMC/OQAM, FBMC-PAM,
f-OFDM} approach that of the baseline for small cluster sizes. This can be attributed to
reduced leakage interference from CUEs in the same reuse region, as smaller clusters are
less likely to encompass CUEs in the same cell.

4.5.6 Amount of Time and Frequency Misalignment between Devices

The final parameters whose influence on performance we investigate are the maximum per-
mitted TO and CFO. Both CFO and TO affect DUE performance similarly, and so it makes
sense to isolate them when studying their effects on performance. Hence, when examining
the effect of TO on DUE performance, we consider a case involving no CFO. Conversely,
when investigating the effects of CFO, we consider devices to be perfectly aligned in time.

Maximum Possible TO

We vary the maximum permissible TO as a fraction of the time spacing between two OFDM
symbols from 0 (full synchronism) to 1 (full asynchronism) in 0.1 increments. Limiting
the maximum permissible TO corresponds to a case in which coarse alignment has been
obtained; for example, 0.2 would correspond to the case in which devices are synchronised
to within 20% of an OFDM symbol time.

Fig. 4.16 illustrates the results. The black line representing the case whereby both DUEs
and CUEs use OFDM will be our baseline for comparison, and it can be seen that SINR
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Figure 4.15: Effects of varying cluster radius on DUE SINR and DUE to CUE interference. Em-
ploying an appropriate alternative waveform for DUEs yields the greatest benefit in small clusters
in which inter-DUE leakage interference is most significant.

drops rapidly when the TO is greater than the CP, as the TOs are no longer fully absorbed
by the CP. The CP duration Tcp for OFDM is 12.5% of the symbol duration T . We can
divide the rest of the graph into two scenarios:

1. Scenario in which DUEs use a waveform in the set {GFDM, UFMC}, and CUEs
use OFDM: These curves become quite similar as the maximum permissible TO
increases, and are out-performed by our baseline OFDM-OFDM case. This seems
surprising at first glance, but can be explained. Indeed, we saw in Fig. 4.8 that,
with the chosen parameters, UFMC and GFDM still cause a significant amount of
interference between coexisting users in homogeneous links in which both users are
deploying one of these waveforms; thus, inter-DUE interference is quite important
if DUEs use either GFDM or UFMC. Moreover, OFDM based users are orthogonal
to one another as long as δt is contained in the CP duration. However, GFDM or
UFMC users never achieve orthogonality with OFDM users, which explains that if
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Figure 4.16: DUE SINR performance as the maximum permitted TO is varied.

CUEs use OFDM, CUE to DUE interference is on average more significant if DUEs
use UFMC or GFDM than if they also employ OFDM.

2. Coexistence scenario in which DUEs use a waveform in the set {FBMC/OQAM,
FBMC-PAM, f-OFDM, FMT} and CUEs use OFDM: As the TO increases, the
curves exhibit similar performance. At a maximum TO, the benefit to using one
of these alternative waveforms for DUEs is considerable, while for very low TOs
(< 20%), they are outperformed by the baseline OFDM-OFDM case, since the CP
in OFDM absorb much of the TO. With the exception of f-OFDM, the performance
of these waveforms varies little according to the TO, as these waveforms all exhibit
excellent spectral localisation. In addition, FBMC/OQAM and FBMC-PAM both
use a guard subcarrier while FMT is similarly protected by its inbuilt guards. F-
OFDM has an interesting behaviour, as it is the only waveform that is affected
differently by OFDM according to the value of δmax

t . This is due to the fact that for
small TOs, f-OFDM and OFDM achieve quasi-orthogonality, which is then lost as δt

increases.
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Figure 4.17: DUE SINR performance as the maximum CFO is varied.

Maximum Possible CFO

Having investigated the effect of TO, we now examine the relative performance of the
waveforms under various levels of CFO. The LO inaccuracy is varied from 0ppm to 3.5ppm
in increments of 0.5, corresponding to frequency offsets of +/- 0kHz to +/- 7kHz in 1kHz
increments at a carrier frequency of 2GHz.

In Fig. 4.17, for the case in which OFDM is used by both sets of users, we observe
that the average DUE SINR reduces as the frequency offsets become greater. This can be
attributed to OFDM’s large sidelobes, resulting in significant interference leakage to and
from other users. In a similar fashion to the study on the effects of TO, we again take the
case in which both sets of users employ OFDM to be our baseline case, and divide the rest
of Fig. 4.17 into two scenarios:

1. Scenario in which DUEs use a waveform in the set {GFDM, UFMC}, and CUEs
use OFDM: When DUEs employ GFDM or UFMC, DUE SINR decreases as the
maximum possible LO inaccuracy is increased; however, the decrease occurs at a
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lower rate than for OFDM since OFDM possesses the largest sidelobes. For low LO
inaccuracies, the baseline OFDM case outperforms the scenarios in which CUEs use
OFDM and DUEs use either UFMC or GFDM. This is because OFDM users achieve
near orthogonality at low CFOs, while GFDM or UFMC users never achieve ortho-
gonality with OFDM users. However, as the LO inaccuracy is increased, OFDM suf-
fers from increasingly large interference leakage owing to its sidelobes and the wave-
form choices involving UFMC or GFDM begin to outperform the baseline OFDM
case.

2. Coexistence scenario in which DUEs use a waveform in the set {FBMC/OQAM,
FBMC-PAM, f-OFDM, FMT} and CUEs use OFDM: The waveform choices in-
volving FBMC/OQAM, FBMC-PAM, and f-OFDM are largely unaffected by varying
CFO, as evidenced by the horizontal lines in Fig. 4.17. At the LO inaccuracies con-
sidered, frequency offsets are contained within +/- half a subcarrier. Given that these
schemes use a guard band of half a subcarrier at either side of an RB, and that leakage
is confined within a similar range for these alternative waveforms, it is not surprising
that very little variation in performance is observed as the CFO is increased. FMT,
on the other hand, uses 12 subcarriers per RB. Hence, we observe that the SINR
performance of DUEs using FMT reduces as the maximum possible LO inaccuracy
is increased. The waveform choices involving FBMC-PAM and FBMC/OQAM only
begin to outperform the baseline OFDM case after approximately 1ppm. For DUE
users using FMT, improvements in SINR over the baseline case are only observed
after a maximum LO inaccuracy of 1.3ppm (based on an interpolated value). Similar
to before, this is because OFDM achieves quasi-orthogonality at low CFO, but suffers
significant degradation as CFO increases. Out of the waveform couples considered in
this scenario, f-OFDM exhibits the best performance and is never outperformed by
the baseline OFDM case. Similar to OFDM, f-OFDM achieves quasi-orthogonality
at low CFO. However, dissimilar to OFDM, it is protected by its filtering and guard
subcarrier as CFO increases and hence does not suffer the performance decrease
experienced by OFDM.

4.6 Conclusion

The results presented in this chapter were obtained through simulations, but are built upon
theoretical analysis performed at the physical layer which characterises leakage interference
between various waveform pairs. In fact, one of the main motivations for the chapter is
demonstrating how the well-researched properties of waveforms translate to performance at
a system-level in realistic future network scenarios. In this pursuit, simulation is an ideal
tool, as it permits us to achieve a high level of realism in our investigations.

When only the SINR metric is considered, the best results are obtained when either
synchronous OFDM is used, or both sets of users employ a waveform from the set {FMT,
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FBMC/OQAM, FBMC-PAM, f-OFDM}. When the achieved rate is instead considered,
taking bandwidth efficiency into account, the case in which machine-type DUEs operate
asynchronously and both sets of users employ FBMC/OQAM achieves the greatest per-
formance.

As suggested in the previous section, the performance of a waveform in asynchronous
communication depends on its sidelobes. Waveforms with very small sidelobes result in
less inter-DUE leakage and hence perform the best. We note that the size of a waveform’s
sidelobes depends largely on the filtering applied, with many filter implementations existing.
For example, the performance of FBMC/OQAM could be further improved by using an
optimised filter such as the one suggested in [157]. However, as it was not possible to
consider every possible filter, and for the sake of fair comparison, we chose filters and
parameters that were representative of the most common implementations in the literature.

Promisingly, we also showed that good performance can be obtained when DUEs operate
asynchronously and use a different waveform to CUEs, paving the way for the possibility
of the coexistence of waveforms in future networks for different use cases, a paradigm shift
from previous generations. In particular, when FBMC/OQAM is used by DUEs, the average
achieved rate is marginally greater than the synchronous OFDM baseline case, and 43%
greater than the asynchronous OFDM case. We also note that these figures are conservative,
as they assume perfect synchronisation in the baseline case.

The results indicate that the biggest drawback to using asynchronous communication is
the increased interference to cellular users. Unfortunately, employing a different waveform
for DUEs does little to reduce this type of interference. We note, however, that interference
can typically be kept low through the use of strict FFR and low DUE transmit powers.

To conclude, we have shown that it is feasible for cellular networks to serve clustered
MTC use-cases, such as smart factories, using asynchronous direct communication. In par-
ticular, we highlighted the benefits to DUEs of using an alternative waveform to reduce
leakage interference, and suggested that future networks may permit the coexistence of
waveforms. Hence, by employing a waveform with improved spectral localisation compared
to OFDM, such as FBMC/OQAM, DUEs can avail of the benefits of asynchronous commu-
nication without suffering a performance loss, even if regular CUEs continue to use OFDM.

We highlight, however, that the decision of whether to use synchronous or asynchronous
communication is multifaceted and should not be made solely based on performance metrics
such as SINR and achieved rate. The computational complexity of the candidate waveforms
is also a significant factor in such a decision, and while its consideration is out of scope in this
analysis, we refer the reader to Figure 6 in [158] which compares the complex multiplications
required in the implementation of each waveform. We note that the complexity of waveforms
that rely heavily on filtering, such as UFMC, can be an order of magnitude larger than
OFDM, which is the least complex of the waveforms considered. There is a trade-off between
low complexity waveforms that suffer greatly from leakage interference in asynchronous
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communications, such as OFDM, and waveforms that employ filtering to reduce leakage
interference, but are more complex as a result.

Hence, the complexity of supporting multiple waveforms in a single user equipment may
prove to be challenging for vendors. Instead, the concept of adopting multiple waveforms
in future networks is best suited to equipment with specialist communication requirements
which need only support a single waveform; for example, machinery in a smart factory.
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Customisable RAN Slicing: Time and Fre-
quency Resource Allocation

In Section 3.3.1, we demonstrated that slicing the core network alone cannot provide the level
of adaptability necessary to satisfy the requirements of future networks. The main categories
of services targeted by future networks require disparate Radio Access Technologies (RATs),
motivating the need for Radio Access Network (RAN) slicing.

The various RATs and options for customising the future RAN are outlined in Section
2.3. While Chapter 4 investigates the use of multiple coexisting waveforms in the RAN,
this chapter focuses on a RAN centred on a single adjustable waveform. This option was
discussed in Section 2.3.3, which suggested that the diversity of requirements demanded
of the RAN in future networks could be served through physical changes to the manner
in which signals are formed and packed together for transmission, such as variable frame
structures and subcarrier spacings. We note that this principle is being adopted for 5G New
Radio (NR) [124].

For example, a RAN slice serving automotive services in a high mobility scenario may
use a wider subcarrier spacing to combat high Doppler shifts, while a RAN slice serving
a latency-sensitive service such as real-time gaming may use fewer symbols in each sub-
frame. These lower layer customisations are necessary, but introduce challenges in ensuring
isolation between RAN slices.

In particular, the use of different frame structures in a system can result in inter-service-
band interference [159]. To ensure that transmissions using different numerologies do not
interfere with one-another, it is necessary to adopt a combination of guard bands, enhanced
spectral filtering or other advanced signal processing techniques. Hence, although RAN
slicing increases the ability of the RAN to serve dissimilar services and industries, this
flexibility comes at a cost.

Mapping the resource allocations of multiple slices to a time-frequency resource grid
consisting of several numerologies while ensuring isolation between the slices is challenging,
and is referred to as the tiling problem [115]. Hence, it is necessary to design a time-frequency
resource grid structure which can provide enough granularity in resource allocations to
provide flexibility, without compromising the key principle of isolation in slicing.
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Research Question, Key Contributions and Chapter Organisation

The research question, outlined in Section 1.1, that this chapter addresses is the following:

What are the implications of a system comprising tailored virtual networks on radio re-
source allocation and user admission?

We focus on the part of the question relating to radio resource allocation, and deal with
user admission in the next chapter.

Specifically, we direct our attention to the trade-off identified in Chapter 3.3.3 between
adaptability on the one hand, and the cost/overhead of this adaptability on the other hand.
The flexibility arises from being able to serve the needs of multiple vertical industries by
tailoring the manner in which the signal is transmitted. The cost/overhead arises from the
challenges associated with ensuring the coexistence of multiple RAN slices which have been
designed to satisfy diverse use cases.

The main contributions of this chapter are:

• We propose four different configurations of the time-frequency resource grid and ana-
lyse, both qualitatively and quantitatively, how each performs in terms of both flex-
ibility and the overhead associated with achieving that flexibility.

• We propose the concept of a RAN profile based on this analysis, which distinguishes
between service-types and individual services, and permits the allocation of time-
frequency resources to be performed based on this distinction.

The rest of the chapter is structured as follows. Section 5.1 discusses how changes to
the numerology can be used to target different use cases. Section 5.2 proposes four different
resource grid structures and compares them in terms of the overhead required to ensure
isolation, the ability to adapt to traffic changes, and the implications for designing the
control plane. Finally, Section 5.3 proposes the concept of a RAN profile to manage the
trade-off between flexibility and coexistence overhead.

5.1 Tailoring RAN Slices through Mixed Numerologies

The numerology of a multi-carrier system is the set of design parameters which influence
how the system performs, such as the subcarrier spacing, the cyclic prefix length, the symbol
length, and the number of symbols in a sub-frame. In previous multi-carrier systems such
as Long Term Evolution (LTE) and WiFi, predefined numerologies were chosen that were
suited to the primary service and operating environment being targeted. In contrast, future
networks may permit each RAN slice to use a separate numerology that is tailored for a
particular vertical.
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Subcarrier Spacing and Symbol Length

These two design options are related, and cannot be changed independently. In extended
coverage scenarios or high multi-path environments, large delay spreads result in inter-
symbol interference, and small coherence bandwidths result in frequency selective fading.
The solution is to use longer symbols to absorb symbol tails and narrow subcarriers to
approximate flat fading channels. In high mobility scenarios, large Doppler spreads result
in inter-carrier interference and short coherence times result in poor channel estimation.
The solution is to increase subcarrier spacing to separate carrier frequencies, resulting in
shorter symbols. The authors in [160] give a good overview of the design options relating
to subcarrier spacing (and symbol length). 5G NR will support scalable subcarrier spacings
which are an integer multiple of the LTE spacing of 15 kHz, up to a maximum spacing of
240 kHz [161].

Number of Symbols per Transmission Time Interval (TTI)

5G NR provides support for shorter TTI times than the fixed length of 1ms in LTE.

Cyclic Prefix

5G NR supports two cyclic prefix lengths: one for regular use, and one to enable extended
coverage (at a subcarrier spacing of 60kHz).

Pilot Placement

Reference symbols known as pilots are used to estimate the channel for the purpose of
one-tap equalisation in Orthogonal Frequency Division Multiplexing (OFDM) and to allow
the User Equipment (UE) to provide channel state information to the network to facilitate
frequency selective scheduling. If the channel coherence time reduces, such as in a high
mobility scenario, the pilot placements are no longer sufficiently close for interpolation
to provide accurate channel estimates for equalisation of OFDM symbols. Similarly, the
feedback provided to the network could be outdated when the next round of scheduling is
performed. In these cases, pilot symbols should be placed closer together.

Scheduling Request Period

In the uplink, the scheduling request period can be decreased to reduce the latency. This
will increase the control plane overhead and potentially reduce throughput.

Table 5.1 displays a number of channel attributes, their effect on performance, how to
mitigate any adverse effects through numerology changes, and the scenario it applies to.
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Table 5.1: Numerology considerations for scenarios.

Channel
Measure

Effect Solution Relevant Scen-
ario

delay spread large delay spreads
result in inter-
symbol interference

use longer symbols
and/or cyclic pre-
fixes to absorb sym-
bol tails

extended coverage;
high multi-path en-
vironments

coherence
bandwidth

small coherence
bandwidths result in
frequency selective
fading

use narrow subcar-
riers to approximate
flat fading channels

extended coverage;
high multi-path en-
vironments

Doppler
spread

large Doppler
spreads result in
inter-carrier interfer-
ence

increase subcarrier
spacing to separate
carrier frequencies

high mobility

coherence
time

short coherence
times result in
outdated feedback
and poor channel
estimation

use shorter sym-
bols or redesign
pilot placements
to increase rate
of Channel State
Information (CSI)
feedback

high mobility

5.2 Time-Frequency Resource Hierarchy of the Future Net-
work RAN

Fig. 5.1 illustrates four potential options for sharing time-frequency resources between RAN
slices with different numerologies, which are briefly described below.

1. Fixed contiguous sub-band approach: Each RAN slice uses a fixed, predefined
contiguous sub-band.

2. Variable contiguous sub-band approach: Each RAN slice uses a contiguous
sub-band consisting of a fixed region and a variable region. The variable region may
be shared between neighbouring RAN slices according to demand.

3. Sub-band tiling approach: The resource grid is divided into regular sub-bands of
fixed size.

4. Frame tiling approach: In this approach, tiling occurs at frame granularity in the
time domain, and resource block granularity in the frequency domain.

5.2.1 Qualitative and Quantitative Comparison

We employ Monte Carlo simulation to compare the four possible resource grid designs. In
the time domain, each block in Fig. 5.1 represents a frame. As per 5G NR, frames are
10ms in length irrespective of the numerology in use. In the frequency domain, each block
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eMBB NUMEROLOGY uRLLC  NUMEROLOGY
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Figure 5.1: Four options for sharing time-frequency resources between two services employing dif-
ferent numerologies.

represents a resource block consisting of 12 subcarriers, which varies in width depending on
the numerology.

Simulation Set-Up

We consider three RAN slices, each using a different subcarrier spacing (15kHz, 30kHz,
60kHz), and assume the network is fully loaded with all time-frequency resources in use.
In each 1 second interval, sub-bands and resource blocks are randomly assigned according
to a uniform distribution to each RAN slice in the sub-band and frame tiling approaches,
respectively, until each of the three RAN slices has been granted an equal portion of the
time-frequency grid. For the sub-band tiling approach, each sub-band is 10 frames in length
and 120kHz wide, while for the variable contiguous sub-band approach, the ratio between
the fixed and variable part of each RAN slice is 3:1. For our simulations, we consider a 1
second by 20MHz window of the resource grid. Finally, when considering the adaptability
of each configuration, we adapt our simulation model so that, on average, one RAN slice is
50% under-loaded, one RAN slice is fully-loaded, and one RAN slice is 50% over-loaded.

1. Coexistence Overhead

In a multi-service system in which RAN slices utilise different technologies, proactive meas-
ures are required to ensure that RAN slices coexist without adversely affecting one another.
Of primary concern is that permitting mixed subcarrier spacings and frame structures can
result in inter-numerology interference [159], as the side-lobes of the symbols in the frequency
domain will no longer overlap in an orthogonal manner. The use of waveforms with enhanced
filtering, such as Filtered Orthogonal Frequency Division Multiplexing (f-OFDM), has been
considered to overcome this issue [143]. However, even with this enhanced filtering, guard
bands may be needed to prevent inter-slice interference. Low complexity inter-service band
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Figure 5.2: Comparison of the overhead and level of adaptability associated with each approach.

interference cancellation algorithms which precode information symbols at the transmitter
provide another option [162].

We use the general term coexistence overhead to capture the effects of leakage interference
between RAN slices, resource loss due to inter-slice guard bands and guard times, and the
complexity of advanced interference cancellation techniques. The coexistence overhead is
dependent on the number (and length) of boundaries between numerologies over a certain
time interval. We consider one boundary to be a single border of length 10ms between
two neighbouring radio frames employing different numerologies, and use the previously
described simulation set-up to determine the average number of boundaries in a 1 second
by 20MHz window of the resource grid.

As can be seen in Fig. 5.2, both the fixed and variable contiguous sub-band approaches
minimise the number of boundaries between different RAN slices; hence the coexistence
overhead is low and constant. In the sub-band tiling approach, there are more boundaries
between different numerologies, which increases the coexistence overhead to approximately
3.5 times that of the contiguous approaches. This is still relatively low compared to the
frame tiling approach, which results in a large number of boundaries between numerologies
due to the fine granularity at which time-frequency resources can be assigned.

2. Ability to Dynamically Adapt to Traffic

RAN slices must be able to adapt to different traffic loads, requiring the active sharing of
time-frequency resources between RAN slices. Future networks will target many different
use cases such as smart health-care, automated cars, Industry 4.0, and smart city manage-
ment, and these will likely present different traffic patterns than classic mobile broadband
type, smart-phone driven traffic. As a result, the relative split in network load attributed

PhD Thesis Conor Sexton



5.2 Time-Frequency Resource Hierarchy of the Future Network RAN 111

to each RAN slice can reasonably be expected to vary spatially and temporally, and fur-
ther investigation on the behaviour of different traffic types based on empirical evidence is
required.

We estimate the adaptability of each approach by considering how time-frequency re-
sources can be reassigned among RAN slices when one RAN slice is highly loaded and
another is lightly loaded. For each one second time window, we evaluate the ratio between
the total number of requests served and the total number of serviceable requests, which
provides us with a measure of utilisation of the time-frequency resources. If each request
takes a fixed amount of the time-frequency grid to satisfy, the total number of serviceable
requests is equal to the lesser value between the total number of requests submitted to all
RAN slices and the total number of requests that can be accommodated by the resource
grid.

The average utilisation for a one second window is presented in Fig. 5.2. The fixed
contiguous sub-band approach proves to be the least flexible, with only 84% average util-
isation, due to its inability to reassign unused resources from under-loaded RAN slices to
over-loaded RAN slices. The variable contiguous sub-band approach offers more flexibility,
providing an improved average utilisation of 94%, due to the fact that RAN slices can be
rearranged in the resource grid and can borrow resources from their direct neighbours. Sim-
ilar performance is provided by the sub-band tiling approach, which divides RAN slices into
several smaller sub-bands which are distributed throughout the system bandwidth. Finally,
the frame tiling approach is able to provide 100% utilisation of resource blocks, ensuring
that no RAN slice has unused resources that could be reassigned to another RAN slice.

3. Control Plane Considerations

The regular resource grid consisting of a single numerology in LTE allows time-frequency
resources to be conveniently indexed for the purpose of resource allocation, with the Physical
Downlink Control Channel (PDCCH) comprising the first few symbols of each sub-frame and
spread across the entire channel bandwidth. The irregularity of the resource grid in a multi-
service, mixed numerology system requires more complex indexing schemes for referring to
portions of the grid. In response to this, a new concept called a Bandwidth Part (BWP)
has been introduced in 5G NR. A BWP is a contiguous set of physical resource blocks
with an associated numerology. UEs can be configured with up to four BWPs, with one
active at any given time in both the uplink and downlink. The PDCCH for NR is also no
longer spread across the entire bandwidth, but is instead localised in a Control-Resource
Set (CORESET) within each BWP. Hence, 5G NR allows UEs to be configured to operate
in a contiguous bandwidth region using a specified numerology, with the control plane for
that region housed internally.

We note that the fixed and variable contiguous sub-band approaches could deploy an
LTE-like control plane across the fixed bandwidth allocation of each sub-band. NR could
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Figure 5.3: Illustration of the RAN profile concept. RAN profiles are based on the variable contigu-
ous sub-band approach, with each profile housing multiple slices.

accommodate both of these options and, additionally, the sub-band tiling approach by
configuring sub-bands as BWPs with a CORESET defined within each. An NR-style control
plane is not an option for the frame tiling approach, as a minimum frequency width for the
CORESET prevents the multiplexing of numerologies as BWPs at a frame/resource block
granularity. If multiplexing at this granularity is to be considered in future, alternative
control-plane designs must be devised.

5.2.2 Trade-Off: Adaptability vs Coexistence Overhead

From the comparison provided in Fig. 5.2, we can identify a inherent trade-off between ad-
aptability on one hand, and the coexistence overhead on the other hand. At one extreme,
the fixed contiguous sub-band approach incurs very little overhead, but is very limited in
its adaptability. At the other extreme, the frame tiling approach provides optimal flexib-
ility, but at the cost of a substantial coexistence overhead. The solution appears to be a
compromise to both extreme approaches, with both the variable sub-band approach and
sub-band tiling approach providing a similar high level of adaptability with a reasonably
low overhead.

In short, enabling a highly adaptable system that can adjust to temporally and spa-
tially changing traffic demands for different RAN slices results in an increased number of
boundaries between RAN slices, and hence a higher coexistence overhead.
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5.3 RAN Profiles

Although RAN slices may be tailored for individual verticals or services, in reality many
types of services across different verticals will require similar network behaviour. Hence,
we present the idea of RAN profiles: a specific configuration of the air interface that has
been selected to meet the demands of a broad category of services. In particular, the RAN
profile consists of the more general configuration choices outlined in Section II, relating to
lower layer concerns such as subcarrier spacing, TTI length, pilot placement, and scheduling
request period. Each of these configuration choices is relevant to an array of similar services,
while individual RAN slices within each profile can further configure their behaviour using
some of the more specific configuration options outlined in Section 5.1, such as the choice
of scheduler, the use of Multiple-Input Multiple-Output (MIMO), and diversity schemes.

We base RAN profiles on the variable contiguous sub-band approach (Fig. 5.1, case 2),
due to its relatively low overhead and high adaptability (Fig. 5.2). In the simplest case,
the three main 3rd Generation Partnership Project (3GPP) target areas may be supported
in dedicated profiles: enhanced Mobile Broadband (eMBB), Ultra-Reliable Low Latency
Communication (uRLLC), and Massive Machine-Type Communication (mMTC). Basically,
eMBB, uRLLC and mMTC would each have their own version of the air interface, using a
frame structure suited to their needs. These air interfaces would each have their own resource
grid that could then be further sliced using one of the aforementioned tiling approaches (i.e.
sub-band or frame based) since the time-frequency resources are homogeneous and hence do
not suffer from inter-numerology interference. This allows for further customisation, which
can then be applied to the RAN slices through control over a RAN slice-specific scheduler,
modulation order, or other parameters.

This idea of supporting multiple configurations of the RAN in future networks was
envisioned in the METIS II project, which outlined the need for Air Interface Variants
(AIVs) that are optimised for one or more target scenarios/services [163]. A user-plane
design framework for a service-tailored RAN is outlined in [164], incorporating the idea of
AIVs.

5.3.1 Coexistence Overhead

Coexistence must be considered at two levels: coexistence of profiles and coexistence of RAN
slices. The coexistence of profiles incurs the same overhead as the variable contiguous sub-
band approach, which minimises the number of boundaries between different numerologies,
as evident in Fig. 5.2. Although the coexistence of RAN slices is based on a tiling approach,
the resources within a particular profile are homogeneous in nature, resulting in a reasonably
low coexistence overhead.
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5.3.2 Control Plane

Each profile could possess a dedicated control plane which can be implemented similarly to
LTE, with the first few symbols of each sub-frame carrying control information. In LTE, the
central subcarriers house the primary and secondary synchronisation signals and the physical
broadcast channel, which is used to broadcast information regarding the configuration of
the system. A similar approach could be adopted for a multi-service RAN, and is displayed
in Fig. 5.3.

An NR-style control plane is also an option, with each sub-band implemented as a BWP
containing the CORESET for that frequency region. The size of the BWP and location of
the CORESET within the BWP can be adjusted in response to the variable sizes of the
sub-bands.

5.3.3 Ability to Adapt to Traffic Variations

As depicted in Fig. 5.4, the profile-based RAN will be a multi-service, multi-carrier system
with a 5-tier frequency resource structure consisting of system bandwidth, profile band-
width, RAN slice bandwidth, resource block, and subcarrier, listed in descending order of
granularity. The system bandwidth is divided into contiguous regions, with each region
constituting a different RAN profile. RAN slices are then created dynamically and assigned
a number of time-frequency resources from a RAN profile sub-band. The profile bandwidth
can be expanded and contracted within defined limits, while RAN slices can be dynamically
allocated in a tiling approach within the profile bandwidth.

Hence, the profile approach offers separate control over the resources granted to a par-
ticular service area such as eMBB, and the resources allocated to a particular RAN slice
in that service area, such as a video streaming service. In this regard, the profile approach
proves to be quite flexible. To reduce signalling overhead and complexity, we suggest that
profile bandwidths should be updated less frequently than the minimum scheduling unit for
users; for example, every 100 TTIs. Once a profile bandwidth has been assigned to a pro-
file, the profile resources can be allocated to RAN slices up until the next profile bandwidth
update.

5.4 Conclusion

Fundamentally, there is a trade-off between adaptability on one hand, and low coexistence
overhead on the other. Both flexibility and isolation are core traits of network slicing. In
this chapter, we focused on the structure of the time-frequency resource-grid, so that the
allocation of time-frequency resources can be achieved in a flexible manner, while maintain-
ing isolation between slices. The concept of profiles can be used to balance this trade-off by
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Figure 5.4: A possible time-frequency resource structure for future network RANs. The future
network RAN may be a multi-service, multi-carrier system with a 5-tier hierarchy consisting of
system bandwidth, profile bandwidth, RAN slice bandwidth, resource block, and subcarrier.

creating a distinction between service-types and individual services, and hence providing an
ability to schedule resources at both different time-scales and granularities.

We highlight that the concept of a profile complements the 5G NR standardisation, in
particular relation with the concept of a BWP. As discussed in Section 5.3.2, 3GPP are
introducing a new concept called a bandwidth part to facilitate the coexistence of multiple
numerologies in 5G NR. Defined in [124], a BWP is ‘a subset of contiguous common resource
blocks defined...for a given numerology µi in the bandwidth part i on a given carrier’. Hence,
each BWP represents a contiguous portion of the resource grid, employing a particular
numerology. Each end-user can be configured with up to four BWPs, with one in use at
any given time. Therefore, a BWP provides the underlying infrastructure from which to
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implement RAN profiles. For a more detailed overview of BWPs in NR, we refer the reader
to [165].
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Customisable RAN Slicing:
User Admission to Slices

We consider the two-tier network slicing model outlined in Section 3.4, in which multiple
Mobile Virtual Network Operators (MVNOs) operate service-tailored slices as independent
business ventures. For the remainder of this chapter, we will refer to these MVNOs as
Specialised Mobile Network Operators (SMNOs).

A user may benefit by subscribing to a bundle comprising services from more than one
of these SMNOs. This offers two advantages; first, users do not have to manage multiple
separate subscriptions to SMNOs that they may require, and secondly, users can pay a fixed
price for a specified data allowance that can be used as needed across a selection of different
SMNOs.

Hence, we consider a business model centred on an entity called a subscription broker,
which acts as a broker between service-tailored SMNOs and users, selling access to bundles
of SMNOs for a fixed price. Each bundle is sold with a fixed data allowance. A similar idea
of dynamically switching between multiple Mobile Network Operators (MNOs) to improve
performance is used in Google’s Project Fi. In our case, however, each MNO has tailored
its network to meet the demands of a particular service type, which requires a completely
different approach for matching users to MNOs. We adopt the Gale-Shapley college admis-
sion algorithm [166] to match users to SMNOs and ensure that no matched pair could have
achieved a better matching based on their preferences.

Conor Sexton PhD Thesis



120 6. Customisable RAN Slicing: User Admission to Slices

Research Question, Key Contributions and Chapter Organisation

The research question, outlined in Section 1.1, that this chapter addresses is the following:

What are the implications of a system comprising tailored virtual networks on radio re-
source allocation and user admission?

We focus on the part of the question relating to user admission to specialised slices.

Matching theory has been applied to solve resource allocation problems in many areas
of wireless communications. In one of the first works to apply matching theory to wireless
networks [167], the authors demonstrate that popular schedulers such as maximum through-
put or proportional fair do not necessarily result in a stable matching. A comprehensive
tutorial on the use of matching theory in wireless networks is provided in [168]. The authors
in [169] adopt matching theory to develop a novel user-cell association approach for small
cell networks using context information obtained from user devices. User association is also
examined in [170], which applies matching theory to pair Base Stations (BSs) and users
in a virtualised cellular network. To the best of our knowledge, we are the first to employ
matching theory to perform the matching between users and service-tailored slices.

Our focus in this chapter is on how users associate to slices in a marketplace of specialised
MVNOs, when a user may require the service of multiple slices. The main contributions of
this chapter are:

• We adopt the Gale-Shapley matching algorithm to perform the matching between
users and SMNOs in a bundle.

• We propose a method for devising the preference lists of users based on the concept
of utility, and the preference lists of SMNOs based on revenue. The revenue-based
approach for SMNOs can differentiate between different classes of users based on the
price they pay for their subscription.

• We provide a case study to show the performance benefits of allowing users to choose
SMNOs based on their requirements in a broker-based approach compared to a ded-
icated network approach.

The remainder of this chapter is structured as follows. Section 6.1 outlines the system
model for the broker-based approach. The methods for constructing the preference lists of
both users and slices is presented in Section 6.2. Section 6.3 describes the procedure for
performing the matching itself. The cost of achieving stability in terms of utility is discussed
in Section 6.4. The parameters of the case study are defined in Section 6.5 and an evaluation
of the broker-based model is presented in Section 6.6.
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6.1 System Model

We formally define the terms user, SMNO, Service Level Agreement (SLA) and subscription
broker:

Definition 6.1.1. A user is any entity involved in a process of data transfer that may avail
of the services of an SMNO. This may be a smart phone, a connected vehicle, or a sensor.

Definition 6.1.2. An SMNO manages a service-tailored network (which may be a virtual
network) that is designed to meet the demands of a particular vertical, service, or class of
users.

Definition 6.1.3. An SLA is a commitment between an SMNO and a user that the SMNO
will provide the user with an agreed minimum Quality of Service (QoS), as specified by a
set of guarantees advertised by that SMNO.

Definition 6.1.4. A subscription broker sells SLAs on behalf of SMNOs to users. The
broker groups multiple SLAs into a package, called a bundle, which it sells for a fixed price
with a fixed data allowance. This data allowance may be consumed by the user across any
of the SMNOs in the bundle as needed. After taking its fee, the remaining revenue from
the package is distributed among the included SMNOs according to the percentage of the
user’s data allowance served by each SMNO.

We note that the concept of a fixed data allowance and fixed price appears, on the surface
at least, to contrast the current practice of price-dependent QoS. In this initial investigation
of user association in a multi-service network, QoS is not a primary concern. We suggest,
however, that the proposed pricing model can be modified in two ways to accommodate
price-dependent QoS. In the first approach, we acknowledge that the cost per gigabyte to a
service provider of providing a higher QoS increases. Hence, when the subscription broker
divides the fixed bundle price among the constituent SMNOs, a higher proportion of the
revenue may be allocated to the SMNOs which provide a higher QoS. Secondly, bundles
may be structured so that each SMNO in the bundle provides a similar QoS. Premium
bundles, which may include the same set of SMNOs but with each SMNO offering a higher
QoS, may be offered a higher price-point to the user.

We represent the set of SMNOs as S = {s1, ...si, ...sNS
}, 1 ≤ i ≤ NS and the set of users

as U = {u1, ...uj , ...uNU
}, 1 ≤ j ≤ NU . Each SMNO si operates a network consisting of N i

R

contiguous Resource Blocks (RBs). The price that a user uj pays for their bundle with a
fixed data allowance D is given by pj .

Each device estimates its received Signal-to-Noise and Interference Ratio (SINR) using
reference signals placed throughout the resource grid and then maps this SINR value to a 4-
bit index known as the Channel Quality Indicator (CQI), with each CQI index corresponding
to a specific modulation scheme and coding rate as specified in Table 7.2.3-1 in [171].
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We adopt higher layer configured sub-band reporting, as per Long Term Evolution
(LTE), whereby the band is divided into sub-bands and the User Equipment (UE) reports
a single wideband CQI and a CQI for each sub-band. For the purpose of CQI reporting,
RBs are grouped into sub-bands consisting of h RBs. Each SMNO’s si network is therefore
divided into N i

B = N i
R/h sub-bands. We assume that each user is granted a single sub-band;

hence, the number of matches that an SMNO si is able to make, known as its quota qi, is
also N i

B.

Each CQI value corresponds to a particular modulation order and coding rate and hence
can be mapped to a measure of efficiency, which can be interpreted as the number of
information bits per symbol (see Table 7.2.3-1 in [171]). The spectral efficiency for a user
uj reporting on sub-band b of SMNO si is denoted by ψi,bj . The spectral efficiencies for all
users across all SMNOs form the matrix Ψ, which has dimensions NU ×NS×N i

B (assuming
that each SMNO has control over an equal number of sub-bands). Ψi

j indexes the vector
corresponding to the spectral efficiencies of user uj for each sub-band b in SMNO si.

Resource allocation in a broker-based model is a two step process. First, users must be
matched to SMNOs. This is the primary focus in this chapter and we will use matching
theory algorithms to accomplish this. However, it should be noted that users are matched
to SMNOs and not specific sub-bands. Hence, after this matching has been performed, each
SMNO must perform the second step of allocating specific sub-bands to its matched users.
SMNOs can use custom schedulers based on well-known approaches such as proportional-fair
or maximum throughput to accomplish this.

6.2 Preference Lists

In this section, we outline how to build the preference lists of both users and SMNOs, which
are used by the Gale-Shapley algorithm.

6.2.1 User Preference List

We will adopt the concept of utility from the field of economics as a measure of preference
that can be used to generate a preference list for users. Utility represents the value (often
confined to a real number between 0 and 1) assigned by a user to a service according to the
service’s performance. A utility function therefore maps a QoS metric such as achievable rate
to an abstract unit that captures the utility or value of the service. In this sense, the concept
of utility is related to the idea of quality of experience, which examines users’ perceptions
of a service. Utility-based resource optimisation for wireless networks has received quite a
lot of attention for networks with multiple classes of traffic (e.g. [172, 173]).

The user has the following information available to it:

1. QoS guarantees: We assume that an SMNO advertises its QoS guarantees to users.
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2. SINR: The user uses reference signals to determine its SINR, and uses this to make
an estimate of the rate that it can achieve using a particular SMNO.

Hence, the user has four QoS metrics available to it: average latency, strict latency, packet
loss ratio, and achievable rate.

Utility is a service-dependent concept and hence each service that may be employed by
a user has an associated utility function. Each utility function takes the four QoS metrics
outlined in the previous paragraph as inputs. However, we will first examine how to represent
the individual relationships between the QoS metrics and utility. To do this, we will utilise
two functions: the normalised logarithmic function and the normalised sigmoid function. In
theory, any number of different functions could be used. These two functions are popular
in the literature on utility-based optimisation of systems as they allow a range of common
relationships to be modelled through correct parametrisation.

The normalised logarithmic function is expressed as:

Ωlog(x) =
log(1 + kx)

log(1 + kxmax)
, (6.1)

where x is the QoS metric that we are mapping to a utility measure between 0 and 1. xmax

is the maximum achievable value of the QoS metric (such as maximum rate). k is the rate
of increase of the utility measure in relation to the QoS metric. The normalised logarithmic
utility function, assuming it is parametrised correctly, can be used to capture any relation-
ship between a QoS metric and service utility measure that is monotonically increasing,
given that the performance of the service is relatively elastic in relation to that QoS metric
(i.e. not critically reliant on the QoS metric). Monotonically decreasing relationships can
be captured using 1− Ωlog(x). An example of a QoS metric with a monotonically increas-
ing logarithmic relationship with utility would be data rate for best effort communication
applications.

The normalised sigmoid function is given by:

Ωsig(x) =
1

1 + e−a(x−b) , (6.2)

where a captures the steepness or slope of the curve, while b represents the inflection point
of the curve. The normalised sigmoid function can be used to represent monotonically
increasing relationships whereby utility has a strict reliance on a particular QoS metric; for
example, the utility can be modelled as a sigmoid function of the data rate when a minimum
throughput is essential to the performance of the service (such as a video streaming service).

Hence, for each service we will define the relationships between the four available QoS
metrics and utility using one of four functions discussed above: Ωlog(x), 1−Ωlog(x), Ωsig(x)

and 1 − Ωsig(x). Fig. 6.1 shows an example of the shapes of these relationships. The
relationship between a QoS metric and utility may be different for different services. For
example, the rate relationship may be modelled as Ωlog(x) for a file sharing service, or
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QoS Metric
0.0

0.2

0.4

0.6

0.8

1.0

U
ti

lit
y Inflection Point

(Parameter 'b')

logarithmic increasing
logarithmic decreasing
sigmoid increasing
sigmoid decreasing

Figure 6.1: The shapes of four functions Ωlog(x), 1−Ωlog(x), Ωsig(x) and 1−Ωsig(x) which can be
used to capture different types of relationships between a QoS metric and utility. For the sigmoid
functions, the parameter a determines the steepness of the curve and b determines the inflection
point.

Ωsig(x) for a video streaming service. The parameters for each relationship are also service-
dependent and must be empirically determined.

For each service, having characterised the individual relationships between the QoS
metrics and utility, we must combine these into a single utility measure. The choice of
method (e.g. multiplicative or additive) again depends on the particular details of a given
service [174]. In this chapter, we will adopt a simple multiplicative model in which the four
individual utility values are multiplied together to obtain a single overall utility value for
the service. Ωi

j denotes the overall utility, and therefore preference, of user uj for SMNO si.

We comment that users generate a preference measure for an SMNO, although SINR
is estimated on a sub-band granularity. Hence, when estimating the achievable rate for an
SMNO, the user adopts an optimistic outlook and chooses the sub-band corresponding to
the maximum SINR in an attempt to achieve the maximum performance possible.

As a final remark, we note that the proposed model, which consists of a subscription
broker in which both SMNOs and users indicate their preference as part of a matching
process, has implications regarding the fulfilment of the SLA. Typically, a service provider
would suffer a penalty if the terms of an SLA were violated. Since the user now plays a role
in the matching process, a case could be made that some of the responsibility for maintaining
the terms of the SLA now lies with the user. To clarify this, we highlight that the primary
decision that the user is making is to choose a SMNO. Hence, the SMNO should be required
to satisfy the SLA when chosen. However, since the SMNO also indicates a preference for
individual users, the SLA terms could be softened by specifying that the agreed terms only
apply when both a user and SMNO are matched based on a mutual preference, which can
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be interpreted as an indication that the SMNO is acknowledging that it can provide the
required QoS to the user.

6.2.2 SMNO Preference List

For SMNOs, the information available locally which can be used to build a preference list
includes:

1. Channel State Information (CSI) for each user;
2. the package that each user is subscribed to.

SMNOs wish to maximise the share of the revenue that they receive from the subscription
broker for serving users subscribed to bundles. This can be achieved in two ways: by
prioritising users subscribed to more expensive bundles, and by maximising the number
of useful information bits that can be transferred using a single resource (i.e. maximising
its spectral efficiency). SMNOs will therefore prefer users with good channel conditions
subscribed to more expensive bundles. Hence, to maximise its revenue in a given time slot,
an SMNO si wishes to solve the following maximisation problem:

P1 : max
ωjr

NU∑
j=1

N i
R∑

r=1

ωjrzi
pj
D
ψ
i,o(r)
j (6.3)

subject to

ωjr ∈ {0, 1},∀j, r ∈ N, j ≤ NU , r ≤ N i
R, (6.3a)

NU∑
j=1

ωjr ≤ 1,∀r ∈ N, r ≤ N i
R, (6.3b)

where ωjr is a binary indicator variable which is equal to 1 if user uj is scheduled on
resource block r, and 0 otherwise. o(r) maps a resource block r to the sub-band containing
it, and zi specifies the number of information carrying symbols (i.e. excluding pilots and
symbols belonging to control channels) in a resource block for SMNO si. The aim of the
maximisation problem is to increase the revenue per resource block through a combination
of increasing the price paid per bit and fitting more information bits into a resource block.
Constraint (6.3a) ensures that the variable ωjr only takes on binary values, while constraint
(6.3b) ensures that a resource block is only allocated to a single user.

Although the solution of P1 would yield the optimal matching of users and resource
blocks for a single SMNO, it is not practical as each SMNO is competing for users and
cannot simply choose its users. It also does not rank users in terms of their optimality; it
just provides the optimal set. Hence, each SMNO applies Algorithm 1, which is based on
optimisation problem P1, to generate its preference list. Note that estimating the revenue
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Algorithm 1 Generate preference list for SMNO i

DECLARE RevenuePerUser: ARRAY[1,NU ] of (FLOAT, USER) TUPLES
DECLARE PreferenceList: ARRAY[1,NU ] of USERS
for all u in U do
ψmax ← max(Ψi

u)
RevenuePerUser[u]← (zi

pu
D ψmax, u)

end for
SORT RevenuePerUser: descending, sort on first element in tuple
COMMENT: below we extract user IDs using the second element of the tuple in the
sorted RevenuePerUser list
n← 1
for all j in RevenuePerUser do
PreferenceList[n]← j[1]
n← n+ 1

end for

that can be obtained from serving a particular user is difficult, as the SMNO will not allocate
its resource blocks to users until after the user-SMNO matching has been performed (i.e. it
cannot allocate its resource blocks until it knows which users have been matched with it).
Hence, each SMNO estimates the potential revenue to be earned from serving a particular
user by summing the revenue earned from granting the user each of the available sub-bands.

6.3 Stable Matching using the Gale-Shapley Algorithm

Traditionally, the field of economics has focused on markets in which the price of an article
of interest is free to adjust so that supply equals demand. However, in our case, given that
a fixed price for access is paid in advance, the price is constrained and other approaches for
matching users and slices must be utilised. Such markets, in which price does not play a
role, are known as matching markets, and are the subject of a branch of economics known
as matching theory.

In addition, when matching users to an SMNO belonging to their subscription bundle,
both users and SMNOs must be satisfied that they could not have done better than the
match provided to them, otherwise they would not be incentivised to agree to adhere to the
broker-based model. To ensure this, we use the Gale-Shapley college admission algorithm
[166] from the field of matching theory to match users to SMNOs. The Gale-Shapley al-
gorithm guarantees a stable matching between two sets of entities based on the preferences
of individual entities; a stable matching is one where there is no pair that would prefer to
be matched to each other instead of their current partners.

We will model our matching problem between SMNOs and users as a college admission
problem, as named by Gale and Shapley [166] when referring to two-sided, many-to-one
matching problems. Our problem is two-sided because it consists of two disjoint sets, and a
matching must involve one entity from each set. Our problem is described as many-to-one
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because each SMNO can form as many matchings with users as its quota permits. The
Gale-Shapley college admission algorithm can be used to obtain a stable matching in these
kind of problems. Each entity must rank the entities of the other set in order of preference.
We assume individual rationality, meaning that each user would prefer to be matched to
any SMNO than not matched at all. Hence, each SMNO is dimensioned so that it could
provide adequate QoS to any user, although some SMNOs are better suited to some users
(depending on the service in use). Individual rationality also implies complete preference
lists, i.e. all entities of the opposite set are included in each preference list.

The college admission algorithm works based on a series of proposals from one set to
the other. For example, if the users do the proposing, then each user will first propose
to its preferred SMNO. The user will then pause if the SMNO provisionally accepts the
proposal, and will propose to the next SMNO in its preference list if rejected. SMNOs will
provisionally accept a proposal if they have not filled their quota or if the current proposal
gives them a better matching than one of its provisionally accepted matchings, and reject
the proposal otherwise. The process ends when either all users are provisionally engaged,
or no more possible feasible matchings exist.

We now formally define the preference relation for users and SMNOs in Definitions 6.3.1
and 6.3.2, respectively. We use the notation a �x b to define preference, meaning that entity
x prefers a to b.

Definition 6.3.1. uj prefers si to si′ , if Ωi
j > Ωi′

j , denoted by si �uj si′ , for uj ∈ U ,
si, si′ ∈ S, si 6= si′ .

Definition 6.3.2. si prefers uj to uj′ , if zi×
pj
D ×max(Ψi

j) > zi×
pj′
D ×max(Ψi

j′), denoted
by uj �si uj′ , for si ∈ S, uj , uj′ ∈ U , uj 6= uj′ .

We also define the notion of stability in relation to the matching problem outlined in
this chapter in Definition 6.3.3.

Definition 6.3.3. A matching M is stable if there exists no user-SMNO pair (uj , si) such
that uj would prefer to be matched to si than to its current partner, and si would prefer to
be matched to uj than its current partner. That is, there exists no user-SMNO pair (uj , si)
such that si �uj M(uj) and uj �si M(si).

6.4 Cost of Achieving Stability

The Gale-Shapley college admissions algorithm guarantees stability, which is important if
both users and SMNOs are to commit to the subscription broker business model. How-
ever, we wish to compare the performance of the algorithm with conventional scheduling
approaches in order to determine the cost, or performance loss, if any, in achieving stability.

It should be noted, however, that there is no such thing as a conventional scheduler
for a multi-SMNO, multi-service system model, as this is still an open research problem.
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Although we are free to choose any number of metrics, as system designers, we will state
our goal as one of maximising user utility. To simplify the task, we will flatten the problem
from a one-to-many mapping between SMNOs and users, to a one-to-one mapping between
sub-bands and users. This allows us to express the optimisation problem as one of finding
the maximum weight matching in a weighted bipartite graph, which can be solved using the
well-known Kuhn-Munkres algorithm.

To simplify the optimisation problem, we assume that allocations are performed at sub-
band granularity, and that each user is granted a maximum of one sub-band. Hence, while
Ωi
j provides a user’s uj utility estimate for a SMNO si, we instead consider Ωb,i

j , which
provides a utility estimate on a sub-band granularity. This allows us to model the problem
as a one-to-one matching between users and sub-bands.

The resource allocation problem involving users and sub-bands is outlined in the follow-
ing optimisation problem:

P2 : max
ωjib

NU∑
j=1

NS∑
i=1

N i
B∑

b=1

ωjibΩ
b,i
j , (6.4)

subject to

ωjib ∈ {0, 1}, ∀j, i, b ∈ N, j ≤ NU , i ≤ NS , b ≤ N i
B, (6.4a)

NU∑
j=1

ωjib ≤ 1,∀i, b ∈ N, i ≤ NS , b ≤ N i
B, (6.4b)

NS∑
i=1

N i
B∑

b=1

ωjib ≤ 1,∀j ∈ N, j ≤ NU , (6.4c)

where ωjib is a binary indicator variable which is 1 when user j uses sub-band b of SMNO
i, and 0 otherwise. Constraint (6.4a) ensures that the variable ωjib only takes on binary
values. Constraint (6.4b) ensures that each user is matched with only one sub-band, and
constraint (6.4c) ensures that each sub-band is only allocated to a single user.

6.5 Evaluation Parameters

We use Monte Carlo simulations to evaluate the performance of the broker-based model in
an example case study. We consider four SMNOs targeting enhanced Mobile Broadband
(eMBB) traffic, with each SMNO occupying four sub-bands and 24 resource blocks (six
resource blocks per sub-band). The SMNOs advertise their packet-loss ratio, average latency,
and strict latency as specified in Table 6.1. SMNOs also advertise a rate multiplier, which
is used to scale the rate to account for differences in spatial streams, coding rates, and other
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rate-affecting factors. A multiplier of one corresponds to the standard LTE values given by
Table 7.2.3-1; [171], with only a single spatial stream.

SMNO 1 offers the best data rate, using multiple spatial streams, but has the highest
strict and average latencies due to the additional processing and training needed. SMNO
2 offers the lowest average and strict latency by reducing control signalling procedures,
resulting in the highest packet loss ratio. SMNO 3 offers the best reliability by employing
additional redundancy which results in the lowest data rate advertised. SMNO 4 is an all-
rounder network, offering decent values for all metrics without excelling in any particular
area.

To ensure fair comparison between the stable matching and maximum-utility approaches,
we assume that each user gets allocated a single sub-band. The number of users will be
varied so that the network is fully loaded (16 users1, 100% capacity) and overloaded (20
users, 125% capacity).

Each user may employ one of three services, with the relationship between utility and
each of the individual QoS metrics specified in Table 6.2. As mentioned in Section 6.2.1,
these relationships are service-dependent and should be empirically determined on a service-
by-service basis using real-world data. As this is not available to us, we have attempted to
choose sensible values for these services. We note, however, that the actual values chosen
here are not of great importance. Future networks should be able to cope with any service,
including those yet unforeseen.

Service S1 presents the most stringent reliability requirements, moderate data rates,
and is relatively latency-tolerant. Service S2 has the lowest latency requirements of all
services, but only requires fairly low data rates. Finally, Service S3 has the highest data
rate requirements, as well as moderate latency and reliability requirements. As stated in the
previous paragraph, we are interested in the system’s ability to accommodate any service,
rather than specifically the three examples presented.

The subscription bundler sells two subscription packages, A and B, with B costing twice
as much as A. Both packages include service level agreements with all four SMNOs, and
consist of a fixed data allowance D. After users have been matched to SMNOs, each SMNO
allocates sub-bands to its matched users using a maximum throughput scheduler.

6.6 Results

We divide the results presented in Figs. 6.2-6.5 into five key sets of comparisons.

1There are 4 SMNOs with 4 sub-bands each, and we assume that each user gets granted a single sub-band.
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Table 6.1: Advertised SMNO guarantees.

SMNO ID
Average
Latency
(ms)

Strict
Latency
(ms)

Packet Error Rate
(per 106 packets)

Rate
Multiplier

1 10 14 7 2
2 4 8 10 1
3 9 12 2 0.6
4 8 12 8 1

Table 6.2: Utility-QoS relationships for services.

Service
Average
Latency
(ms)

Strict
Latency
(ms)

Packet Error Rate
(per 106 packets) Data Rate (Mbps)

1-sigmoid 1-sigmoid 1-sigmoid logarithmic
S1 a=0.5, b=18 a=1, b=20 a=1, b=10 k=100, xmax=2.5
S2 a=0.5, b=12 a=1, b=15 a=0.5, b=15 k=100, xmax=1.5
S3 a=0.5, b=16 a=1, b=18 a=0.5, b=15 k=100, xmax=5
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Figure 6.2: Comparison of user-proposing algorithm, SMNO-proposing algorithm, and maximum
utility approach for subscribers of both bundles.

Bundle A vs Bundle B

As expected, Fig. 6.2 shows that Bundle B users will achieve greater performance in terms
of utility compared to Bundle A users, since Bundle B subscribers are more likely to be at
the top of each SMNO’s preference list due to the higher revenue that can be earned from
them. Note that this only applies when a matching theory algorithm is used, as the utility
maximisation approach does not distinguish between Bundle A and Bundle B subscribers.
For the most part, the difference in performance between subscribers of the two bundles is
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Figure 6.3: User performance without a broker-based network model; no SMNO can provide high
performance to all users.

relatively small (less than 0.1 of a utility measure); however, while no Bundle B subscriber
experiences a utility of less than 0.8, 10% of Bundle A users experience a utility between
0.5 and 0.8. Hence, subscribing to Bundle B in this case ensures a respectable minimum
performance. The matching statistics provided in Fig. 6.4 show that Bundle B users are
slightly more than twice as likely to be matched to their first choice than Bundle A users,
with no Bundle B subscribers matched with their least preferred choice.

Optimal Sum-Utility vs Gale-Shapley Algorithm

As mentioned in the previous paragraph, Bundle A and Bundle B users achieve the same
performance in the sum utility maximisation approach. As seen in Fig. 6.2, when the Gale-
Shapley algorithm is adopted, Bundle B subscribers achieve marginally better performance
compared to the utility maximisation approach at the expense of Bundle A users. Hence,
the performance cost, in terms of utility, of achieving stability is primarily borne by Bundle
A subscribers. The combined performance of all users, both A and B subscribers, will
be slightly less when the college admissions algorithm is used instead of the sum utility
maximisation approach. However, the advantage of using the college admissions algorithm
is that stability is achieved. This is important if the broker-based model of packaging service
level agreements into bundles is to be adopted. As per definition 6.3.3, stability ensures that
there is no user-SMNO pair that would prefer to be matched to each other than to their
appointed matches. Without this condition, neither SMNOs nor users would be incentivised
to use a broker-based model, as some users would feel that they could gain an advantage
by engaging in direct service level agreements with the SMNOs.
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max sum utility
 Bundle B

max sum utility
 Bundle A

user proposing
 Bundle B

user proposing
 Bundle A

MNO proposing
 Bundle B

MNO proposing
 Bundle A

1st Choice 69.35 % 69.19 % 95.55 % 47.79 % 95.39 % 41.88 %

2nd Choice 23.85 % 23.71 % 4.43 % 33.96 % 4.58 % 31.67 %

3rd Choice 6.19 % 6.46 % 0.02 % 14.55 % 0.03 % 18.93 %

4th Choice 0.61 % 0.64 % 0.0 % 3.71 % 0.0 % 7.52 %

No Match 0.0 % 0.0 % 0.0 % 0.0 % 0.0 % 0.0 %
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Figure 6.4: Matching statistics for a fully loaded network; higher priority Bundle B users achieve a
higher percentage of first choice matches.

Broker-Based Approach v One-Size-Fits-All Network

Fig. 6.3 shows the performance that would be achieved if users only had an SLA with a
single SMNO. None of the SMNOs on their own can provide really high performance to all
users, with SMNOs 1 and 2 in particular providing barely adequate performance to about
30% of users. The advantage of the broker-based model is that bundle subscribers can use
their data allowance on any SMNO as needed. For example, Fig. 6.2 shows that when using
the broker-based model and the Gale-Shapley algorithm, over 90% of Bundle B subscribers
achieve a utility of 0.9 or higher, with no subscriber achieving less then 0.8 utility. This is
an improvement over any single SMNO in Fig. 6.3. In the broker-based model, using the
user-proposing college admission algorithm, Bundle A users also achieve performance that is
either better than or comparable to any individual SMNO, with over 90% of users achieving
a utility of 0.8 or more, and over 50% of users achieving a utility of 0.9 or more (see Fig. 6.2).
SMNO 4, the catch-all network, comes closest to matching this on its own, offering a slight
advantage in that no user achieves a utility less than 0.8. Hence, the broker-based model
using the college admissions algorithm allows users to select the SMNO best suited to the
service in use, resulting in improved performance to Bundle B subscribers, and at least
as good performance to Bundle A subscribers when compared to a single one-size-fits-all
network approach.
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user proposing
 Bundle B

user proposing
 Bundle A

MNO proposing
 Bundle B

MNO proposing
 Bundle A

max sum utility
 Bundle B

max sum utility
 Bundle A

1st Choice 90.2 % 20.88 % 90.0 % 20.39 % 57.32 % 57.37 %

2nd Choice 9.44 % 17.59 % 9.63 % 17.47 % 17.84 % 17.87 %

3rd Choice 0.35 % 15.06 % 0.36 % 15.36 % 4.51 % 4.45 %

4th Choice 0.01 % 6.47 % 0.01 % 6.78 % 0.32 % 0.31 %

No Match 0.0 % 40.0 % 0.0 % 40.0 % 20.02 % 19.98 %
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Figure 6.5: Matching statistics when network is 125% loaded; low priority Bundle A users suffer
more than Bundle B users.

User-Proposing vs SMNO-Proposing

As described in Section 6.4, the Gale-Shapley college admissions algorithm can be performed
in user-proposing form, or SMNO-proposing form. Since Bundle B subscribers are more
profitable to SMNOs, they are generally preferred by SMNOs over Bundle A users. Hence,
under the SMNO-proposing variant, Bundle B users are generally proposed to first while
under the user-proposing variant, Bundle B users generally have their proposals accepted
by SMNOs. Hence, in both cases, Bundle B users achieve a very high percentage of first
choice matches and there is no difference in performance. The case is different for Bundle
A subscribers. Under the SMNO-proposing variant, an SMNO can propose to as many
Bundle B subscribers as it wants before considering Bundle A subscribers. However, under
the user-proposing variant, SMNOs will only receive proposals from some of the Bundle B
subscribers. As a result, a Bundle A user will compete with fewer Bundle B users under
the user-proposing variant than under the SMNO-proposing variant. Hence, Fig. 6.4 shows
that a higher percentage of Bundle A subscribers are matched with their first choice under
the user-proposing version than under the SMNO-proposing version. This translates to a
small performance improvement in achieved utility, as can be observed in Fig. 6.2.
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Fully-Loaded vs Over-Loaded

Fig. 6.5 shows the matching statistics when the network is at 125% capacity. Due to the
mismatch in cardinality between the set of sub-bands and the set of users, some users
will be unmatched after the algorithm is performed. We observe that when the sum utility
maximisation algorithm is used, the unmatched users are distributed equally between Bundle
A and Bundle B. In the case a matching theory algorithm is used instead, all unmatched
users are Bundle A subscribers, with Bundle B users largely unaffected. Hence, while Bundle
B subscribers only have a small advantage over Bundle A subscribers in the fully-loaded
case (Fig. 6.2), they obtain a much greater advantage when the network is over-loaded, as
they are never left unmatched.

6.7 Conclusion

The evaluation of our case study demonstrates the improvement in performance that can
be obtained if the proposed broker-based network model is adopted compared to a one-
size-fits-all network. The benefits of the broker-based model, which is based on bundles of
service level agreements with multiple SMNOs, lie in its ability to match users to suitable
SMNOs according to the requirements of the service that the users are employing at that
moment in time. However, for the broker-based model to be successfully adopted, both
users and SMNOs must be satisfied that they could not have achieved a better match. We
adopt the Gale-Shapley college admissions algorithm, which provides a stable matching, to
guarantee that this condition is met. We investigated a system comprising two classes of
users, and proposed an approach for building the preference lists of SMNOs that relies on
the self-interest of operators to maximise their own revenue, and is able to inherently differ-
entiate between different classes of users. We show that compared to a utility maximisation
approach the performance cost, in terms of utility, of achieving stability is carried by the
lower priority users. Overall, the broker-based model outperforms any one SMNO for the
higher priority users, while maintaining a level of performance that is at least as good as
any one SMNO for lower priority users.
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7 On Provisioning Slices and Overbook-
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On Provisioning Slices and Overbooking Re-
sources

The motivation for adopting the network slicing paradigm in telecommunication networks
stems from two main benefits that it can potentially provide to operators and end users of
the network, which are described in Section 3.2.1:

1. Network slicing enables greater resource sharing;
2. Network slices can be tailored for different verticals.

The two points above are in conflict. If providing bespoke performance is the crux of
network slicing, then slices need to provide a set of performance guarantees (such as rate,
latency, etc.) to its subscribers. To satisfy these guarantees, each slice must have a minimum
quantity of resources (e.g. resource blocks, processing power) available to it for every user
that it must serve. Reserving dedicated resources for every slice reduces the statistical
multiplexing gain achievable. Conversely, permitting highly dynamic sharing hinders a
slice’s ability to provide a guarantee of performance to its subscribers. The contrasting
goals in network slicing of providing guaranteed customised services while simultaneously
increasing resource utilisation is highlighted in [175], demonstrating the potential efficiency
gap resulting from this trade-off.

We consider a slicing business model, described in Section 3.4, comprising a slice pro-
vider, slice tenants, and subscribers to each slice tenant. A slice tenant requires assurances
over the course of its lifetime regarding the availability of resources from the slice provider so
that it can provide a high degree of consistency in the service it offers to its subscriber base.
The slice provider wishes to maximise resource utilisation and profit by taking advantage
of the short-term fluctuations in the demand across its tenants.

We propose to control the balance in this trade-off between tailored slice behaviour and
resource efficiency using a combination of long-term and short-term commitments regarding
resource availability. In the long-term, each slice tenant engages in a service contract with
the slice provider in which it requests a number of assured resources. These resources are
always available to the slice tenant, if needed, for the duration of the contract, affording the
slice tenants confidence in the performance that they can offer to their own subscribers.

In the short-term, in addition to its assured resources, a slice tenant may obtain auxiliary
resources. Providing auxiliary resources on a best-effort basis is not conducive to maintain-
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ing a predictable level of service to slice tenants’ subscribers. Instead, the slice provider
forecasts the resource demand of the slice tenants in the near future and informs each slice
tenant of the predicted quantity of auxiliary resources that will be available to it with a
stated probability. The auxiliary resources allow the slice provider to obtain statistical
multiplexing gains in the short-term, while the information regarding their availability al-
lows slices to make informed scheduling decisions to ensure that they maintain their desired
service quality.

For example, if the slice provider predicts that slice A is unlikely to require all of its
assured resources in an upcoming time-interval, it might offer more auxiliary resources to
slice B. A slice provider is not obligated to offer any auxiliary resources to a slice; however, if
it does offer any resources, it must ensure that the resources are available with a pre-defined
confidence level.

To efficiently provide auxiliary resources with a specified probability of availability, the
slice provider may rely on overbooking. The practice of overbooking is widely used in many
industries, such as airlines [176, 177], to ensure maximum resource utilisation by allocating
more resources than actually available to resource consumers.

Research Question, Key Contributions and Chapter Organisation

The research question, outlined in Section 1.1, that this chapter addresses is the following:

How can the twin goals of slice-tailored performance and increased resource utilisation in
network slicing be simultaneously realised in future networks?

Accurate prediction of resource demand is critically important when performing over-
booking, and the practice is examined in the context of network slicing in [178], in which
traffic analysis and prediction are used to inform admission control for slice requests.

The authors in [179] employ overbooking techniques for provisioning resources in shared
hosting platforms, with a probabilistic guarantee of resource availability provided to resource
consumers. The authors argue that the use of overbooking incentivises the deployment of
viable hosting platforms. For the resource provider, overbooking increases resource utilisa-
tion and profit. For the resource consumer, the associated guarantee of availability is more
valuable than best-effort approaches. Adopting the same motivation, we apply overbooking
in the context of network slicing, and provide a combination of both long and short-term
guarantees on resource availability to slice tenants.

The substantial revenue gains that slice overbooking can provide in telecommunications
in realistic scenarios is demonstrated in [180], with experimental proofs-of-concept outlined
in [181] and [182]. In the aforementioned works, a slice provider is periodically presented
with a number of slice requests and employs forecasting and overbooking to decide how
many requests to facilitate. In this chapter, we instead propose that the slice provider
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applies overbooking to increase the efficiency in the use of its resources, and avoid over-
provisioning, when offering auxiliary resources to already admitted slices.

Our primary contribution in this chapter centres on a solution to manage the trade-off
between slice-tailored network behaviour and increased resource sharing between slices. Our
contributions are as follows:

• We propose a system consisting of assured resources, which are guaranteed over the
lifetime of a slice tenant, and auxiliary resources, which are offered on a short term
basis with an associated probabilistic guarantee of availability.

• We devise an algorithm for determining how many auxiliary resources can be offered
according to the probabilistic guarantee, taking current resource demand into account.

• We detail how to distribute auxiliary resources among slice tenants in such a manner
to maximise the revenue of the slice provider.

• We specify how the slice provider can limit the damage to any individual slice tenant
when the system is over-subscribed.

• We provide insight into the factors which affect the overbooking of auxiliary resources,
and show when conditions dictate that overbooking will be effective using both ana-
lytical and numerical results.

The rest of the chapter is structured as follows. Section 7.1 describes the system model.
Section 7.2 consists of three parts. We first derive various probabilities associated with
the availability of auxiliary resources and use these probabilities to design an algorithm to
determine how much to overbook by. We then propose several ways of distributing auxiliary
offers among slices, before finally providing an approach for distributing resources when the
system is over-subscribed. In Section 7.3, we provide analytical results for a case of two
slices with uniform resource demand to demonstrate how the inputs into the system affect
the performance of resource overbooking. We expand this analysis to a more complex model
consisting of multiple slices with heterogeneous resource demand profiles in Section 7.4, and
provide numerical results to substantiate the findings from our theoretical model. Finally,
Section 7.5 concludes the chapter by providing insights into the favourable conditions for
overbooking.

7.1 System Model

Slice tenants lease an arbitrary virtual resource from the slice provider and operate slices
s ∈ S as independent business ventures. We assume that the resources (e.g., spectrum
sub-bands or time-frequency resource blocks) come from a countable set with cardinality
K.

Each slice tenant, denoted by the slice s that it operates, requests a quantity as of
assured resources from the slice provider in the service contract. To ensure the availability
of assured resources over the lifetime of the contract with the slice tenant, the admission
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Figure 7.1: Illustration of the four-step process of scheduling resources among tenants. The slice
provider predicts the resource demand of each slice every λ scheduling windows and issues offers of
auxiliary resources for each scheduling window.

control process ensures that the following condition is met at all times:∑
s∈S

as ≤ K. (7.1)

The fundamental unit of time is the scheduling window, indexed t, during which the
slice provider schedules its K resources among the |S| = N slice tenants, who in turn serve
their own subscribers. This process of scheduling resources among tenants consists of four
steps, as illustrated in Fig. 7.1.

1. Demand forecast

Every λ scheduling windows, the slice provider forecasts the underlying resource demand
for each of its slice tenants for the next λ scheduling windows. The underlying resource
demand for a slice is a random process, with each time instance t representing a random
variable Ds(t). To provide tenants with information regarding the availability of auxiliary
resources at a time t, the slice provider must have knowledge of the distribution of the
random variable at time t. The slice provider’s estimate of Ds(t) is denoted D̂s(t).

Demand forecasting is common practice in communication networks, and there is a
wealth of research in this area. The authors in [183] note the importance of predicting traffic
in the Radio Access Network (RAN) and analyse the practice of traffic-aware networking.
While time-series forecasting and statistical methods have traditionally been employed,
advances in machine learning offer significant potential in this area [184, 185]. Demand
prediction has even recently been considered for the purpose of resource maximisation in
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RAN slicing [178].

Demand prediction techniques are not within the scope of this thesis. Instead, we
assume that the slice provider, at any time t, can estimate the joint Probability Density
Function (PDF) f

D̂1(t)...D̂N (t)
(d̂1(t) . . . d̂N (t)) of the resource demand of all the slice tenants.

The joint PDF can be used to obtain the marginal PDFs for the demand of individual slices
(characterised by expected value d̄s(t) and variance σ̂2

s(t)).

2. Slice provider offers auxiliary resources to slice tenants

The slice provider then uses this forecast to determine how many auxiliary resources os(t) it
can offer to each slice tenant in each scheduling window; this offer comes with probabilistic
guarantees, namely that the offered resources will be available for at least a fraction g of
the time slots.

3. Slice tenants request resources from slice provider

Each slice tenant becomes aware of its actual resource requirement ds(t) for each scheduling
window t as it approaches. Based on the quantity of auxiliary resources offered os(t) to it
in that scheduling window and the probability that those resources will be available, each
slice tenant then decides how many resources rs(t) it will request from the slice provider.
Since a slice tenant is only interested in resources which have accompanying availability
information, the number of resources rs(t) that it requests can be assumed to be bound by

0 ≤ rs(t) ≤ as + os(t), ∀ t, s ∈ S. (7.2)

Hence, the resource request rs(t) from a slice tenant to a slice provider is a function of ds(t),
os(t) and g.

4. Slice provider schedules resources among tenants

After receiving the resource requests rs(t) from all slices in a given scheduling window t, the
slice provider then schedules the K available resources among the N slices, with each slice
tenant s receiving us(t) resources. The quantity of resources scheduled for each slice tenant
is bound by

0 ≤ us(t) ≤ rs(t), ∀ t, s ∈ S. (7.3)

Due to the overbooking of auxiliary resources by the slice provider, in any given time
slot the slice tenant may not get the full quota of resources that it requested, as the slice
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provider is bound by the condition ∑
s∈S

us(t) ≤ K, ∀ t. (7.4)

Hence, the actual quantity of resources scheduled for a slice tenant is bound by the minimum
between the resources that it requested rs(t) and the number of resources that the slice
provider can schedule for it, given the constraints imposed by the probability of availability
that it must satisfy for all slices.

While the slice provider is not obliged to offer any auxiliary resources, it must satisfy
the accompanying probability g for any offers it does make. The guarantee for each slice s
is evaluated using a sliding observation window Ws consisting of the p previous scheduling
windows in which os > 0. The fraction gs of time slots for which the resource request of a
slice s was fully satisfied is given by

gs =
1

p

∑
w∈Ws

1
(
us(w) = rs(w)

)
, (7.5)

where 1(x) denotes an indicator function, which equals 1 when x is true, and zero otherwise.
The slice provider must ensure that

g ≤ gs, ∀ s ∈ S. (7.6)

The guarantee in equation (7.5) only applies to auxiliary resources, and hence only
scheduling windows in which a slice received a non-zero offer of auxiliary resources are
included in the sliding observation window Ws. Hence, equation (7.5) implies that the
scheduled resources us for a slice should not be less than the number of resources rs requested
by the slice in a fraction g of the time that auxiliary resources have been offered (os > 0).

The service contract applies to every region over which the resource is reusable. For
spectrum, this may be at a cell-level, while for processing power in a baseband unit this
may be a city. It is possible to alter the amount of assured or auxiliary resources for a
slice on a per-region basis. In this chapter, we will consider a single resource and a single
region, as the procedures outlined can be repeated for every additional region and resource
of concern.

We propose a pricing model whereby each slice tenant pays a fixed price to the slice
provider in proportion to the number of assured resources included in its service contract,
and then pays on a per-resource basis for the scheduled resources us(t) that it actually
received which, according to equation (7.3), is always less than or equal to the number of
resources that it requested. The fixed price to reserve the assured resources can be thought
of as a non-refundable deposit to ensure their availability if needed. While equation (7.1)
ensures that assured resources are not overbooked, assured resources that are predicted to
be unused in a given scheduling window will be taken into account when the slice provider
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applies overbooking to its offers of auxiliary resources.

7.2 Offering Auxiliary Resources

The process of offering auxiliary resources to slice tenants consists of 3 steps: first, the slice
provider must determine how many resources are available to issue as auxiliary resources;
second, these free resources must be distributed as auxiliary resources among the slice
tenants as offers; third and finally, the slice provider must decide how to handle over-
bookings when

∑
s∈S rs > K. Note that for the remainder of this section we drop the time

index t, as this procedure repeats for each scheduling window.

7.2.1 Calculating the Number of Auxiliary Resources

Equation (7.5) expresses the guarantee provided on auxiliary resources, stating that a slice
tenant should be scheduled a quantity of resources us not less than its request rs for at
least a fraction g of the time that auxiliary resources have been offered to it. Hence, given
a slice’s predicted underlying demand for resources D̂s, we are interested in its predicted
request for resources, denoted R̂s. Applying the relation expressed in equation (7.2), we can
express R̂s in terms of D̂s as

R̂s = min(as + os, D̂s). (7.7)

While the random variable D̂s captures the underlying resource demand forecasted for a
slice s, R̂s maps to the predicted demand for assured and auxiliary resources requested by
a slice. The PDF of R̂s is a piece-wise function given by

f
R̂s

(r̂s) =


f
D̂s

(r̂s), r̂s < as + os

δ(r̂s)
∫∞
as+os

f
D̂s

(r̂s) dr̂s, r̂s = as + os

0. r̂s > as + os

(7.8)

where δ(x) represents the Dirac delta function. Since rs is upper bounded by as + os, the
PDF for the predicted demand for resources requested by a slice tenant is 0 above this
number. If the slice’s underlying demand exceeds this limit, then it will require its full
quota of assured and auxiliary resources, hence the spike at exactly as + os.

The joint PDF f
R̂1...R̂N

(r̂1 . . . r̂N ) for the forecasted number of resources requested by
all slices is also a piece-wise defined function. In each dimension, representing a slice, the
probability of requesting more resources than the sum of assured and auxiliary resources
being offered is 0. The PDF will also contain spikes at the limit as + os for each slice in
a similar manner to equation (7.8), calculated by integrating over the relevant axes from
as + os to infinity.

A sufficient, but not necessary, condition for the slice provider to ensure that the guar-
antee g is satisfied for all slices is to ensure that the system is not over-subscribed in a
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Algorithm 2 Calculate the number of auxiliary resources that are free a fraction g of the
time.

GIVEN f
D̂1...D̂N

(d̂1 . . . d̂N ), [a1, a2, . . . , aN ]
SET Kaux = 0
DISTRIBUTE Kaux among slices to determine [o1, o2, . . . , oN ]
CALCULATE f

R̂1...R̂N
(r̂1 . . . r̂N ) using f

D̂1...D̂N
(d̂1 . . . d̂N ), [a1, . . . , aN ], [o1, . . . , oN ]

CALCULATE f
R̂sum

(r̂sum) from f
R̂1...R̂N

(r̂1 . . . r̂N )

WHILE
∫K

0 f
R̂sum

(r̂sum)dr̂sum ≥ g :
SET Kaux = Kaux + 1
CALCULATE [o1, o2, . . . , oN ]
CALCULATE f

R̂1...R̂N
(r̂1 . . . r̂N )

CALCULATE f
R̂sum

(r̂sum)
SET Kaux = Kaux − 1
CALCULATE [o1, o2, . . . , oN ]

fraction g of all scheduling windows. We can express this condition as

Pr

(∑
s∈S

R̂s ≤ K
)
≥ g, (7.9)

where Pr
(∑

s∈S R̂s ≤ K) is the probability that the system is not expected to be over-
subscribed. To express this in other words, the predicted sum demand for requested re-
sources should be less than the total number of resources available for at least a fraction g
of the time.

Let R̂sum =
∑

s∈S R̂s denote the random variable expressing the predicted sum total of
resources requested by all slices. The PDF of R̂sum can be obtained by integrating over the
joint PDF f

R̂1...R̂N
(r̂1 . . . r̂N ). We can now rewrite equation (7.9) in terms of f

R̂sum
(r̂sum) as

∫ K

0
f
R̂sum

(r̂sum)dr̂sum ≥ g. (7.10)

The shape of the PDF of R̂sum is derived from the joint distribution f
R̂1...R̂N

(r̂1 . . . r̂N ),
which is a piece-wise defined function dependent on the value of os for each slice s. Hence,
equation (7.10) is dependent on both the number of auxiliary resources being offered, and
the specific way that they are distributed among slices. We can numerically evaluate equa-
tion (7.10) for a specific set of values (o1, o2, . . . , oN ) and determine whether it satisfies
the guarantee g. Starting with zero, the number of auxiliary resources can be increment-
ally increased until the guarantee can no longer be satisfied according to equation (7.10).
Algorithm 2 outlines the procedure for determining how many auxiliary resources can be
offered with a guarantee g.

Algorithm 2 purposely does not outline how to distribute auxiliary resources among
slices; in the next section we will discuss how to approach this. Any distribution technique
can be adopted and the algorithm will determine the number of auxiliary resources that can
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be offered within the terms of the guarantee g.

7.2.2 Distributing the Auxiliary Resource Offers

After determining the total number of auxiliary resources Kaux that can be offered to slices,
the slice provider must then decide how to distribute them among slices. We consider three
different approaches:

Equal Share

Dividing the auxiliary resources equally among slices is one of the simplest approaches, but
may result in auxiliary resources being offered to slices which do not need them. Individual
resources are indivisible; any remainder (Kremain = Kaux mod N) is distributed to Kremain

slices chosen at random.

Proportional Share

Offering a slice a quantity of auxiliary resources proportional to its predicted resource de-
mand ensures that slices with high demand get more auxiliary resources. This approach is
indiscriminate in terms of how many assured resources each slice has, and so auxiliary re-
sources may still be scheduled to slices which do not require them. The number of auxiliary
resources offered to each slice is given by

os =

⌊
d̄s∑
s∈S d̄s

Kaux

⌋
. (7.11)

Any remainder (Kremain = Kaux−
∑

s∈S os) resulting from the flooring operation is distrib-
uted to Kremain slices chosen at random.

Revenue Maximisation

The slice provider’s aim is to increase its revenue. Since it gets paid for each resource us
scheduled to a slice, and us is upper bounded by rs according to equation (7.3), the slice
provider is motivated to distribute the resource offers in such a way as to maximise the
probability that the auxiliary resources will be requested.

We can express the distribution of auxiliary resources with the aim to maximise the slice
provider’s revenue as an optimisation problem:

OP1 : max
[o1,o2,...,oN ]

E[R̂sum], (7.12)
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subject to ∑
s∈S

os ≤ Kaux, (7.12a)

os ≥ 0, ∀s ∈ S. (7.12b)

The expected value of R̂sum can be expanded as

E[R̂sum] =
∑
s∈S

E[R̂s].

Referring to equation (7.8), for large enough values of as+os, the maximum E[R̂sum] occurs
when E[D̂s] is maximised. This corresponds to a scenario when as + os is greater than the
upper bound on the support of the distribution of the estimated demand from slice s, i.e.
when

∫ os+as
0 f

D̂s
(d̂s)dd̂s = 1.

Hence, to maximise revenue, Kaux should be distributed among [o1, o2, . . . , oN ] in such a
way that

∫ o1+a1
0 . . .

∫ oN+aN
0 f

D̂1...D̂N
(d̂1 . . . d̂N )dd̂1 . . . dd̂N is as close to 1 as possible. We can

rewrite optimisation problem OP1 in terms the random variables representing the underlying
estimated demand for each slice using the joint Cumulative Distribution Function (CDF)
F
D̂1...D̂N

(d̂1 . . . d̂N ) as

OP2 : max
[o1,o2,...,oN ]

F
D̂1...D̂N

(o1 + a1, . . . , oN + aN ), (7.13)

subject to ∑
s∈S

os ≤ Kaux, (7.13a)

os ≥ 0, ∀s ∈ S. (7.13b)

F
D̂1...D̂N

(o1 + a1, . . . , oN + aN ) is a monotonically increasing function, and incrementing
the offer made to any slice at any stage in the algorithm cannot decrease the objective
function in OP2 (intuitively, it is not possible to reduce profit by offering any additional
auxiliary resources to a slice). Since it cannot be guaranteed that this joint CDF will be
a convex function, we adopt steepest ascent hill climbing, in which incrementing os for all
s ∈ S is considered and the slice which results in the largest increase in F

D̂1...D̂N
(o1 +

a1, . . . , oN + aN ) is chosen. The goal is to climb as high as possible in Kaux steps.

Hill-climbing cannot guarantee an optimal solution, but modifications such as stochastic
hill-climbing can be adopted to increase the probability of obtaining an optimal solution.
We note that random-restart hill climbing, where a different starting point is chosen each
time, is not applicable as the starting point is fixed at the point (a1, . . . , aN ).
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7.2.3 Managing Overbookings

After making its offers [o1, ..., oN ] of auxiliary resources to slices, the slice provider receives
the requests for resources [r1, ..., rN ] from the slices. If its resources are over-subscribed (i.e.∑

s∈S rs > K), the slice provider aims to minimise the negative effect on any individual slice

by scheduling the available additional resources
(
K −

∑
s∈S min(as, rs)

)
across all slices

that have requested auxiliary resources, in proportion to their requests. Any slice tenant
who requested rs ≤ as will be scheduled its full request us = rs.

The slice provider first identifies the set SR of slices that have requested auxiliary re-
sources:

SR = {s ∈ S | rs > as}. (7.14)

The scheduled resources us′ for each slice s′ ∈ SR is calculated as a fraction of the auxiliary
resources requested by that slice:

us′ =

[
rs′ − as′∑

s∈SR
(rs − as)

](
K −

∑
s∈S

min(as, rs)
)

+ as′ , ∀ s′ ∈ SR. (7.15)

To ensure that it is satisfying the guarantee g on auxiliary resources, the slice provider
must track the current status of its guarantee to each slice. To achieve this, it evaluates
the guarantee gs for each slice s over a sliding observation window Ws, as defined in equa-
tion (7.5). If gs < g for a slice s consistently, it indicates that the slice provider’s forecast
D̂s is not accurate for that slice. In this case, the slice provider should attempt to improve
its demand forecasting technique (or, alternatively, modify the guarantee g that it will offer
in the future).

7.3 Analytical Results

For concreteness of results, in this section we analyse the case of two slices (indexed 1

and 2) with independent, identically distributed predicted resource demand (D̂1 and D̂2),
characterised by uniform distributions with upper and lower supports given as bU and bL,
respectively:

f
D̂1

(d̂1) = f
D̂2

(d̂2) =

 1
(bU−bL) , bL ≤ d̂ ≤ bU
0, otherwise

. (7.16)

The assured resources for the two slices are denoted as a1 and a2, where bL ≤ a2 ≤ a1 ≤
bU . The middle part of the inequality is without loss of generality, and the provider can
safely assume that the assured resources requested by the slices lie within the support of
their demand distribution. As in the previous section, the auxiliary resources offered to the
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slices are denoted by os ≥ 0. We denote the total number of assured and auxiliary resources
offered to a slice as cs = as + os.

Applying equation (7.7), we obtain the predicted resource request for each slice (R̂1 and
R̂2), with PDF characterised according to equation (7.8). The PDF of R̂1 is given as

f
R̂1

(r̂1) =


1

(bU−bL) , bL ≤ r̂1 ≤ c1

δ(c1) bU−c1
(bU−bL) , r̂1 = c1

0, otherwise

, (7.17)

with f
R̂2

defined similarly.

Let R̂sum = R̂1 + R̂2 denote the random variable expressing the predicted sum total of
resources requested by both slices. Since the two slices have independent predicted resource
demand, the PDF of R̂sum can be obtained through the convolution of the PDFs of R̂1 and
R̂2, given as f

R̂sum
(r̂sum) = f

R̂1
(r̂1) ~ f

R̂2
(r̂2), which expands to

f
R̂sum

(r̂sum) =



α̂f (r̂sum), 2bL ≤ r̂sum < bL + c2

β̂f (r̂sum), bL + c2 ≤ r̂sum < bL + c1

γ̂f (r̂sum), bL + c1 ≤ r̂sum < c1 + c2

Γ̂fδ(c1 + c2), r̂sum = c1 + c2

, (7.18)

where α̂f (r̂sum), β̂f (r̂sum), γ̂f (r̂sum), Γ̂f are defined below.

α̂f (r̂sum) =

∫ r̂sum

2bL

1

(bU − bL)2
dy =

r̂sum − 2bL
(bU − bL)2

.

β̂f (r̂sum) =

∫ c2

bL

1

(bU − bL)2
dy +

(bU − c2)

(bU − bL)2
=

1

(bU − bL)
.

γ̂f (r̂sum) =

∫ c1+c2

r̂sum

1

(bU − bL)2
dy +

(bU − c1)

(bU − bL)2
+

(bU − c2)

(bU − bL)2
=

(2bU − r̂sum)

(bU − bL)2
.

Γ̂f =
(bU − c1)(bU − c2)

(bU − bL)2
.
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The CDF of the predicted sum total of resources requested by both slices is given by

F
R̂sum

(r̂sum) =



0, r̂sum < 2bL

α̂F (r̂sum), 2bL ≤ r̂sum < bL + c2

β̂F (r̂sum), bL + c2 ≤ r̂sum < bL + c1

γ̂F (r̂sum), bL + c1 ≤ r̂sum < c1 + c2

1, r̂sum ≥ c1 + c2

, (7.19)

where α̂F (r̂sum), β̂F (r̂sum), γ̂F (r̂sum) are defined below.

α̂F (r̂sum) =

∫ r̂sum

2bL

α̂f dr̂sum =
(r̂sum − 2bL)2

2(bU − bL)2
.

β̂F (r̂sum) =

∫ r̂sum

bL+c2

β̂f dr̂sum + α̂F =
(r̂sum − bL − c2)(bU − bL)

(bU − bL)2
+ α̂F (bL + c2).

γ̂F (r̂sum) =

∫ r̂sum

bL+c1

γ̂f dr̂sum + β̂F =
2bU r̂sum − 0.5r̂2

sum − (2bU )(bL + c1) + 0.5(bL + c1)2

(bU − bL)2

+ β̂F (bL + c1).

Algorithm 2 incrementally increases the number of auxiliary resources offered across all
slices while ensuring that the condition specified in equation (7.10) is satisfied. We can
rewrite equation (7.10) in terms of equation (7.19) as

F
R̂sum

(K) ≥ g. (7.20)

To ensure that our analysis is performed within a valid range specified in equation (7.19)
at all times, we assume that the total number of available resources K is at least equal to the
expected value of the sum of the predicted resource demand for both slices, i.e. K ≥ d̄1 + d̄2

where d̄1 + d̄2 = bU + bL (since the expected value for a uniform distribution is given as
bU+bL

2 ). This ensures that K is always within the range of the part of F
R̂sum

(r̂sum) expressed
by γ̂F (r̂sum), as the lower limit of the range for γ̂F (r̂sum) never exceeds bU + bL, since the
maximum value that c1 can attain is bU . The upper limit of the range of γ̂F (r̂sum) is exceeded
only if g = 1, and it can be reasonably assumed that the slice provider will want to provide
a guarantee less than 1.

We wish to calculate the overbooking fraction O given as

O =
c1 + c2

K
. (7.21)
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To achieve this, we first set c2 = c1 −∆ and solve the following equation for c1:

γ̂F (K) = g. (7.22)

The total number of assured and auxiliary resources (c1 + c2) can then be calculated as
2c1 −∆, giving

ctotal = 2bU −
√

4(g − 1)(bU − bL)2 + 2(2bU −K)2 −∆2, (7.23)

where ctotal = c1 + c2 = 2c1 −∆. The overbooking fraction is then given as

O =
ctotal

K
. (7.24)

From equation (7.23) above, we observe that the total number of assured and auxiliary
resources will not exceed the maximum number of resources (2bU ) required by the slices.
We can extend this by noting that ctotal is reduced if a higher guarantee is provided. We
also note that ctotal is reduced if the maximum number of resources that might be required
by the slices is considerably greater than the total number of resources available (i.e. ctotal

decreases as 2bU −K increases). Finally, and less intuitively, we note that ctotal increases as
the difference between c1 and c2 increases. This implies that the fairest option of offering
equal numbers of auxiliary resources to both slices is not necessarily conducive to maximising
the total number of auxiliary resources.

In the following subsections, we examine each of these relationships in more detail.

7.3.1 Guarantee

Intuitively, we would expect that a stricter guarantee g would correspond to fewer auxiliary
resources. We can prove this by examining the partial derivative of the overbooking fraction
O in equation (7.24) with respect to g and demonstrating that it is always negative. The
partial derivative of O with respect to g is

∂O

∂g
=

−2(bU − bL)2

k
√

4(g − 1)(bU − bL)2 + 2(2bU −K)2 −∆2
. (7.25)

It is easy to see that ∂O
∂g ≤ 0 and that increasing the guarantee reduces the overbooking

fraction.

To illustrate this graphically, we consider what happens when the number of assured and
auxiliary resources offered to each slice is the same (i.e. c1 = c2), so that ∆ is 0. We also
set the total number of resources equal to the expected value of the sum of the predicted
demand of both slices, such that K = bU + bL. Finally, we assume that bL = 0. Making
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Figure 7.2: Overbooking fraction versus the guarantee provided on auxiliary resources. The over-
booking fraction decreases as the guarantee becomes more strict. No overbooking occurs above a
guarantee of 0.75.

these substitutions gives
ctotal = 2bU −

√
2(2g − 1)bU .

Fig. 7.2 shows the relationship between g and O as g is varied, and confirms that O is
reduced as the guarantee is made more stringent. There are two bounds on the guarantee
to note.

First, we observe that overbooking only occurs for guarantees less than an upper bound
of 0.75. At least K resources can always be scheduled and the overbooking fraction therefore
never falls below 1, as represented by the horizontal line in Fig. 7.2. The upper limit of
γ̂F (r̂sum) in equation (7.19) is no longer satisfied at a guarantee above 0.75, as c1 + c2 <

K. Hence, there is a discontinuity between g = 0.75 and g = 1 represented by Γ̂f in
equation (7.18). Given that c1 = c2, c1 + c2 = K, and K = bU + bL, then we can confirm
that Γ̂f is in fact 0.25.

At a guarantee of 0.5, then c1 = c2 = bU , and the lower limit of γ̂F in equation (7.19) is
reached. We note that the model does not permit c1 > bU because providing a guarantee
on resources in excess of the maximum possible resource demand for a slice is meaningless.
Hence, in this specific case when K = bU , the maximum overbooking fraction is 2, cor-
responding to 2bU assured and auxiliary resources, which is the maximum predicted sum
demand of the two slices.

The guarantee below which overbooking occurs depends on the relationship between
K, bU and bL, and will be explored in more detail in the next subsection.
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7.3.2 Total Available Resources

In Section 7.3.1, we observed that there is an upper limit to the guarantee above which no
overbooking can occur, and a lower limit at which overbooking is maximised. The number
of available resources K, and its relationship to bL and bU , influences these limits.

The upper limit gu above which overbooking does not occur is given by 1−Γ̂f , calculated
before any auxiliary resources have been granted to slices (i.e. when cs = as and os = 0).
Again assuming that ∆ = 0, we let the sum of assured resources a1 + a2 equal K, giving

gu = 1−
(bU − K

2 )2

(bU − bL)2
. (7.26)

The partial derivative of gu with respect to K is

∂gu
∂K

=
bU − 0.5K

(bU − bL)2
.

Since as ≤ bU and K = 2as, ∂gu∂K is always positive and increasing K increases the maximum
limit on the guarantee.

The lower limit gl occurs when the square root in equation (7.23) is equal to zero:

4(g − 1)(bU − bL)2 + 2(2bU −K)2 −∆2 = 0.

As before, we assume that ∆ = 0 and a1 + a2 equals K, giving

gl = 1− 2
(bU − K

2 )2

(bU − bL)2
. (7.27)

Using an approach similar to that used for gu, it can be shown that increasing K increases
the lower limit on the guarantee.

We demonstrate these results graphically by varying as from bU+bL
2 to bU by setting K

equal to 2(bL+x(bU −bL)) where x is a value in the range [0.5, 1]. Making this substitution,
we obtain

gu = x(2− x),

and
gl = 1− 2(1− x)2.

Fig. 7.3 shows the upper and lower limits on the guarantee as K is varied from bL + bU

to 2bU . The shaded region represents the range of guarantees that can be provided. No
overbooking is possible above this range, while the overbooking fraction cannot be improved
by offering guarantees below this range.

As K approaches 2bU , the number of actual resources available is similar to the max-
imum predicted sum demand of the slices and it is possible to offer strict guarantees. The
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Figure 7.3: Range of permissible guarantees versus the total number of available resources. The
range of guarantees that can be offered varies in accordance with the number of available resources.

range is quite small, with little additional benefit obtained from offering significantly lower
guarantees.

7.3.3 Uncertainty in Demand Prediction

We use the standard deviation of D̂1 and D̂2 as our measure of uncertainty, which is defined
as
√

1
12(bU − bL)2. Hence, for example, a standard deviation of 1 implies bU − bL =

√
12.

In the previous section, we observed that when bU − bL is constant and K is varied,
the upper and lower limits on the guarantee vary. It is reasonable to expect that when
K is fixed and bU − bL is varied, the limits placed on the guarantee will also be affected.
To isolate the effects of bU − bL, we must ensure that the expected value of the predicted
demand d̄s = 0.5(bU + bL) remains constant by varying bU and bL equally on either side of
d̄s. We also assume that K ≤ 2bU (otherwise overbooking is not required).

Taking the expression for the upper limit gu defined in equation (7.26), we wish to find
the partial derivative of gu with respect to bU−bL. To achieve this, we make the substitution
bU = 1

2((bU + bL) + (bU − bL)), noting that bU + bL is in fact a constant. This gives

∂gu
∂(bU − bL)

=
(bUbL − 0.5bLK + b2U − 1.5bUK + 0.5K2)

(bU − bL)2
.

Given that bU ≥ bL and (bU + bL) ≤ K ≤ 2bU , we obtain

∂gu
∂(bU − bL)

< 0.

Hence, if the total number of resources K is greater than the sum of the expected value of
predicted demand (d̄1 + d̄2 = bU + bL), the upper limit on the guarantee gu will decrease
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Figure 7.4: Limits on the range of guarantees that can be provided versus the standard deviation of
predicted resource demand for slices. When K > bU + bL, the upper and lower limits of g decrease
with respect to increasing σ̂s.

with bU − bL.

The approach above can be repeated with equation (7.27) to prove that the same holds
true for gl. Fig. 7.4 gives an indication of the shape of the curves for gu and gl.

We now examine what happens to gl and gu as bU − bL grows very large. Again, using
the expression for the upper limit gu defined in equation (7.26), we make the substitution
bU = 1

2((d̄1 + d̄2) + (bU − bL)) giving

gu = 1− 1

4

(
(d̄1 + d̄2) + (bU − bL)−K

)2

(bU − bL)2
.

The upper limit on the guarantee gu converges on a fixed value as bU −bL grows large, given
by

lim
(bU−bL)→∞

gu = 0.75.

It can be shown in similar fashion that for gl, the limit is given as

lim
(bU−bL)→∞

gl = 0.5.

Hence, both gu and gl converge to 0.75, 0.5, respectively, as bU − bL grows large, irre-
spective of the value of K. This behaviour is evident in Fig. 7.4.

Having examined how the uncertainty in the forecast affects the maximum and minimum
bounds on the guarantee that can be provided, we turn our attention to its influence on the
overbooking fraction O. Equation (7.23) depends on several variables, both controllable (g
and K) and uncontrollable (bU and bL). Even though g represents a design choice, the limits
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Figure 7.5: Overbooking fraction versus resource demand forecast uncertainty. The relationship
between the overbooking fraction and σ̂s varies according to the value of g when K > bU + bL.

of the range of possible values is dependent on all other variables as evident in equations
(7.26) and (7.27). Furthermore, K is bound by bU and bL such that bL + bU ≤ K ≤ 2bU .
Finally, to isolate the effects of bU − bL alone, we must ensure that the expected value of
the predicted demand d̄s = 0.5(bU + bL) remains constant.

Hence, the influence of bU − bL on O is complicated, and depends on the interaction
between the four variables listed above. In total, there are 3 cases to consider.

Case 1: K > bL + bU , g ≤ 0.5

When K > bL + bU , the lower limit on the guarantee decreases as bU − bL increases and
converges to a minimum value of 0.5. Hence, it is not possible to give a guarantee less than
0.5 when K > bL+ bU . Instead, the minimum value of the range [gu, gl] can be provided. In
this case, the square root in equation (7.24) is zero and the overbooking fraction O increases
linearly with bU − bL according to O = 2bU/K. This behaviour is illustrated by the blue
line in Fig. 7.5. Note that no overbooking occurs until K < 2bU , which is marked as point
A in Fig. 7.5.

Case 2: K > bL + bU , 0.5 < g < 0.75

Initially in this case, shown as the green line in Fig. 7.5, g will be less than gl and O will
increase according to O = 2bU/K. The behaviour then changes when g = gl which occurs
at

bU − bL =

(
K − (bU + bL)

)(
1 +

√
2(1− g)

)
2g − 1

, (7.28)
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which is labelled as C in Fig. 7.5. Above this point, the nature of the relationship is dictated
by equation (7.24), as g will never exceed the minimum value of the upper guarantee of 0.75.
By examining the partial derivative of equation (7.24) with respect to bU − bL, we observe
that O decreases between the value of bU − bL given in equation (7.28) and the value of
bU − bL given by

bU − bL = (
K − (bU + bL)

)(
1 +

(
2
√

2−
√

2
)(√ g−1

(2g−1)(4g−3)

))
2g − 1

, (7.29)

which is labelled as E in Fig. 7.5. Above this value of bU − bL, O begins to increase again.

Case 3: K > bL + bU , g ≥ 0.75

When K > bL + bU , the upper limit on the guarantee decreases as bU − bL increases and
converges on the value 0.75. Initially, as per the previous case, O will increase according to
O = 2bU/K until g = gl. This occurs at the value of bU − bL given by equation (7.28), and
is marked as point B in Fig. 7.5. After this point, the value of O will decrease until g = gU

which occurs at

bU − bL =

(
K − (bU + bL)

)(
1 + 2

√
(1− g)

)
4g − 3

, (7.30)

which is labelled as D in Fig. 7.5. Above this value of bU − bL, g is above the maximum
value and no overbooking occurs (O = 1).

7.3.4 Difference between c1 and c2

Examining equation (7.23), we note that ctotal increases as the difference between c1 and
c2, denoted ∆, increases. This implies that offering equal numbers of auxiliary resources to
both slices is not the best approach to maximise the total number of auxiliary resources.

Taking equation (7.23), we isolate the effect of ∆ on ctotal by setting the total number
of resources equal to the expected value of the predicted demand of both slices such that
K = bU + bL. We also assume that bL = 0. We express ∆ in terms of bU as ∆ = xbU , where
x is a value in the range [0, 1]. Making these substitutions gives

ctotal = bU

(
2−

√
2(2g − 1)− x2

)
. (7.31)

Choosing a value for g is more difficult, as the upper and lower limits for g depend on the
value of x. The lower limit is calculated as 2(2gl − 1)− x2 = 0, giving

gl =
2 + x2

4
.
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Depending on the value of x, gl takes on a value in the range [0.5, 0.75].

Similar to Section 7.3.2, the upper limit on the guarantee gu is calculated as (1 − Γ̂f )

before any auxiliary resources have been granted to slices (i.e. when cs = as and os = 0).
We also simplify the expression by assuming bL = 0, giving

Γ̂f =
(bU − a1)(bU − a2)

(bU )2
. (7.32)

As before, we make a series of simplifications to isolate the effect of ∆ on gu. Again, we set
K = bU + bL = bU , and ∆ = xbU . Noting that a1 + a2 = K, we can express a1 and a2 as

a1 =
bU (1− x)

2
,

a2 =
bU (1 + x)

2
.

Substituting this into equation (7.32) gives

gu =
(3 + x2)

4
.

Depending on the value of x, gu takes on a value in the range [0.75, 1].

We observe that 0.75 is the only guarantee that can be assured to be valid regardless of
the value of x. Setting g = 0.75 in equation (7.31), we obtain

ctotal, 1 = bU (2−
√

1− x2). (7.33)

There is also an upper limit imposed on ctotal due to the fact that cs < bU , given as

ctotal, 2 = bU (2− x). (7.34)

Hence, the total number of assured and auxiliary resources is

ctotal = min(ctotal, 1, ctotal, 2). (7.35)

Fig. 7.6 shows the effect of varying the difference ∆ between c1 and c2 as a fraction of
bU − bL on the overbooking fraction.

At ∆ = 0, no overbooking occurs which is consistent with Fig. 7.2. Increasing ∆ reduces
the number of auxiliary resources offered to one of the slices. By reducing the number of
auxiliary resources offered to one slice, a higher number of resources can be promised to
the other slice at the same level of guarantee. Hence, ctotal increases with ∆ until it hits a
limit imposed by the constraint that cs < bU . At this point, ctotal begins to decreases as the
difference between c1 and c2 increases. At ∆ = 1, no overbooking occurs as c1 must equal
0 and c2 must equal 1.
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Figure 7.6: Overbooking fraction versus the difference between the quantity of resources scheduled
to slices. The overbooking fraction increases at first as ∆ increases before hitting a limit imposed
by the constraint that cs < bU .

It is not immediately obvious why increasing ∆ would increase the total number of aux-
iliary resources. On an intuitive level, to maximise the total number of auxiliary resources
while satisfying the guarantee, the slice provider should offer each additional auxiliary re-
source to the slice which is least likely to use it. The result of this policy is that one slice
is offered more resources than it will probably need, and the other slice is offered very few
resources as a consequence, thereby increasing ∆.

Hence, while increasing the difference between c1 and c2 may be used to increase the total
number of auxiliary resources, it does not necessarily maximise resource usage. The extra
auxiliary resources gained may be less likely to be needed than if fewer were evenly spread
across both slices. Section 7.2.2 outlines an approach to distribute auxiliary resources in
such a manner as to maximise the revenue of the slice provider, which also results in resource
utilisation being maximised.

7.4 Numerical Results

In Section 7.3, we adopted a simple model, consisting of two slices with identical uniformly
distributed resource demand, to ensure that we could obtain tractable analytical expressions.
This allowed us to demonstrate how the overbooking fraction depended on several key inputs
to the system such as the guarantee and the uncertainty in the forecast.

We expand this analysis in this section to a more complex model consisting of four slices
with heterogeneous resource demand based on normal distributions. In adopting this more
complex model, we sacrifice analytical tractability and instead rely on numerical methods to
evaluate performance of the system. Our focus remains on investigating how the overbooking
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Table 7.1: Slice Parameters for Numerical Analysis

Mean Demand Standard Deviation Assured Resources
Slice A 60 (high demand) 15 (high uncertainty) 72 (surplus)
Slice B 30 (low demand) 5 (low uncertainty) 24 (deficit)
Slice C 60 (high demand) 5 (low uncertainty) 48 (deficit)
Slice D 30 (low demand) 15 (high uncertainty) 36 (surplus)

fraction depends on the system inputs, and whether the conclusions drawn in Section 7.3
remain valid.

We consider four slices with resource demand characterised by Gaussian distributions.
The base parameters for the slices are specified in Table 7.1. We consider a total of 200
resources in the system, with a targeted guarantee of 90%. Slice A has high resource
demand, high uncertainty in the forecast, and is conservative in its policy of reserving
assured resources by reserving more assured resources than its expected demand. Slice B,
in contrast, has low demand and low uncertainty in the forecast, and reserves fewer assured
resources than its expected demand. Slice C has high demand but low uncertainty, and
again has fewer assured resources than its expected resource demand. Finally, Slice D has
low demand but high uncertainty in the forecast, and has more assured resources than its
expected demand.

The four slices chosen provide the basis to investigate how the proposed system of
overbooking performs when slices have heterogeneous demand profiles. The base parameters
set the initial conditions for each slice, from which we will isolate individual parameters and
vary them to investigate their effect on the overbooking fraction.

In the context of the four slices which constitute the model for the numerical analysis,
we define the overbooking fraction as the sum of the assured and offered resources for all
four slices, divided by the total available resources in the system.

7.4.1 Guarantee and Uncertainty in the Forecast

We examine how the level of guarantee offered affects the overbooking fraction by varying
the guarantee level from 80% to 100%. For each guarantee level, we also examine the
influence of the uncertainty in the prediction on the overbooking fraction. To achieve this,
we increment the standard deviation of each slice’s demand from the base levels specified in
Table 7.1.

Figure 7.7 illustrates that the overbooking fraction is maximised when the uncertainty is
minimised and the guarantee is reduced. At a guarantee of 80% and no increase in standard
deviation from the base levels specified in Table 7.1, the overbooking margin is 42%. This
decreases sharply to 13.5% as the standard deviation is incremented by 4. Similarly, raising
the guarantee to nearly 100% prevents any overbooking from occurring.
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Figure 7.7: The heatmap shows that the overbooking fraction increases as the uncertainty in the
forecast decreases and as the guarantee is lowered.

These results confirm the findings in Section 7.3.1 for the guarantee level. This is intuit-
ive as more stringent guarantees require a more conservative approach to overbooking. The
relationship between the overbooking fraction and uncertainty is more complex, with Sec-
tion 7.3.3 demonstrating that the maximum and minimum guarantees that can be offered
decrease as the standard deviation increases, while the influence of standard deviation on the
overbooking fraction depended on the specific ranges of the two-slice uniform model. Figure
7.7 shows that the relationship between the overbooking fraction and uncertainty simplifies
in the more complex model, with the overbooking fraction decreasing as the uncertainty
increases.

The ranges on the level of guarantee that can be provided for the two-slice model,
as illustrated in Figures 7.4 and 7.5, are quite pronounced due to the hard limits in the
uniform distribution. Figure 7.7 shows that the upper limit on the guarantee beyond which
overbooking no longer occurs is present in the more complex model, and that this limit is
dependent on the uncertainty. This is an important point to note when deciding a guarantee
to provide; greater uncertainty necessitates lower guarantees if overbooking is intended.

7.4.2 Total Available Resources Relative to Total Expected Demand

We investigate how the ratio between the total available resources relative to the total
expected demand affects the overbooking fraction by varying the total available resources
around the base value of 200. Figure 7.8 demonstrates that the overbooking fraction in-
creases as the total available resources increase relative to total expected demand. Little or
no overbooking occurs when the total available resources are less than the total expected
demand.

Figure 7.8 confirms the trend highlighted in Section 7.3.2. If the expected sum demand
is significantly higher than the total available resources, then resource utilisation will be
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Figure 7.8: The overbooking fraction increases as the total available resources increases relative to
total expected demand.

100% with high probability, rendering overbooking unnecessary. This is not recommended,
however, as slices will also be under-provisioned with high probability due to a lack of
resources, resulting in disgruntled customers (slices) for the slice provider.

7.5 Insights

In Section 7.3, we demonstrated that the effectiveness of overbooking depends on the inter-
actions of several inputs, both controllable and uncontrollable. These results were obtained
for an example scenario consisting of two slices with independent forecasted resource de-
mand characterised by uniform distributions. In general, it is challenging to predict when
conditions are favourable for overbooking as the demand distributions for the slices may
take on different forms, and closed-form expressions for the overbooking fraction typically
do not exist.

Hence, it is important to be aware of the influence that the inputs into the system, such
as the guarantee and the uncertainty in the demand prediction, have on the overbooking
factor. Below, we distil some general insights from the results in Sections 7.3 and 7.4.

7.5.1 Guarantee

As expected, Section 7.3.1 and 7.4.1 confirmed that higher guarantees result in less over-
booking. This is an intuitive result; the higher the guarantee, the more conservative the
slice provider must be when overbooking. Less obvious, perhaps, is that the slice provider
is limited in the choice of guarantee that it can offer, with no overbooking possible above
an upper bound, and no further improvement possible below a lower bound.
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7.5.2 Total Number of Available Resources

The total number of available resources, relative to the expected value of the sum demand
for all slices, influences the bounds on the guarantee. As observed in Section 7.3.2, higher
guarantees can be provided as the total number of resources available increases. If the total
number of resources is significantly greater than the expected value of the sum demand for
all slices, then the slice provider will have enough resources to satisfy the demand of the
slices in the majority of the time slots. Overbooking can be then used, with a high guarantee
placed on auxiliary resources, to increase resource utilisation. As demonstrated in Section
7.4.2, overbooking is not effective when there are fewer resources available than the total
expected demand.

7.5.3 Uncertainty in Resource Demand Forecast

In Section 7.3.3, we observed that the upper limit on the guarantee decreases as the uncer-
tainty associated with the forecasted resource demand increases. Hence, the slice provider
must reduce the guarantee it offers to slice tenants if the variation in the forecasted demand
of the slices increases. Again, this is intuitive; greater uncertainty in the forecast requires
the slice provider to be more conservative in the guarantee it offers. This result is confirmed
in the numerical analysis of the more complex case in Figure 7.7.

Hence, it may then seem counter-intuitive that, for a fixed guarantee in the analytical
study in Section 7.3.3, the overbooking fraction increases with the standard deviation at
times in Figure 7.5, as it appears to imply that less accurate predictions are more favourable
towards overbooking. The key lies in understanding that the variance of D̂ does not represent
an error in the prediction model, but rather accounts for the inherent stochastic nature of
the underlying random process representing the demand of a slice.

Hence, the results indicate that overbooking is better suited when demand is sufficiently
unpredictable. This can be reasoned by considering the extreme case of perfect prediction
when

√
1
12(bU − bL)2 = 0. In this case, we know exactly how many resources each slice

needs and offering resources in excess of this with a guarantee of availability is meaningless.
In the presence of a small amount of uncertainty, e.g. one standard deviation, only a small
number of auxiliary resources are required.

Conversely, we saw in the numerical analysis of the more complex case in Section 7.4.1
that the overbooking fraction decreased with increasing uncertainty. Hence, the relationship
between uncertainty in the forecast and overbooking is dependent on the demand profiles
of the slices. We can conclude that while some uncertainty is required to make overbooking
possible, too much uncertainty reduces the ability to provide auxiliary resources at a given
guarantee level.

We note that any error in the prediction model itself is different from the uncertainty
relating to the stochastic nature of a slice’s demand, and would affect the effectiveness of
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overbooking. For example, a bias error would shift the distribution of D̂sum either right or
left and result in ineffective overbooking that would fail to satisfy its guarantees.

7.5.4 Correlation between Slices’ Resource Demands

The correlation between slice tenants’ demand for resources is also an important factor.
Intuitively, we expect that negatively correlated slices should favour overbooking, as higher
than expected demand in one slice should be countered by lower than expected demand in
another slice. We investigated this further using a normal distribution for the sum forecasted
resource demand for all slices and observed that negatively correlated slices result in more
overbooking when g > 0.5. This is an encouraging result, as it is reasonable to assume that
slice providers will want to provide guarantees greater than 0.5.

While it is not possible to make any definitive statements regarding resource demand
correlation in future networks without real data, it is easy to imagine that the diverse
services being targeted by future networks will be less positively correlated than the set
of data services targeted by Long Term Evolution (LTE). Hence, overbooking appears, on
paper at least, to be well suited to the diverse requirements and use cases being proposed
for future networks.

7.6 Conclusion

The advantage of the approach outlined in Section 7.2 is that it can handle any set of
demand distributions. Given the joint distribution of the forecasted demand for all slices,
the sum distribution can be calculated numerically. Algorithm 2 then iteratively increases
the auxiliary resource offer for each slice until the guarantee is no longer satisfied. If a
guarantee is outside of the permitted range, the algorithm will successfully arrive at the
correct amount of overbooking specified by the closest limit. Hence, the method proposed
can be applied without concern regarding the current conditions of the system. The only
assumption is that the joint demand distribution for all slices can be predicted. Forecasting
this is challenging, and proposing methods for doing so are outside of the scope of this thesis.

Despite this, it is still important for a slice provider to be aware of the trends and insights
presented above, particularly when determining what level of guarantee to offer. Intuition
regarding how the system responds to various inputs is imperative when monitoring the
system, especially if the offered guarantee is not being satisfied. Hence, the contribution
in this chapter is two-fold. First, we provide an algorithm to calculate how many auxiliary
resources to offer, which determines the amount of overbooking that occurs. We then analyse
how the performance of the system depends on key inputs, providing valuable intuition to
the slice provider.
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Conclusion

There has been a trend since the first generation of telecommunication networks towards
differentiated services, as discussed in Section 2.1. These services benefit Mobile Network
Operators (MNOs) through new revenue streams, and can foster innovation across service
providers. For example, consider the advent of data services in the past decade and the
transformative effect it has had on society, with every aspect of a person’s life now touched
by the ability to both report and access large amounts of information from any habitable
location.

The trend mentioned above appears set to peak in the next generation of future net-
works. As MNOs set their sights on non-traditional industries and user groups, the set of
requirements and use cases that they must cater for grows in diversity. This diversity is
the crux of the problem currently faced by MNOs, namely how to simultaneously satisfy
multiple requirements which are in conflict with one another. These conflicts, the associated
trade-offs, and the set of technologies available to fulfil the diverse range of requirements
placed on the network are extensively discussed in Chapter 2, which highlights progression
from differentiated services to a customisable network.

A customisable network provides tailored network behaviour on-demand, judiciously
configuring the network using the techniques and technologies best suited to the targeted
use case. Hence, future networks will experience a paradigm shift towards a network for
services model, in which the network is defined by its flexibility rather than any individual
constituent technology that it employs. As noted in Chapter 3, this may be a self-fulfilling
prophecy. As networks become more adaptable, a wider range of industries will innovate
and use network services, which in turn requires further capabilities from networks, and so
on.

We have shown in this thesis that the advent of customisable networks presents new
challenges, requiring multiple contrasting technologies to coexist in a single network. In
particular, we identified virtualisation as an enabling technology in this regard, providing
the capability to serve diverse use cases through tailored virtual network slices. Throughout
this thesis, we examined the implications of introducing increased flexibility into future
networks, and the challenges associated with achieving it.

We first demonstrated that future networks may permit multiple waveforms to coexist,
with each scenario employing a waveform best suited to it. We then focused on resource
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allocation in future networks consisting of service-tailored slices, and examined the trade-off
between flexibility and the cost of achieving that flexibility. We also examined a second,
related trade-off between resource utilisation and slice-tailored performance. Finally, we
examined a business model for future networks in which users subscribe to a bundle of
service-tailored slices, and focused on how to match users to the appropriate slice in the
bundle.

8.1 Summary of the Findings

In this section, we summarise the findings of the thesis.

8.1.1 Coexistence of Technologies

Having identified in Chapter 2 that the trend towards customisable future networks will
necessitate the coexistence of contrasting technologies, we explored this concept in detail in
Chapter 4. In particular, we focused on the coexistence of waveforms in a single network.
The choice of waveform to employ in a network is the ideal scenario through which to
explore the coexistence of disparate technologies in future networks for two reasons. Firstly,
each waveform exhibits different strengths and weaknesses, proving advantageous in some
scenarios and not in others. Secondly, different waveforms operating in adjacent frequency
bands can result in interference, making coexistence difficult.

Hence, while the choice of waveform may benefit one use case, it may negatively affect
performance in another. We considered a scenario consisting of two coexisting use cases:
regular cellular traffic and clustered asynchronous Device-to-Device (D2D) communication.
The clustered D2D communication is representative of a future network scenario such as a
smart factory with Directly Communicating Users (DUEs) which do not synchronise through
a Base Station (BS), while the cellular traffic is representative of a LTE-type scenario with
Cellular Users (CUEs) availing of data services and communicating through the network via
a BS.

We first demonstrated that inter-D2D interference is significant in the clustered scenario
considered and must be accounted for when assigning spectral resources and assigning a
power level to DUEs. This greatly complicates the optimal resource allocation problem for-
mulation. We then demonstrated that the inter-D2D interference is rendered insignificant if
DUEs use a waveform with enhanced spectral localisation such as Filter Bank Multi-Carrier
with Offset Quadrature Amplitude Modulation (FBMC/OQAM), even if CUEs continue
to use Orthogonal Frequency Division Multiplexing (OFDM). Hence, the coexistence of
waveforms can permit the continued use of relatively simple current resource allocation
procedures.

We then performed extensive system-level simulations for a multi-cell network to evalu-
ate the relative performance of adopting a range of alternative waveforms for the clustered

PhD Thesis Conor Sexton



8.1 Summary of the Findings 169

Machine-Type Communication (MTC) scenario under study. We concluded that waveforms
with small sidelobes perform best, with DUEs experiencing a higher Signal-to-Noise and In-
terference Ratio (SINR) due to the reduced inter-D2D interference. This benefit is confined
to DUEs; there is no benefit to CUEs if DUEs use a waveform with enhanced filtering.

In summary, our simulations demonstrated that multiple waveforms can coexist in the
network, and prove advantageous to the use case that they are targeting without adversely
affecting other use cases. We highlight, however, that the decision of whether to use multiple
waveforms is multifaceted and should not be made solely based on performance metrics
such as SINR and achieved rate. The complexity and financial cost of supporting multiple
waveforms in a single device may be undesirable. If the concept is to prove commercially
viable, it may be best suited to bespoke devices such as machinery in a smart factory, which
are typically designed for a single purpose and need only support a single waveform.

8.1.2 Service-Tailored Slices

While Chapter 4 demonstrated that multiple waveforms can coexist in a single network to
serve two diverse use cases, it is difficult to extend this concept to any arbitrary set of use
cases and any arbitrary set of technologies. A general framework for providing customisable
network behaviour for a specific use case in an isolated manner, without impacting the ser-
vice provided to other use cases, is required. Virtualisation provides us with this framework,
enabling logically isolated service-tailored slices to be instantiated on-demand. The merits
of virtualisation and network slicing in the context of creating adaptable future networks is
provided in Chapter 3.

As stated in Chapter 1, every resource allocation problem can be expressed as a trade-off
between two or more desirable states that cannot be achieved simultaneously. In Chapters 5
and 7, we focus on two of the trade-offs that will be present in any future network consisting
of service-tailored slices, and examine the associated implications on resource allocation.

Trade-off 1: Adaptability Vs Cost of Achieving Adaptability

In Chapter 5, we identified that there is a trade-off between increasing the ability of the
network to respond to traffic changes, and the overhead required to ensure isolation between
network slices. While we considered the coexistence of multiple waveforms in Chapter 4, the
flexibility in this case comes from the ability to tweak the parameters of a single waveform
according to the use case being targeted.

We examined the design of the time-frequency resource grid, considering four different
approaches ranging from static to very dynamic. Slices might employ different numerologies
depending on the service they are targeting, resulting in inter-numerology interference.
The dynamic approaches permit more granular allocations of resources; this increases the
adaptability of the system, but also increases the number of boundaries between slices. As a
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result, inter-numerology interference is increased, which makes it more difficult to maintain
isolation between slices. On the other hand, static approaches make it easier to ensure
isolation, but are very limited in their ability to adapt to traffic changes.

Based on this analysis, we proposed the concept of a RAN profile, which distinguishes
between the concept of a service and a service-type. Hence, time-frequency resource alloc-
ations can be performed in a two-tier manner based on this distinction. Time-frequency
resources, consisting of a single numerology, are first assigned to a service-type in a semi-
static manner. This assignment is known as a RAN profile and consists of a contiguous
portion of the resource grid. Time-frequency resources within these RAN profiles are then
allocated to individual slices on a more granular basis. Since each RAN profile consists
of a homogeneous numerology internally, inter-numerology interference is only a concern at
profile boundaries, which are minimised by the coarse granularity of the profile assignments.

Trade-off 2: Guaranteeing Service-Tailored Behaviour Vs Resource Utilisation

We then focused in Chapter 7 on the twin goals in slicing of service-tailored performance
and increased resource utilisation. These two goals are in conflict. The commercial viability
of network slicing centres on its ability to provide tailored behaviour on-demand [99], yet
guaranteeing the performance of a slice limits the sharing gains that can be obtained. We
considered a model consisting of a slice provider who leases virtual resources to multiple
slice tenants, with each tenant targeting a specific vertical.

Issuing dedicated resources to slice tenants grants them confidence regarding the level
of service that they can provide, but can lead to an inefficient use of resources. On the
other hand, providing resources without any guarantee of availability, such as best-effort
resources, results in high resource utilisation but low confidence regarding the quality of
service that a slice tenant can provide to its subscribers.

To balance this trade-off, we proposed an approach that provided a mixture of both
long and short-term guarantees surrounding resource availability. In the long-term, assured
resources are made available to slices with a guarantee of being available if needed. In
the short-term, auxiliary resources are offered to slices with an associated probability of
availability. The guarantees of availability provide confidence to slice tenants regarding the
performance they can offer subscribers, while the short-term offers of auxiliary resources
allows the slice provider to take advantage of current traffic demand and maximise resource
utilisation.

We provided an algorithm to specify how many auxiliary resources to offer based on
current demand while still satisfying the probability of availability. Resource utilisation can
be improved by offering more resources than are actually available by using a technique
known as overbooking. We demonstrated that the effectiveness of overbooking is dependent
on many inputs into the system such as the guarantee provided, the number of available
resources, and the uncertainty associated with the demand forecast of slices. There are
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also upper and lower limits to the range of guarantees that the slice provider can offer. The
influence of these factors is difficult to predict, as the demand distribution of slices may take
on many different forms. While it is important to understand how each of these inputs affect
how the system operates, the advantage of the algorithm provided is that it can handle any
set of demand distributions.

8.1.3 New Business Models for Slicing

Providing tailored network behaviour to niche user communities and new verticals is crit-
ically important for MNOs to increase their revenue streams [99]. The advent of service-
tailored slices in future networks demands new business models. In Chapter 6, we suggested
that users may wish to avail of the services of multiple service-tailored slices, and proposed
a business model to achieve this.

A new entity, called a subscription broker, groups multiple slices into a subscription
bundle, and sells this bundle to subscribers with a fixed data allowance that can be used
across all slices in the bundle. We focused on how subscribers are matched to slices within
these bundles. We asserted that, for each party to be incentivised to adopt the proposed
business model, matchings should exhibit the property of stability. That is, both slices and
subscribers should be satisfied that they could not have achieved a better matching using a
different business model.

To achieve this property, we employed a branch of game theory known as matching
theory, and adopted the Gale-Shapley algorithm to match users and slices based on their
preferences. We also specified how to build the preference lists of both users and slices. Our
case study demonstrated that the proposed model in which users subscribe to a bundle of
slices outperforms the traditional case where users only subscribe to a single slice.

8.2 Alternative Vision

In this thesis, we adopted virtualisation as the enabling technology to achieve adaptable
future networks which can provide customisable behaviour on-demand. We chose virtual-
isation because, as outlined in Chapter 3, it is well suited to this task and there is a wealth
of research into network slicing. We note, however, that virtualisation is not the only op-
tion in the pursuit of customisable future networks. In this section, we briefly present an
alternative vision based on the concept of a cognitive network.

We focus on the concept of a cognitive network as first defined in [186]: A cognitive
network is a network with a cognitive process that can perceive current network conditions,
and then plan, decide, and act on those conditions. The network can learn from these
adaptations and use them to make future decisions, all while taking into account end-to-end
goals.
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We explicitly distinguish the cognitive network concept from that of a cognitive radio.
A cognitive network possesses end-to-end goals, giving it a network-wide scope. In contrast,
a cognitive radio possesses user-centric goals giving it local scope. The two concepts share
common traits, however. Both concepts share similar models of cognition, learning from
past experiences which influence decisions made in the future. Cognitive radio implements
actions based on its observations through tunable parameters supplied by Software Defined
Radio (SDR). Cognitive networks on the other hand, dealing on a network-wide scope,
require tunable parameters in the form of a Software Adjustable Network (SAN) [186, 187].

The cognitive network definition has similarities to an earlier concept called the Know-
ledge Plane, described in [188]. The Knowledge Plane construct is described as ‘a distributed
cognitive system that permeates the network ’, with the stated objective of creating a new
kind of network that is capable of assembling itself based on a high-level description, de-
tecting faults, and repairing itself. While much of the Internet’s remarkable success has
resulted from its core design principle of transporting data through the core without con-
cern for what purpose the data serves, this has also resulted in severe limitations in terms
of management, configuration, and fault diagnosis, each of which requires manual attention.
The Knowledge Plane concept aims to construct a network based on cognitive systems that
is able to make low-level decisions on its own, based on current network conditions and
high-level descriptions of its design goals.

The concept of a cognitive network is elaborated upon in [187], which emphasises the
importance of end-to-end goals. In effect, all elements in the network involved in data flow
are part of the cognitive process, capable of providing information about the network and
offering adaptability. The network should not be reactive, but should instead be able to
make decisions based on predictive models constructed using past observations. In summary,
the cognitive network inputs observations of network performance, uses these observations
in a decision making process, and implements actions based on these decisions through
adjustable network elements.

In order to be effective, the cognitive network requires extensive knowledge of network
state for the decision-making process. Focusing on obtaining network state information, the
cognitive process must have access to state across the entire network. Knowing the state
of the entire network is somewhat unrealistic and, as a result, the cognitive process should
be able to deal with incomplete information. Often the process will only require a subset
of state information, obtaining the relevant pieces through filtering. The layered nature of
networks provides a blockage in terms of the flow of state information in the network. Often
a layer may be able to provide information that could potentially influence an adaptation
at a different layer. Hence, cognitive networks must operate cross-layer.

Wireless cognitive networks are also the focus of [189], which emphasises the business
and management aspects. Interestingly, the authors identify that a complementary idea to
the cognitive networking idea is to simply have cooperating networks with different Radio
Access Technologies (RATs), from which a network operator can choose the one that best
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suits their needs. This is similar to the idea of customised virtual network slices presented
in this thesis. In effect, a virtual slice gives an operator a customised network which has
been tailored to their needs, whereas cognitive networking gives an operator a network that
is able to adapt itself according to the demands placed on it.

A cognitive network requires adjustable network elements that allow it to implement
a set of actions based on the decisions it makes. In this regard, a cognitive network is
limited by the flexibility of the network itself. If the cognitive process is unable to adjust
the network based on the decisions it makes and in accordance with its end-to-end goals,
then the application of the cognitive network is fruitless. Instead, a SAN is needed which
presents tunable or modifiable components, allowing the cognitive process to adjust one or
more layers in the network stack belonging to various network elements such as switches or
Baseband Units (BBUs).

Cognitive networks offer obvious potential in the context of adjustable networks. The
cognitive network removes the need for an operator to tune the network, and is instead
capable of autonomously adapting itself to the various service requirements as required. In
addition, the RATs presented in Section 2.3 offer the adaptability required by a cognit-
ive network to be effective. Each RAT, such as duplexing or multiple antenna use, offers
choices and modifiable elements that the cognitive process can utilise to adapt the net-
work accordingly. Emerging system-level techniques such as Virtualised RAN (VRAN) and
Software-Defined Networking (SDN) also offer adaptability that can be used to alter the
operation of the network. State information obtained at the radio access level may influ-
ence adaptations at the system-level, and vice versa. In this regard, the cognitive network
concept unifies the RATs and emerging system-level techniques. In essence, the diverse
service requirements and flexible technologies make future networks a potentially excellent
fit for integration with the cognitive network concept.

The concept of a cognitive network is a broad topic with many different techniques fitting
the description, yet the realisation of a truly cognitive network remains unseen. In [188],
published in 2003, the need for an adaptable network designed using artificial intelligence
and cognitive techniques was identified. Almost two decades later, our networks are arguably
more adaptive, but this adaptivity is confined to certain parts of the network and arises from
the use of algorithmic techniques applied in these areas, rather than an inherent intelligence
permeating the entire network. The lack of a true SAN has restricted the development of
the cognitive network concept; however, it may be on the cusp of experiencing its coming
of age moment. Similar to the way in which advances in SDR preceded and enabled a
plethora of research in the area of cognitive radio, the current movement towards a software
defined RAN, coupled with SDN techniques, may herald a renewed interest into extending
the cognitive radio concept to the entire network.
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8.3 Outlook and Future Directions

Caution should be exercised when extrapolating any trend, but at this moment in time, it
certainly appears that future networks will be more adaptable. It remains to be seen whether
virtualisation and network slicing will indeed play a prominent role in future networks, and
whether the vision of on-demand tailored network behaviour will be realised. Reviewing the
current state-of-the-art in Chapters 2 and 3, steady steps along the path towards this vision
have been taken. There is certainly an appetite for this vision in industry, as demonstrated
in Section 3.2.2.

With respect to the coexistence of waveforms, the choice of modulation format has been
a central debate in each generation, and this is likely to continue into the future. Unlike
previous generations, however, there may not be a single choice, with requirements too
diverse to be satisfied by a single implementation of a waveform. While we demonstrated
that multiple waveforms can coexist and provide performance benefits in certain scenarios,
the complexity of supporting multiple waveforms in a single device may not appeal to
vendors. Instead, initially at least, the preferred approach is likely to be a single waveform
with adjustable parameters; this is the approach that has been adopted for 5G New Radio
(NR). Nonetheless, the coexistence of waveforms may be an attractive approach for niche
equipment which only needs to support a single waveform, such as in the MTC-type scenario
considered in Chapter 4. The viability of coexisting waveforms needs to be considered on a
case-by-case basis for other scenarios which have specialised communication requirements.

In the context of a single waveform with adjustable parameters, designing the time-
frequency resource grid in such a manner as to manage the isolation and adaptability of slices
is important. Further experimental work is required to characterise the inter-numerology
interference between slices, which can then be used to precisely optimise the granularity
of resource allocations, and the size of the guard bands required. Non-orthogonal multiple
access techniques may also have a role to play in future networks, and further work is required
to examine how this would affect the adaptability/cost trade-off discussed in Chapter 5.

Focusing on the related trade-off between resource utilisation and providing tailored
service with high probability, we demonstrated the advantages of resource overbooking in
this regard in Chapter 7. We also examined how the effectiveness of overbooking is affected
by the inputs into the system. The next step would be to examine the demand distributions
of future network services using real-world data and determine whether they are conducive
to overbooking. This was conducted by the authors in [180]; however, large scale data
is not yet readily available for many future network services, such as virtual reality and
autonomous cars, and further studies should be conducted as these use cases become more
prominent.

Finally, further work is required to determine the business model for a future network
consisting of service-tailored slices. Traditionally, spectrum was at the root of an MNO’s
value chain [11]. Network slicing alters this value chain, placing more importance on the
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provision of specialised services to niche user groups. We demonstrated through our broker-
based model in Chapter 6 that the business model not only has implications for the revenue
of the slice operator, but can also affect the performance experienced by end users. In this
regard, more economic studies into the business models of network slicing are required, and
these studies should jointly consider the ramifications of these business models on the service
quality experienced by end users.
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Acronyms

3GPP 3rd Generation Partnership Project

AIV Air Interface Variant

AMC Adaptive Modulation and Coding

API Application Programming Interface

ARPU Average Revenue Per User

ASM Adaptive Spatial Modulation

ATA Automatic Timing Adjustment

BBU Baseband Unit

BS Base Station

BWP Bandwidth Part

CAPEX Capital Expenditure

CDF Cumulative Distribution Function

CDMA Code Division Multiple Access

CFO Carrier Frequency Offset

COMP Coordinated Multi-Point

CORESET Control-Resource Set

CP Cyclic Prefix

CPRI Common Public Radio Interface

CQI Channel Quality Indicator

Cloud-RAN Cloud Radio Access Network

CSI Channel State Information
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CU Centralised Unit

CUE Cellular User

D2D Device-to-Device

DAS Distributed Antenna System

DSA Dynamic Spectrum Access

DU Distributed Unit

DUE Directly Communicating User

eMBB enhanced Mobile Broadband

ECPRI Evolved Common Public Radio Interface

FBMC Filter Bank Multi-Carrier

FBMC-PAM Filter Bank Multi-Carrier - Pulse Amplitude Modulation

FBMC/OQAM Filter Bank Multi-Carrier with Offset Quadrature Amplitude
Modulation

FCC Federal Communications Commission

FDD Frequency-Division Duplexing

FDMA Frequency-Division Multiple Access

FFR Fractional Frequency Reuse

FFT Fast Fourier Transform

FMT Filtered Multi-Tone

f-OFDM Filtered Orthogonal Frequency Division Multiplexing

GBR Guaranteed Bit Rate

GFDM Generalised Frequency Division Multiplexing

GFDM Generalised Frequency Division Multiplexing

GPRS General Packet Radio Service

GSM Global System for Mobile Communications

GWCN Gateway Core Network

HD Half Duplex
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IBFD In-Band Full Duplex

ICI Inter-Carrier Interference

ICIC Inter-Cell Interference Cancellation

ICT Information and Communication Technology

IFFT Inverse Fast Fourier Transform

IoT Internet of Things

ISD Inter-Site Distance

ISI Inter-Symbol Interference

JR Joint Reception

JT Joint Transmission

KPI Key Performance Indicator

LO Local Oscillator

LTE Long Term Evolution

MAC Medium Access Control

MCC Mobile Country Codes

MIMO Multiple-Input Multiple-Output

MINLP Mixed Integer Non-Linear Programming

MME Mobility Management Entity

Massive-MIMO Massive Multiple-Input Multiple-Output

mMTC Massive Machine-Type Communication

MNC Mobile Network Codes

MNO Mobile Network Operator

MOCN Multi-Operator Core Network

MORAN Multi-Operator Radio Access Network

MTC Machine-Type Communication

MU-MIMO Multi-User Multiple-Input Multiple-Output

MVNO Mobile Virtual Network Operator
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MVNP Mobile Virtual Network Provider

NB-IoT Narrowband Internet of Things

NFV Network Function Virtualisation

NOMA Non-Orthogonal Multiple Access

NR New Radio

NVS Network Virtualisation Substrate

OFDM Orthogonal Frequency Division Multiplexing

OFDMA Orthogonal Frequency Division Multiple Access

OOB Out-of-Band

OPEX Operational Expenditure

OQAM Offset Quadrature Amplitude Modulation

PAM Pulse Amplitude Modulation

PAPR Peak-to-Average Power Ratio

PDCCH Physical Downlink Control Channel

PDF Probability Density Function

PGW Packet Data Network Gateway

PHY Physical Layer

PRB Physical Resource Block

PSD Power Spectral Density

PU Primary User

PUSCH Physical Uplink Shared Channel

QAM Quadrature Amplitude Modulation

QCI QoS Class Identifier

QoE Quality of Experience

QoS Quality of Service

RA Resource Allocation

RAN Radio Access Network
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RAT Radio Access Technology

RB Resource Block

RLC Radio Link Control

RRH Remote Radio Head

RoF Radio over Fibre

Rx receiver

SAN Software Adjustable Network

SC-FDMA Single Carrier - Frequency Division Multiple Access

SCM Single Carrier Modulation

SDAI Software-Defined Air Interface

SDN Software-Defined Networking

SDR Software Defined Radio

SDW Software-Defined Waveform

SIC Self-Interference Cancellation

SINR Signal-to-Noise and Interference Ratio

SLA Service Level Agreement

SM Spatial modulation

SMNO Specialised Mobile Network Operator

SoDeMa Software Defined Multiple Access

SU Secondary User

TDD Time-Division Duplexing

TDMA Time-Division Multiple Access

TO Timing Offset

TTI Transmission Time Interval

Tx transmitter

UE User Equipment

UFMC Universal Filtered Multi-Carrier
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uMTC Ultra-Reliable Machine-Type Communication

UMTS Universal Mobile Telecommunications Service

uRLLC Ultra-Reliable Low Latency Communication

VLAN Virtual Local Area Network

VPN Virtual Private Network

VRAN Virtualised RAN

WCDMA Wideband Code Division Multiple Access

WLAN Wireless Local Area Network
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