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Abstract—Accurate channel estimation is essential for achiev-
ing the performance gains offered by reconfigurable intelli-
gent surface (RIS)-aided wireless communications. A variety
of channel estimation methods have been proposed for such
systems; however, none of the existing methods takes into account
the effect of synchronization errors such as carrier frequency
offset (CFO). In general, CFO can significantly degrade the
channel estimation performance of orthogonal frequency division
multiplexing (OFDM) systems. Motivated by this, we investigate
the effect of CFO on channel estimation for RIS-aided OFDM
systems. Furthermore, we propose a joint CFO and channel
impulse response (CIR) estimation method for these systems.
Simulation results demonstrate the effectiveness of our proposed
method, and also demonstrate that the use of time-domain rather
than frequency-domain estimation in this context results in an
improvement in the mean-squared error (MSE) performance of
channel estimation as well as in a significantly lower overall
computational complexity.

Index Terms—Reconfigurable intelligent surface (RIS), channel
estimation, carrier frequency offset (CFO).

I. INTRODUCTION

IN wireless communication systems, the channel is usually

considered to be an uncontrollable entity. To circumvent

this problem, a new approach for controlling wireless channels

has been proposed based on the use of reconfigurable intel-

ligent surfaces (RISs) [1], [2]. An RIS is a two-dimensional

structure which consists of a large number of passive reflecting

elements, each of which can adjust the reflections of incoming

wireless signals to target a desirable performance metric such

as the achievable rate [3], [4]. The RIS performs passive reflec-

tion and operates in the full-duplex mode without using costly

self-interference cancellation or active relaying/beamforming

techniques [1]. Therefore, RIS-assisted wireless communica-

tions can significantly reduce the system hardware cost and

energy consumption. However, the optimal adjustment of the

RIS reflection coefficients requires instantaneous channel state

information (CSI), which is relatively hard to obtain in the

absence of active elements on the RIS.

To tackle this problem, several channel estimation methods

for RIS-assisted wireless communications have recently been

proposed [5]–[11]. In [5] and [6], on/off methods estimate
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the channel by switching on only one RIS element at a time.

However, since the RIS usually contains a large number of

reflection elements, the resulting channel estimates can be out-

dated. On the other hand, RIS reflection pattern-based methods

([7], [8]), use a set of known RIS reflection coefficients to

estimate the channel. In [9] and [10], the RIS is equipped

with a small fraction of active elements which estimate angle-

of-arrival (AoA); however, extra hardware costs are required

for the active RIS elements. Furthermore, channel estimation

can also be performed via deep learning-based approaches

([10], [11]); however, such algorithms can incur a lengthy

training time. These existing channel estimation methods

for RIS-assisted wireless communications have considered

relevant tradeoffs between accuracy, pilot/training overhead,

computational complexity, and other metrics. However, to the

best of the authors’ knowledge, the issue of carrier frequency

offset (CFO) has not been considered in any of the channel

estimation methods published in the literature to date. CFO

is an offset error between the carrier frequency of a local

node and that of a reference node. If not accurately estimated

and compensated, CFO can lead to significant performance

degradation. This is especially true for orthogonal frequency

division multiplexing (OFDM) systems, which are highly

sensitive to the presence of CFO [12].

Against this background, the contributions of this letter can

be summarized as follows: (i) For the first time in the literature,

we investigate the effect of CFO on channel estimation in

OFDM-based RIS-assisted wireless networks; (ii) We propose

a joint CFO and channel impulse response (CIR) estimation

method for such systems, and demonstrate its performance

advantage via simulation results. In the presence of CFO,

the proposed time-domain channel estimation method provides

an improvement in the mean-squared error (MSE) compared

to the frequency-domain channel estimation method of [7];

(iii) We show that the proposed method has a significantly

lower computational complexity compared to the channel

frequency response (CFR) estimation method of [7], as the

number of estimation parameters is lower in the time domain.

Furthermore, since the same pilot sequences are used for

both CFO and channel estimation, no additional overhead is

required for CFO estimation.

Notation: Lowercase bold symbols denote column vectors;

uppercase bold symbols denote matrices. Superscripts (·)T,

(·)H, (·)−1, and Tr(·), denote matrix transpose, Hermitian

transpose, inversion operations and trace, respectively. ‖A‖,

diag{x}, ((a))b, Ip, 0p, 0p×q and R{c} denote the Frobenius

norm of A, a diagonal matrix with diagonal entries equal to

those of vector x, the operation of a modulo b, a p×p identity

matrix, a p× p zero matrix, a p× q zero matrix, and the real
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Fig. 1: RIS-aided wireless communication network.

part of a complex number c, respectively. Nc(µ,Σ) denotes

the multivariate circularly-symmetric complex Gaussian dis-

tribution with mean µ and covariance matrix Σ.

II. SYSTEM MODEL

In this letter, we consider an RIS-aided OFDM system with

N subcarriers transmitting over frequency-selective fading

channels. As shown in Fig. 1, the RIS is deployed to assist in

uplink communication from a single-antenna user to a single-

antenna base station (BS)1. The RIS consists of M passive

reflecting elements, each of which can independently adjust

the phase of the reflected signal. Consequently, there are M+1
channel paths (i.e., the direct path and the M reflected paths).

To estimate the M +1 channels, the pilot frame structure has

M + 1 blocks (details to be provided in Section III-A).

For each block k ∈ {0, 1, . . . ,M}, a frequency-domain

OFDM symbol sk = [sk(0), sk(1), . . . , sk(N − 1)]T and an

RIS reflection coefficient vector φk = [φ0,k, φ1,k, . . . , φM,k]
T

are assigned. In this letter, we assume ideal (i.e., lossless)

signal reflection, and thus we have |φm,k| = 1 for every

m, k. Path 0 represents the direct path and its “RIS reflection

coefficient” is unity, i.e., φ0,k = 1 for all k. The pilot

symbols and the pre-designed RIS reflection pattern matrix

Φ = [φ0,φ1, . . . ,φM ] are assumed to be known at the

BS. The total transmission power is assumed to be equally

allocated over N subcarriers, i.e., E{|sk(n)|2} = Pt/N ∀ k, n.

We assume that all channels exhibit frequency-selective

fading. Furthermore, it is assumed that the baseband equivalent

channels from the user to the BS have a maximum delay

spread of L samples. gm = [gm(0), gm(1), . . . , gm(L − 1)]T

represents the CIR of path m ∈ {0, 1, . . . ,M} from the

user to the BS, where gm(l) ∼ CN (0, p(l)) and p(l)
represents the channel power delay profile (PDP), where∑L−1

l=0 p(l) = 1 (this is justified as the RIS elements are

collocated). hm = [hm(0), hm(1), . . . , hm(N − 1)]T =
FN [gT

m 0
T
1×(N−L)]

T represents the corresponding CFR,

where FN = [f0,f1, . . . ,fN−1] denotes the N ×N normal-

ized discrete Fourier transform (DFT) matrix with the elements

[FN ]p,q = 1√
N
e−j 2πpq

N for 0 ≤ p, q ≤ N−1. The overall CFR

at pilot block k, hφ,k = [hφ,k(0), hφ,k(1), . . . , hφ,k(N −1)]T,

can be written as

hφ,k =

M∑

m=0

hmφm,k. (1)

1The framework can easily be extended to that of a multiple-antenna BS. In
this case, all BS antennas jointly estimate the CFO, and then each individually
performs CIR estimation.

The user’s transmitter performs the N -point inverse discrete

Fourier transform (IDFT) of sk to obtain the time-domain

signal xk = FH
Nsk = [xk(0), xk(1), . . . , xk(N − 1)]T. After

the addition of a cyclic prefix (CP) with length LCP ≥ L
(xk(u) = xk(u + N) for −LCP ≤ u ≤ −1), the resulting

time-domain signal is transmitted to the BS. After CP removal

and N -point DFT operations at the BS, the received signal on

subcarrier n at pilot block k can be written as [12]

yk(n) =ej
2πǫLPk

N

N−1∑

p=0

sk(p)fs(p− n+ ǫ)hφ,k(p) + wk(n),

(2)

where ǫ ∈ (−0.5, 0.5] denotes the CFO normalized to the sub-
carrier spacing, fs(α) =

sin (πα)
N sin (πα/N)e

jπN−1
N

α, LP = LCP+N

is the pilot length of each pilot block, and wk(n) is frequency-

domain circularly-symmetric complex additive white Gaussian

noise (AWGN) having zero mean and variance σ2.

Stacking the received signals at pilot block k, yk = [yk(0),
yk(1), . . . , yk(N − 1)]T, (2) can be represented in a vector as

yk =ej
2πǫLPk

N Λ(ǫ) diag{sk}Hφk +wk, (3)

where Λ(ǫ) is an N × N right-circulant matrix with the

first column [fs(ǫ), fs(ǫ − 1), . . . , fs(ǫ − N + 1)]T, H =
[h0,h1, . . . ,hM ], and wk = [wk(0), wk(1), . . . , wk(N−1)]T.

III. CFO EFFECT ON CFR ESTIMATION

In this section, we provide a brief overview of the CFR es-

timation method in [7] and demonstrate that small CFO values

can significantly affect the channel estimation performance.

A. Case i: Perfect frequency synchronization

When ǫ = 0 (i.e., no CFO), Λ(0) is an identity matrix.

From (3), by taking the N -point IDFT and then truncating it

to the first L elements, the estimate of the overall CIR can be

obtained as

ĝφ,k =FH
N,L diag{sk}

−1yk

=FH
N,LHφk + FH

N,L diag{sk}
−1wk,

(4)

where FN,L = [f0,f1, . . . ,fL−1]. Consequently, hφ,k is

then estimated by padding hφ,k with (N −L) zeros, and then

taking the N -point DFT, i.e., [7]

ĥφ,k = FN [ĝT
φ,k 01×(N−L)]

T = hφ,k + w̃k, (5)

where w̃k is an equivalent noise vector distributed as

Nc(0,FN ĨFH
N ), and Ĩ =

[
Nσ2

Pt
IL 0L×(N−L)

0(N−L)×L 0N−L

]
(since

FH
N,LE{diag{sk}

−1wkw
H
k (diag{sk}

−1)H}FN,L = Nσ2

Pt
IL

for all k) .

Horizontally stacking the vectors ĥφ,k, ∀ k yields the matrix

ĤΦ = [ĥφ,0, ĥφ,1, · · · , ĥφ,M ] = HΦ+ W̃ , (6)

where W̃ = [w̃0, w̃1, . . . , w̃M ]. H can be estimated as [7]

Ĥ = ĤΦΦ
−1 = H + W̃Φ

−1. (7)

To minimize the estimation MSE, the matrix Φ is chosen

to satisfy ΦΦ
H = (M + 1)IM+1, which implies that the

reflection pattern matrix is a (scaled) unitary matrix [7].
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B. Case ii: Imperfect frequency synchronization

In the presence of CFO (ǫ 6= 0), the expression (5) becomes

ĥφ,k(ǫ) = FN [ĝφ,k(ǫ)
T
01×(N−L)]

T = Hk(ǫ)φk + w̃k.
(8)

where Hk(ǫ) = ej
2πǫLPk

N diag{sk}
−1

Λ(ǫ) diag{sk}H . Hori-

zontally stacking the vectors ĥφ,k(ǫ) for all k yields the matrix

ĤΦ(ǫ) = HΦ(ǫ) + W̃ , (9)

where HΦ(ǫ) = [H0(ǫ)φ0,H1(ǫ)φ1, . . . ,HM (ǫ)φM ].
Therefore, in a similar fashion as in (7), the channel matrix

can be estimated as

Ĥ = ĤΦ(ǫ)Φ
−1 = HΦ(ǫ)Φ

−1 + W̃Φ
−1. (10)

To simplify the MSE analysis, we assume phase-shift keying

(PSK) modulated pilot symbols2, i.e., |sk(n)|
2 = 1 for all k

and n. Since ΦΦ
H = (M + 1)IM+1, the normalized MSE

(NMSE) of the CFR estimation in (10) can be written as

E{‖H − Ĥ‖2}

E{‖H‖2}
=

1

N(M + 1)

(
E{‖W̃Φ

−1‖2}+ E{‖H‖2}

+ E{‖HΦ(ǫ) Φ
−1‖2} − 2R{E{Tr(HHHΦ(ǫ)Φ

−1)}}
)

=
σ2L

N(M + 1)
+ 1 + 1−

2

M + 1
R

{
fs(ǫ)

M∑

m=0

ej
2πǫLPm

N

}

=
σ2L

N(M + 1)
+ 2

[
1−

sin (πǫ)

N sin (πǫ/N)

sin ((M + 1)πǫLP/N)

(M + 1) sin (πǫLP/N)

× cos (πǫ(MLP +N − 1)/N) ], ]
(11)

where E{‖W̃Φ
−1‖2} = σ2L, E{‖H‖2} = N(M + 1),

E{‖HΦ(ǫ)Φ
−1‖2} = N(M+1), E{Tr{HHHΦ(ǫ)Φ

−1}} =

fs(ǫ)N
∑M

m=0 e
j
2πǫLPm

N , and R{E{Tr(HHHΦ(ǫ)Φ
−1)}} =

R

{
fs(ǫ)N

∑M
m=0 e

j
2πǫLPm

N

}
= sin (πǫ)

sin (πǫ/N)
sin ((M+1)πǫLP/N)

sin (πǫLP/N)

× cos (πǫ(MLP +N − 1)/N).
In Fig. 2, we show the NMSE performance in the presence

of CFO as a function of the number of RIS elements M . In the

simulation setup, the parameters are N = 64, L = 8, LCP =
10. The PDP is given by p(l) = e−αl/(

∑L−1
l=0 e−αl), l =

0, . . . , L−1 with α = 1/3. The pilot symbols are chosen from

the QPSK symbol alphabet. In the absence of CFO, the NMSE

improves monotonically by increasing M . This is because in

this case only the last term in (11) is nonzero, and this term

(which is due to noise) decreases with increasing M . In the

presence of CFO, the noise contribution dominates the NMSE

behavior for small values of M . As the number RIS elements

M increases, the noise contribution decreases; however, there

is a value of M at which the NMSE begins to increase due

to the appearance of (M + 1) in the denominator of the

second term in (11) (eventually converging to NMSE = 2 as

M → ∞). This effect occurs earlier for larger ǫ. Moreover, for

practical RIS configurations (large M ), channel estimation be-

comes inaccurate even for very small CFO values. Therefore,

2A closed-form expression for the MSE can be obtained for any 2-
dimensional modulation scheme; however, the expression is more complex,
and thus not as easy to obtain insights from, in the general case.
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Fig. 2: Normalized MSE performance as given by (11) for

different values of M . Here N = 64, L = 8, and LCP = 10.

the CFO needs to be accurately estimated and compensated

for RIS-aided OFDM systems.

IV. PROPOSED JOINT CFO AND CIR ESTIMATION

METHOD

In this section, we propose a joint CFO and CIR estimation

method for RIS-aided OFDM systems. First, the CFO is

estimated from the correlation of the time-domain received

signal. Then, after compensating the estimated CFO, the CIRs

of all paths are jointly estimated using a least-squares based

approach. The key feature is that all received pilot samples for

channel estimation are also used for CFO estimation.

A. Correlation-based CFO estimation

The time-domain pilot sequence xk of length N is divided

into Ns consecutive subsequences of length L (here we assume

that N/L = Ns ∈ Z and Ns ≥ 2). The first Nz subsequences

(each of which is equal to the length-L sequence zk) are used

for CFO/CIR estimation, and the following Nd = Ns − Nz

subsequences (the i-th being denoted by dk,i) are used for

data transmission, i.e., xk = [zT
k , z

T
k , . . . , z

T
k ,d

T
k,1,d

T
k,2, . . . ,

dT
k,Nd

]T.

The time-domain received signal at discrete time u of pilot

block k, after CP removal, can be written as [12]

rk(u) =ej
2πǫ(LP k+u)

N

M∑

m=0

r̆k,m(u)φm,k + vk(u), (12)

where rk = FH
Nyk = [rk(0), rk(1), . . . , rk(N − 1)]T,

r̆k,m(u) =
∑L−1

l=0 xk(((u− l))L)gm(l), which represents

the time-domain received signal via RIS element m when

there is no CFO or phase shift, and vk = FH
Nwk =

[vk(0), vk(1), . . . , vk(N − 1)]T.

The value of ǫ can be estimated by averaging the correlation

of rk(t) and rk(t+L) for t ∈ {L− 1, L, . . . , (Nz − 1)L− 1}
and k ∈ {0, 1, . . . ,M}. The correlation of samples rk(t) and

rk(t+ L) can be calculated as

Rk,t(L) = rk(t)r
∗
k(t+L) = e−j 2πǫL

N Ck,t(L)+Vk,t(L), (13)
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where Ck,t(L) =
∑M

m1=0 r̆k,m1
(t)φm1,k

∑M
m2=0 r̆

∗
k,m2

(t+ L)
φ∗
m2,k

, which represents the useful signal, and

Vk,t(L) = vk(t)e
−j

2πǫ(LPk+t+L)

N

∑M
m2=0 r̆

∗
k,m2

(t+ L)φ∗
m2,k

+

v∗k(t+L)ej
2πǫ(LPk+t)

N

∑M
m1=0 r̆k,m1

(t)φm1,k + vk(t)v
∗
k(t+L)

is the noise term.

Averaging Rk,t(L) over all t and k, we obtain

R =
1

((Nz − 2)L+ 1)(M + 1)

M∑

k=0

(Nz−1)L−1∑

t=L−1

Rk,t(L)

=e−j 2πǫL
N C + V,

(14)

where C = 1
((Nz−2)L+1)(M+1)

∑M
k=0

∑(Nz−1)L−1
t=L−1 Ck,t(L)

and V = 1
((Nz−2)L+1)(M+1)

∑M
k=0

∑(Nz−1)L−1
t=L−1 Vk,t(L).

Since xk(t+L) = xk(t), based on the definition of r̆k,m(u),
we have r̆k,m(t+L) = r̆k,m(t). Therefore, it is easy to show

that C∗
k,t(L) = Ck,t(L), i.e., Ck,t(L) and C are real numbers.

Since the noise term V converges to 0 due to averaging, ǫ can

be estimated as ǫ̂ = −N∠R
2πL .

B. Least-squares CIR estimation

In this phase, the CFO is first compensated to produce

r̃k(u) = e−j
2πǫ̂(LPk+u)

N rk(u). (15)

The CFO-compensated time-domain received signal at pilot

block k can be written as

r̃k = diag{ρǫ,k}Xkgφ,k + ṽk, (16)

where r̃k = [r̃k(0), r̃k(1), . . . , r̃k(N − 1)]T, ρǫ,k(u) =

ej
2π(ǫ−ǫ̂)(LPk+u)

N , ρǫ,k = [ρǫ,k(0), ρǫ,k(1), . . . , ρǫ,k(N − 1)]T,

Xk is an N × L matrix whose (u, l)-entry

is given by xk(((u − l))N ), where u, l ≥ 0,

gφ,k = [gφ,k(0), gφ,k(1), . . . , gφ,k(L − 1)]T, gφ,k(l) =∑M
m=0 gm(l)φm,k, ṽk = [ṽk(0), ṽk(1), . . . , ṽk(N − 1)]T and

ṽk(u) = e−j
2πǫ̂(LPk+u)

N vk(u).
When ǫ̂ ≈ ǫ (diag{ρǫ,k} ≈ IN ), (16) can be written as

r̃k ≈ INXkgφ,k + ṽk = Xkgφ,k + ṽk. (17)

We may write Xk = [XT
k,1,X

T
k,2, . . . ,X

T
k,Ns

]T, r̃k =

[r̃Tk,1, r̃
T
k,2, . . . , r̃

T
k,Ns

]T and ṽk = [ṽT
k,1, ṽ

T
k,2, . . . , ṽ

T
k,Ns

]T,

where Xk,i is an L × L matrix, each r̃k,ns
and ṽk,ns

is an

L × 1 vector. Because of the periodicity of NzL samples of

xk, Xk,i = Zk for i ∈ {2, 3, . . . , Nz}, whose (u, l)-entry is

given by zk(((u− l))L), where u, l ≥ 0. The Nz − 1 vectors

r̃k can then be averaged to obtain

r̄k =
1

Nz − 1

Nz∑

ns=2

r̃k,ns
= Zkgφ,k + v̄k, (18)

where v̄k = 1
Nz−1

∑Nz

ns=2 ṽk,ns
. Therefore, gφ,k can be

estimated as

ĝφ,k = Z−1
k r̄k = gφ,k +Z−1

k v̄k. (19)

By horizontally stacking ĝφ,k over all pilot blocks into a

matrix ĜΦ, we obtain

ĜΦ = [ĝφ,0, ĝφ,1, · · · , ĝφ,M ] = GΦ+ V̄ , (20)

0 50 100 150 200 250 300

10
4

10
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10
8

10
10

Fig. 3: Variation of the computational complexity with the

number of RIS elements M .

where G = [g0, g1, . . . , gM ], and V̄ =
[X−1

0,Lv̄0,L,X
−1
1,Lv̄1,L, . . . ,X

−1
M,Lv̄M,L].

Consequently, the CIR matrix G can be estimated as

Ĝ = ĜΦΦ
−1 = G+ V̄ Φ

−1. (21)

Since E{‖V̄ Φ
−1‖2} = σ2

(Nz−2)L+1

∑M
k=0 E

{
‖Z−1

k ‖2
}

, the

effect of noise on the MSE decreases with increasing Nz.

Therefore, given a fixed channel length, the MSE performance

is improved as Nz is increased.

C. Complexity analysis and comparison

In this subsection, we analyze and compare the computa-

tional complexity of the proposed CFO/CIR estimation method

with the method in [7] in terms of the number of complex

multiplications.

The computational complexity of the CFR estimation

method of [7] (expressed in (7)) is given by

CCFR = O((LN2
p +N2)M +NM2 +M3), (22)

where Np is the number of subcarriers used for CFR estima-

tion [7].

The total computational complexity of the proposed joint

CFO/CIR estimation method in this letter can be calculated as

Cjoint = CCFO+CCIR = O((LNz+L2)M+LM2+M3), (23)

where CCFO = O(LNzM) and CCIR = O((L2 + Nz)M +
LM2 + M3) represent the complexity of the each proposed

CFO estimation and CIR estimation method, respectively.

The expressions (22) and (23) show that the computational

complexities of both channel estimation methods for RIS-

aided networks increase rapidly with M , which is usually

large. However, the computational complexity of the proposed

method is significantly lower than that of the CFR estimation

method in [7] for the same values of M and N , as shown in

Fig. 3. This is due to the fact that the number of parameters

to be estimated in the time domain is significantly lower than

in the frequency domain (L ≪ N ), i.e., CCIR ≪ CCFR. In
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(b) NMSE performance of the proposed CFO estimation method
used with the proposed CIR estimation and also used with the CFR
estimation method of [7].

Fig. 4: Performance of the proposed joint CFO/CIR estimation

method as a function of SNR with different M and N .

practical applications, the channel length is usually approxi-

mately equal to 10% of the number of subcarriers. In this case,

the proposed method leads to approximately 1000 times lower

complexity than the CFR estimation method for M = 100.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, we provide simulation results to demon-

strate the effectiveness of the proposed joint CFO and CIR

estimation method. We consider a system with L = 32 and

LCP = 34. The same PDP is used as for Fig. 2. For the

proposed method, a Zadoff Chu (ZC) sequence is used for

zk. The CFO is generated from a uniform distribution within

the range (−0.5, 0.5]. The results are obtained after 5000

independent realizations of the channel and CFO.

The MSE performance of CFO estimation is illustrated in

Fig. 4(a). The performance is shown as a function of the

signal-to-noise-ratio (SNR), i.e., Pt/σ
2 , for different M and

N . The NMSE performance of the proposed CFO estimation

method improves with increasing M , N and Nz, as in each

case a larger number of samples Rk,t(L) are used to average

out the noise. The proposed method is therefore particularly

suited for RIS-aided OFDM systems which use a large number

of subcarriers and RIS elements.

Fig. 4(b) shows the NMSE performance for the proposed

CIR estimation method; this is compared to a similar method

where the proposed CFO estimation technique is used in

conjunction with the CFR estimation method in [7]. The per-

formance is shown as a function of the SNR with different M ,

N and pilot resource usage (Nz or Np). For a fair comparison,

the NMSE for our method is measured in the frequency

domain. Also, a non-periodic ZC sequence is used for the

pilot sequences in the CFR estimation scheme. The proposed

method shows a performance improvement of approximately

a factor of 30 with respect to the benchmark with the same

parameters (Np = Nz), mainly due to the improved noise

averaging in (18). The NMSE performance of both methods

improves with increasing M , N , and pilot resource usage.

VI. CONCLUSION

We have analyzed the effect of CFO on the MSE per-

formance of least-squares channel estimation for RIS-aided

OFDM systems in closed form. Also, we have proposed a

joint CFO and CIR estimation method applicable to such

systems. The proposed method exhibits improved channel

estimation MSE as well as a significantly lower complexity

when compared to a benchmark scheme using frequency-

domain channel estimation. Finally, the CFO estimation comes

at no additional cost in terms of the overhead, as the same pilot

symbols are used for both channel and CFO estimation.
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